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**Does the DFT Self-Interaction Error Affect Energies Calculated in Proteins with Large QM Systems?**

Adam Fouda and Ulf Ryde*

Department of Theoretical Chemistry, Chemical Centre, Lund University, P. O. Box 124, SE-221 00 Lund, Sweden

**ABSTRACT:** We have examined how the self-interaction error in density-functional theory (DFT) calculations affects energies calculated on large systems (600–1000 atoms) involving several charged groups. We employ 18 different quantum mechanical (QM) methods, including Hartree–Fock, as well as pure, hybrid, and range-separated DFT methods. They are used to calculate reaction and activation energies for three different protein models in vacuum, in a point-charge surrounding, or with a continuum-solvent model. We show that pure DFT functionals give rise to a significant delocalization of the charges in charged groups in the protein, typically by ~0.1 e, as evidenced from the Mulliken charges. This has a clear effect on how the surroundings affect calculated reaction and activation energies, indicating that these methods should be avoided for DFT calculations on large systems. Fortunately, methods such as CAM-B3LYP, BHLYP, and M06-2X give results that agree within a few kilojoules per mole, especially when the calculations are performed in a point-charge surrounding. Therefore, we recommend these methods to estimate the effect of the surroundings with large QM systems (but other QM methods may be used to study the intrinsic reaction and activation energies).

**INTRODUCTION**

During the latest two decades, quantum mechanical (QM) calculations using density-functional theory (DFT) have become a standard tool in the investigation of the structure and function of biomolecules, owing to their favorable combination of a high accuracy and a low computational cost.2,3 DFT is a powerful approach, and the best functionals often give an accuracy approaching that of advanced wave function methods. However, it must be remembered that DFT is only an approximate approach.

Arguably, the most severe shortcoming of the DFT methods is the self-interaction error (SIE).3–5 It arises from the spurious interaction of an electron with itself in the Coulomb term in the DFT Hamiltonian, which is not exactly canceled by the exchange contribution, e.g., as in the Hartree–Fock (HF)6,7 approach. As a consequence, the eigenvalues of the highest occupied orbitals do not correspond to the ionization potential, the gap between the highest occupied and the lowest unoccupied orbitals becomes too small for ionic systems, charge tends to be overly delocalized, and charge-transfer transitions get too low energies. The effect may be further enhanced by an incorrect asymptotic decay of the exchange potential.

The SIE can be partly reduced by employing a portion of the exact HF exchange in the DFT calculations, giving so-called hybrid functionals (in contrast to pure functionals that do not contain such contributions).4,8 Alternatively, the standard DFT functional is used only for the short-ranged exchange interactions, whereas the HF method is used for long-ranged interactions, employing a switching function for intermediate distances.9 Thereby, an asymptotically correct decay is also obtained. DFT functionals employing such an approach are called range-separated functionals. Perdew and Zunger have suggested methods to correct for the SIE, and a variational approach with complex orbitals has been implemented.10 Unfortunately, this approach is not invariant to unitary transformation of the orbitals and it does not always improve the accuracy of the results.5,11

With the continuous improvement of computer hardware and QM software performance, increasingly large systems can be treated by DFT methods. Currently, single-point energies can be calculated for over 1000 atoms in one or a few days with standard QM software and several thousands of atoms can be treated with more specialized software.12–14 This opens up many interesting applications, e.g., calculating accurate reaction or ligand-binding energies in protein reactions, NMR chemical shifts, reduction potentials, or polarized charges for entire proteins, automatically including all important interaction energies, e.g., electrostatics, polarization, charge transfer, charge penetration, and exchange-repulsion, i.e., effects that are hard to treat accurately with molecular-mechanics methods.15–27

However, recently Jakobsen et al. showed that the charge distribution obtained for large protein models, involving groups with net positive and negative charges, are incorrect when calculated with pure DFT methods, owing to the SIE.8 For example, in zwitterionic polyglycine chains, pure DFT methods tended to reduce the charge of the charged terminal groups, so that approximately half of an electron was transferred from the negatively charged carboxy terminal to the positively charged amino.
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Arguably, the most severe shortcoming of the DFT methods is the self-interaction error (SIE).3–5 It arises from the spurious interaction of an electron with itself in the Coulomb term in the DFT Hamiltonian, which is not exactly canceled by the exchange contribution, e.g., as in the Hartree–Fock (HF)6,7 approach. As a consequence, the eigenvalues of the highest occupied orbitals do not correspond to the ionization potential, the gap between the highest occupied and the lowest unoccupied orbitals becomes too small for ionic systems, charge tends to be overly delocalized, and charge-transfer transitions get too low energies. The effect may be further enhanced by an incorrect asymptotic decay of the exchange potential.

The SIE can be partly reduced by employing a portion of the exact HF exchange in the DFT calculations, giving so-called hybrid functionals (in contrast to pure functionals that do not contain such contributions).4,8 Alternatively, the standard DFT functional is used only for the short-ranged exchange interactions, whereas the HF method is used for long-ranged interactions, employing a switching function for intermediate distances.9 Thereby, an asymptotically correct decay is also obtained. DFT functionals employing such an approach are called range-separated functionals. Perdew and Zunger have suggested methods to correct for the SIE, and a variational approach with complex orbitals has been implemented.10 Unfortunately, this approach is not invariant to unitary transformation of the orbitals and it does not always improve the accuracy of the results.5,11

With the continuous improvement of computer hardware and QM software performance, increasingly large systems can be treated by DFT methods. Currently, single-point energies can be calculated for over 1000 atoms in one or a few days with standard QM software and several thousands of atoms can be treated with more specialized software.12–14 This opens up many interesting applications, e.g., calculating accurate reaction or ligand-binding energies in protein reactions, NMR chemical shifts, reduction potentials, or polarized charges for entire proteins, automatically including all important interaction energies, e.g., electrostatics, polarization, charge transfer, charge penetration, and exchange-repulsion, i.e., effects that are hard to treat accurately with molecular-mechanics methods.15–27

However, recently Jakobsen et al. showed that the charge distribution obtained for large protein models, involving groups with net positive and negative charges, are incorrect when calculated with pure DFT methods, owing to the SIE.8 For example, in zwitterionic polyglycine chains, pure DFT methods tended to reduce the charge of the charged terminal groups, so that approximately half of an electron was transferred from the negatively charged carboxy terminal to the positively charged amino.
amino terminal. The error increased with the distance of the two charges, but it could be essentially removed by using hybrid functionals with 50% or more exact exchange or range-separated DFT functionals. Similar problems were also observed for the insulin monomer, a 51-residue polypeptide with five positively and six negatively charged residues.8 Naturally, this may be a disaster for all approaches that employ large protein models with charged sites to calculate energies and properties in proteins. For example, we have suggested the big-QM approach to calculate accurate and stable reaction and activation energies in proteins.12,26 It suggests that all chemical groups within 4.5−6 Å of a minimal active-site model should be included in the calculations, as well as two capped residues around each protein residue in the active site and all buried charged groups in the protein, typically 600−1000 atoms and several charged groups. This approach has been employed for several proteins,25,28−31 and similar approaches have been suggested by other groups.27

In this work, we investigate how serious the SIE is for the calculation of big-QM energies for three different proteins, viz., [NiFe] hydrogenase,32 glyoxalase I,33 and sulfite oxidase.34 We employ 17 different DFT methods, pure, hybrid, or range-separated, together with HF calculations. We also investigate whether the problem can be reduced by performing the calculations in a point-charge or continuum-solvation model of the surroundings.

■ METHODS

Systems. Three different enzyme models were employed, all containing metals. For each enzyme, QM models of two sizes (one minimal and one big) were employed to separate the intrinsic reaction energy of the active site and the effect of the surroundings. The first studied system was a model of a simple proton-transfer reaction between a Cys and a His residue in the active site of [NiFe] hydrogenase.25,26,32,35 This system was used as a test system when the big-QM method was developed.12 The small QM model contained the Ni and Fe ions, the first-sphere four Cys, one CO, and two CN− metal ligands, as well as the second-sphere His model. This 38-atom system is shown in Figure 1a,b. The corresponding big-QM

Figure 1. Minimal QM system for [NiFe] hydrogenase in the (a) HID and (b) HIP states. The corresponding big-QM system is shown in panel c with the minimal QM system highlighted in thick stick and the three ions shown as balls (including a Mg2+ ion in green).
A system was developed in ref 12 (system C). It contained 12 cationic, 15 anionic, and 38 neutral groups (including a $\text{Mg}^{2+}$ ion), in total 675 atoms (4.5 Å surrounding). It is shown in Figure 1c. The net charge was +1. For this system, we calculated the energy difference between two states, one with the proton on the Cys residue (called the HID state; Figure 1a) and the other with the proton on His (called the HIP state; Figure 1b). The two systems differ mainly in the $\sim 0.64$ Å

Figure 2. Minimal QM system for glyoxalase I in the (a) R, (b) TS1, (c) IM1, (d) TS2, (e) IM2, (f) TS3, and (g) P states. The corresponding big-QM system is shown in panel h with the minimal QM system highlighted in thick sticks and the Zn site in the other subunit to the right.
movement of the proton (the $S\cdot\cdot\cdot H$ and $H\cdot\cdot\cdot N$ distances are 1.41 and 1.64 Å in the HID state and 2.01 and 1.09 Å in the HIP state).

Ten different structures of each state were studied, taken from a molecular dynamics simulation of the HIP state. Five of the snapshots were then optimized by QM/MM for the HIP state, using QM for the minimal QM system (enhanced with a second-sphere protonated Glu group) and allowing all residues within 6 Å of the small-QM system to move, followed by QM/MM optimization of the HID state with all atoms outside the small-QM system fixed. For the other five snapshots, the HID state was instead first optimized, followed by the HIP state. The HID state was obtained by restraining the $S\cdot\cdot\cdot H$ distance to 1.405 Å, which is the optimum distance for the isolated small QM system, where the HID state is a local minimum. The coordinates of all atoms have changed between the various snapshots (by 1.1 Å on average for the protein atoms). However, the active sites are less affected, with 0.2 Å average movement of the atoms in the minimal QM system and with a maximum variation of the metal–ligand bond lengths of less than 0.05 Å. Both the Fe and Ni ions were in their low-spin $+II$ oxidation states (giving closed-shell calculations).

The second system was an active-site model of glyoxalase I. The minimal QM system contained a Zn $^{2+}$ ion; four coordinating amino acids, Gln33, Glu99, His126, and Glu172; and a substrate model (CH$_3$COCH(OH)SCH$_3$, $S$ isomer). This 48-atom system is neutral and is shown in Figure 2a–g. The corresponding big-QM system involved 732 atoms (all atoms within 6 Å of the minimal QM system). The protein is a homodimer and two of the zinc-coordinating residues come from each subunit. The big-QM system included also the Zn site in the other subunit (but coordinated to two water molecules instead of the substrate). Besides the Zn ligands, it contained two cationic and 36 neutral residues, as well as 10 water molecules. The substrate had one positive and two negative charges outside the minimal QM model. This gave a net charge of $+2$ in the big-QM model, which is shown in Figure 2h. Seven states in the Richter and Krauss mechanism of the $S$ substrate were studied, as is shown in Figure 2a–g. The structures were taken from a QM/MM investigation of this enzyme, employing the small QM system.

The third system was an active-site model of sulfite oxidase. The minimal QM system contained a Mo ion, two O$_2^-$ ions, the SO$_3^{2-}$ substrate, a Cys ligand, and the bidentate molybdopterin ligand, modeled as (CH$_3$CS)$_2$$^{2-}$. This 24-atom system had a net charge of $-3$ and is shown in Figure 3a–e. The corresponding big-QM system contained 805 atoms (6 Å surrounding), including 16 cationic, nine anionic, and 39 neutral groups, as well as six water molecules. It is shown in Figure 3f, and it had a net charge of $+3$. Five states were studied in the preferred $S \rightarrow OM o$ mechanism, as is shown in Figure 3a–e. The Mo ion was always in the low-spin and closed-shell states. The structures were taken from a QM/MM investigation of this enzyme, using an intermediate-QM system of 165 atoms.

**QM Methods.** Most QM calculations were performed with the Turbomole 7.1 software. We employed 12 DFT methods available in this software, TPSS, PBE, BP, B97D, PBE0, TPSSH, B3LYP, BHLYP, M06, M06L, M06-2X, and M06-HF. In addition, calculations with the HF approach were also performed. All calculations employed the def2-SV(P) basis set. The calculations were sped up by expanding the Coulomb interactions in an auxiliary basis set, the resolution-of-identity (RI) approximation.
The calculations on the big-QM systems also employed the multipole-accelerated resolution-of-identity J approach (marij keyword). TPSS, PBE, B97D, and M06L are pure functionals, with no admixture of HF exchange. The other DFT methods are hybrid functionals with 10% (TPSSH), 20% (B3LYP), 25% (PBE0), 27% (M06), 50% (BHLYP), 54% (M06-2X), and 100% (M06-HF) HF exchange. Interestingly, we did not note any major difference in the time consumption between the pure and hybrid DFT functionals with the Turbomole software. Instead, each big-QM calculation in this work could typically be finished within 2 (glyoxalase) to 15 h (hydrogenase) on a single computer core. In addition, calculations with five range-separated DFT methods, CAM-B3LYP,58 LC-TPSS,9 LC-ωPBE,59 ωB97, and ωB97X,60 were performed with the same basis set, using the Gaussian-09 software.61 All QM calculations were single-point energy

Figure 4. Results for the proton-transfer energy calculated with the three different embeddings and the 18 different QM methods. (a) Big-QM energies ($\Delta E_p$), (b) $\Delta E_p$ for the minimal QM system, and (c) $\Delta \Delta E_p$ energy difference between the big-QM and minimal QM system.
calculations on QM/MM structures optimized at the BP/def2-SV(P) ([NiFe] hydrogenase) or TPSS/def2-SV(P) (glyoxalase I and sulfite oxidase) levels of theory.

Three different schemes were employed to describe the surroundings. In the first, the big-QM systems were simply studied in vacuum (Vac). In the second approach (Ptch), we included a point-charge model of all surrounding atoms in the protein, as well as a sphere of water molecules with radii of 50, 40, and 30 Å for [NiFe] hydrogenase, glyoxalase I, and sulfite oxidase, respectively. The charges were taken from the Amber 99SB force field. The default optimized the COSMO radii (and a water solvent radius of 1.3 Å), whereas a radius of 2 Å was used for the metals. The dielectric constant was 4, whereas we used default values for all other parameters. Since this method is not implemented in Gaussian-09, this embedding was not used for the range-separated functionals.

## RESULT AND DISCUSSION

In this study, we have investigated how the SIE affects the results of big-QM calculations for three different enzyme systems, [NiFe] hydrogenase, glyoxalase I, and sulfite oxidase. The calculations employed QM systems with 675–805 atoms and 5–27 charged groups outside the minimal QM system. We employed HF and 12 different DFT methods with a varying amount of HF exchange (0–100%). We also used five range-separated DFT methods. The big-QM approach is intended as a postprocessing to improve the calculated energies. Therefore, all calculations in this article are single-point energy calculations on QM/MM structures obtained with smaller QM systems.12,30,31

A problem with such an investigation is that both reaction energies and the effect of the surroundings depend on the QM method. Therefore, differences between the various QM methods for big-QM calculations cannot directly be assigned to the SIE, but may also be caused by differences in correlation and other effects. Since we are interested primarily in the effect of the surroundings on the reaction energies, we performed calculations with all QM methods also on a minimal active-site model (24–48 atoms). By forming the difference in energy between the small and big-QM models (ΔE), we separate the intrinsic effect of the QM method on the reactive site and the (mainly electrostatic) effect of the surroundings on the reaction energies.

In the following we will discuss the results for the three enzymes separately. For [NiFe] hydrogenase, we will make the most thorough comparison, including all 18 QM methods, performing calculations on 10 different structures of each state, and testing different treatments of the surroundings outside the big-QM system (no surroundings, a point-charge model, or a continuum solvent). For the other two systems, only 10 QM methods were employed for a single structure of each state, using a point-charge model of the surroundings.

It should be noted that all the big-QM calculations are performed with a rather small basis set (def2-SV(P)). Therefore, the reported energies should not be considered as final. They represent a rather realistic estimate of the influence of the surroundings on the energies. However, to obtain accurate reaction and activation energies, calculations with larger basis sets, as well as including corrections for dispersion, van der Waals interactions, entropy, and thermal effects are needed. Such effects are discussed in the original literature documents. Consequently, we will not discuss biochemical implications of the results in this work.

[**NiFe**] Hydrogenase. We have studied the transfer of a proton between a His residue and the Cys Ni ligand in the active site of [NiFe] hydrogenase. We calculate the energy difference (ΔEpt) between the HIP state, in which the proton resides on the His residue and the HID state, in which it resides on the Cys residue (Figure 1a,b). Previous investigations have shown that this reaction energy is very sensitive to the surroundings. It is close to thermoneutral for the isolated minimal QM system in Figure 1a,b, whereas it changes to over 110 kJ/mol if the 25 closest groups are included in the QM system, and it becomes ~70 kJ/mol with a balanced account of the surroundings, e.g., by the big-QM approach, calculated at the BP/def2-SV(P) level. In this study, we investigate how this reaction energy and its dependence on the surroundings are affected by the SIE, employing 18 different QM methods.

The first calculations were performed on a single structure, viz., the last snapshot from a MD simulation, followed by a QM/MM optimization for both states. Then, single-point big-QM energies were calculated for a 675-atoms system, running the calculations either in vacuum, with a point-charge model of the surrounding protein and solvent, or in a COSMO continuum solvent with a dielectric constant of 4. The results of big-QM calculations for three different treatments of the surroundings outside the big-QM system by the point charges, both of which are shown that this reaction energy is very sensitive to the surroundings.12,26,35,63 Consequently, we will not discuss biochemical implications of the results in this work.

In general, the COSMO calculations gave the largest ΔEpt energy difference between the HIP and HID states (HIP was always the most stable state) and the Vac calculations gave the smallest difference. The difference between the results from the COSMO and Ptch calculations was less than 3 kJ/mol, and for one method (BP), the Ptch result was actually larger. The difference between the Vac and Ptch calculations was somewhat larger, 8–18 kJ/mol. Moreover, this difference depended on the amount HF exchange in the DFT functional: The pure functionals gave a slightly larger difference, 14–17 kJ/mol, than the hybrid and range-separated functionals (and also HF), 8–12 kJ/mol, except for TPSSH, which gave the largest difference, 18 kJ/mol. The difference between the Vac and Ptch results comes partly from electrostatic interactions between the big-QM system and the surroundings, partly from the polarization of the big-QM system by the point charges, both of which are included in the Ptch calculations, but not in the Vac calculations. The latter effect is also partly included in the COSMO calculations, although estimated in a different way. It is the dominating effect, as can be confirmed by explicitly calculating the former term (2 kJ/mol difference between Vac and Ptch). In the following, we will concentrate our discussion mainly on the Ptch results, because the three embedding schemes gave similar trends.

Comparing the Ptch results of the 18 different QM methods, the ΔEpt energy difference varied from 76 to 108 kJ/mol. ΔEpt increased with the amount of HF exchange: It was 76–87 kJ/mol for the pure functionals, 95–108 kJ/mol for the hybrid functionals, 98–107 kJ/mol for the range-separated functionals, and 105 kJ/mol for HF. In fact, there was a good correlation between ΔEpt and the amount of HF exchange for the seven hybrid functionals, R² = 0.9 in all three embeddings.
These results indicate the $\Delta E_{pt}$ depends on the DFT functionals and especially the amount of exchange, which may be related to the SIE. However, it is also possible that the differences reflect the intrinsic differences of the various methods for this particular proton-transfer reaction. Therefore, we also calculated the vacuum energy difference between the HIP and HID states for a minimal QM system, consisting of only 38 atoms (Figure 1a,b). The results are shown in Figure 4b, and they showed that there indeed were some intrinsic differences between the various QM methods, giving $\Delta E_{pt}$ energies ranging from $-4$ (B97D) to $+15$ kJ/mol (M06-HF). The pure functionals still gave lower values ($-4$ to $+1$ kJ/mol) than the hybrid ($-2$ to $+15$ kJ/mol) and the range-separated functionals ($-1$ to $+6$ kJ/mol), but the differences were less pronounced. There was a strong correlation between $\Delta E_{pt}$ and the amount of HF exchange in the hybrid functionals ($R^2 = 0.9$), but for the four methods with up to 27% no such correlation could be seen.

To emphasize the effect of the surroundings, we subtracted $\Delta E_{pt}$ of the minimal system from that of the big-QM system, calculated with the same method, giving $\Delta \Delta E_{pt}$, which represents the influence of the big-QM surroundings on the minimal QM system. These results are shown in Figure 4c. It can be seen that there still was a clear difference between the

Figure 5. Variation of the Mulliken charges of the charged (a, c, e) residues or the O and H atom of the charged residues (b, d, f) in [NiFe] hydrogenase for the various methods, calculated in the Vac (a, b), Ptc (c, d), or COSMO (e, f) surroundings.
results obtained with the pure functionals ($\Delta \Delta E_{\text{pt}} = 80–88 \text{ kJ/mol}$ for the Ptcch embedding) and with the hybrid or range-separated functionals (93–101 kJ/mol). However, there was no correlation between $\Delta \Delta E_{\text{pt}}$ and the amount of HF exchange for the hybrid functionals ($R^2 < 0.2$, often showing anticorrelation). Instead, all the range-separated functionals, as well as B3LYP, PBE0, BHLYP, and M06-2X, gave results that agreed within 3 kJ/mol (97–100 kJ/mol). TPSSH gave slightly lower results (95 kJ/mol), indicating some influence for the SIE. Interestingly, M06-HF gave even lower results (93 kJ/mol), whereas M06 gave the largest value of $\Delta \Delta E_{\text{pt}}$ (101 kJ/mol), indicating that these heavily parametrized methods give slightly deviating results. The HF method gave $\Delta \Delta E_{\text{pt}} = 96 \text{ kJ/mol}$.

Without the point-charge model (Vac), the TPSSH and B3LYP methods showed larger deviations from the other hybrid functionals, indicating that the point-charge models reduce somewhat the effect of the SIE. Thus, we can conclude that for the net effect of the surroundings ($\Delta \Delta E_{\text{pt}}$), all hybrid functionals gave results that agree within 8 kJ/mol (8%) and nine methods gave results that agreed within 3 kJ/mol (3%) and therefore can be considered as the consensus results for the influence of the surroundings on the proton-transfer energy. It is also clear that the pure functionals underestimate $\Delta \Delta E_{\text{pt}}$ by almost 20 kJ/mol.

**Charges**. To investigate whether this underestimation comes from the delocalization of charges, caused by the SIE, we next examined the Mulliken charges in the various calculations. Mulliken charges often show a large basis-set dependence and do not ideally reproduce electrostatic properties, but when calculated with a split-valence basis set (as in this study) they provide an excellent account of chemical trends for related molecules. We looked at the charges on the charged groups in the big-QM system, three Asp, six Glu, six Arg, one Lys, and three (HID state) or four (HIP state) doubly protonated His groups. We examined both the sum of the charges of all atoms in each residue and the average charge of the atoms bearing the main net charge in each residue (the two OD atoms in Asp, the two OE atoms in Glu, HE and the four HH atoms in Arg, the three HZ atoms in Lys, and the HD1 and HE2 atoms in His). To facilitate the discussion, we will in the following only discuss the absolute value of the charge (i.e., we will ignore the negative sign of the charges on Asp and Glu, as well as on the OD and OE atoms in these residues). The results of the calculations on the HID and HIP states were averaged because they were nearly identical (within 0.01 e) for all residues.

Indeed, there were clear trends in these charges, which were especially pronounced in the vacuum calculations, as can be seen in Figure 5a.b. For example, the charge on the Asp residues was lowest for the pure functionals (0.54–0.57 e, except M06L, which gave 0.63 e) and highest for HF (0.80 e). The hybrid and range-separated functionals gave intermediate values (0.61–0.72 e and 0.66–0.69 e, respectively). PBE gave always the smallest charges, but BP gave in most cases the same charge within 0.01 e. The largest charges were obtained with HF for all residues. BHLYP typically gave the largest charge for the DFT methods, except for the H atoms of the positively charged residues, for which M06L gave slightly larger charges. Consequently, there was only a weak (but always positive) correlation between the charges and the amount of HF exchange among the hybrid functionals, $R^2 < 0.4$.

The variation in the charges was largest for the Asp residues (0.26 e difference between the largest and smallest average charges obtained for the various methods) and for the corresponding OD atoms (0.30 e). It was 0.18 e for the Glu residues (but 0.27 e for the OE atoms). For the three positively charged residues the variation was 0.07–0.16 e and 0.06–0.12 e for the corresponding H atoms. Excluding the results of the HF method, the variation was 0.11–0.18 and 0.04–0.10 e for the negatively and positively charged residues and atoms, respectively.

In the point-charge surrounding, the variation of the charges was suppressed (shown in Figure 5c,d). The variation of the negative and positive charged residues was decreased to 0.13–0.17 and 0.05–0.12 e (0.07–0.10 and 0.03–0.07 e without HF), respectively, although the variation for the OD and OE atoms in Asp and Glu still was 0.26–0.27 e (0.13–0.14 e without HF). This decrease came mainly from an increase in the charges for the pure functionals (by up to 0.09 e for Asp), whereas the HF charges changed by less than 0.02 e for the residues (up to 0.04 e for the atoms). The results were similar (within 0.03 e), but often slightly smaller in the COSMO continuum solvent (Figure 5e,f). Thus, the point-charge model (and to a somewhat smaller extent a continuum solvent) is a good way to partly reduce the effect of the SIE, as also was seen for the energies.

We can conclude that there is a significant delocalization of the charges in the calculations with the pure functionals. However, the effect is appreciably smaller (~0.1 e in a point-charge surrounding) than in the studies of the Gly10 zwitterion by Jakobsen et al., for which a transfer of half an electron was reported. Moreover, there was a variation of up to 0.06 e for the charges of the charged residues (up to 0.1 e for the charged atoms) also for the nine DFT methods giving the same consensus energies for $\Delta \Delta E_{\text{pt}}$ discussed in the previous section, showing that there is no exact connection between the group charges and $\Delta \Delta E_{\text{pt}}$ energies.

**Geometry Dependence**. To check whether the energy results depend on the geometry of the studied system, we repeated the big-QM calculations on nine additional structures, started from different snapshots from a MD simulation of [NiFe] hydrogenase and then optimized by QM/MM before the big-QM calculation. To reduce the computational effort, the calculations were restricted to 10 QM methods that gave typical or interesting results in the first tests, viz., TPSS, PBE, M06L, B3LYP, M06, BHLYP, M06-2X, M06-HF, HF, and CAM-B3LYP. The calculations were still performed in the three environments (Vac, Ptcch, and COSMO), and calculations on the corresponding minimal QM system were also performed in vacuum with all ten methods.

The results in Figure 6a show that the results obtained with the various methods follow the same trends for the various geometries. There was a pronounced variation in $\Delta E_{\text{pt}}$ for the various snapshots, ranging from 15 to 39 kJ/mol, depending on the QM method and the embedding scheme. It was lowest for the pure functionals and largest for HF, with a difference of 10–14 kJ/mol. It was also lower in the Vac calculations and largest in the Ptcch calculations, with a difference of 8–14 kJ/mol. The variation was similar if instead $\Delta \Delta E_{\text{pt}}$ was considered (within 2 kJ/mol for the DFT methods and 5 kJ/mol for HF and M06L), showing that it comes mainly from the surroundings.

Consequently, we can consider that the average over the 10 snapshots for the seven methods and the three embedding schemes. If this was done for $\Delta E_{\text{pt}}$ there was still some dependence on the functionals and the amount of HF.
exchange, with CAM-B3LYP giving a results between M06 and BHLYP, and a difference of 28−31 kJ/mol between the M06-HF and PBE results. However, if we instead considered ΔΔ\text{E}_\text{pt}, the results were more even, as can be seen in Figure 6b. Now the B3LYP, CAM-B3LYP, BHLYP, and M06-2X methods all gave the same results within 1 kJ/mol, except B3LYP in vacuum (3 kJ/mol lower). The HF results were also similar, but 1−3 kJ/mol lower. The three pure functionals still gave 5−18 kJ/mol lower values of ΔΔ\text{E}_\text{pt}. M06 gave the largest and M06-HF the smallest ΔΔ\text{E}_\text{pt} among the hybrid functionals.

Thus, we can conclude that there is a significant effect of the SIE for the big-QM ΔΔ\text{E}_\text{pt} energies for [NiFe] hydrogenase, affecting energies calculated by pure functionals. However, all tested hybrid functionals gave results that agreed within 6 kJ/mol, and four hybrid functionals gave results agreeing within 1 kJ/mol, at least when calculated in a continuum solvent or with a point-charge model.

**Glyoxalase I.** Next, we studied whether these results apply also to other systems by examining glyoxalase I with the same big-QM approach. We studied seven states in the Richter and Krauss mechanism of the enzyme (shown in Figure 2a−g). The substrate bidentately bound to the active site (R); the enediolate intermediate (IM1), formed by the transfer of a proton from a C atom of the substrate to Glu172; the deprotonated product (IM2) formed by the transfer of the proton from Glu172 to the other C atom of the substrate, with the concurrent transfer of the hydroxyl proton to Glu99; and the product (P) formed by the transfer of the proton from Glu99 to the other hydroxyl oxygen atom as well as three transition states (TS1−TS3) between these states. The structures were optimized with QM/MM,\textsuperscript{31} followed by single-point big-QM calculations using 732 atoms in the QM system (Figure 2h). The calculations were performed with the same 10 QM methods that were used for the hydrogenase snapshots, but with only the point-charge embedding.

Figure 7a shows the big-QM energies for the seven states in the reaction mechanism. It can be seen that the reaction and activation energies varied quite extensively among the seven QM methods (up to 114 kJ/mol), with HF giving the most deviating energies (the variation was up to 59 kJ/mol for the DFT methods). In general, the pure functionals (especially PBE) gave the lowest activation energies and BHLYP the highest barriers (besides HF). However, all methods agree that TS2 is the rate-limiting step for the mechanism with a barrier of 77−191 kJ/mol.

However, the same effects were seen also for the minimal (48-atom) QM system, so that if the ΔΔ\text{E} energy differences were considered, the effect of the surroundings was actually rather small, only −5 to 32 kJ/mol, as can be seen in Figure 7b. The effect was minimal for the first two states (within 6 kJ/mol for all QM methods), and it was largest for the TS2, IM2, and TS3 states. As for the hydrogenase reaction, the PBE and TPSS functionals gave nearly identical results (within 1 kJ/mol for all states). The CAM-B3LYP, BHLYP, and M06-HF methods also

---

**Figure 6.** (a) Δ\text{E}_\text{pt} for the 10 snapshots from the MD simulations, calculated with 10 different QM methods for [NiFe] hydrogenase with the point-charge surrounding. (b) ΔΔ\text{E}_\text{pt} for the average values over the 10 snapshots for the 10 QM methods in the three surroundings.

**Figure 7.** (a) Δ\text{E} (a) and ΔΔ\text{E} (b) for the seven states in the reaction mechanism of glyoxalase I, calculated with 10 different QM methods with a point-charge surrounding.
gave results that agreed within 3 kJ/mol, but they differed from that of the pure functionals by up to 5 kJ/mol (3 kJ/mol on average). B3LYP gave results that were intermediate between the latter three functionals (maximum and average differences of 4 and 2 kJ/mol) and the two pure functionals. M06-2X gave results that were identical to that of M06-HF for the first four states in the mechanism, but it showed differences of up to 5 kJ/mol toward the results of the pure functionals for the last three states. HF also gave somewhat varying results that differed from the CAM-B3LYP, BHLYP, and M06-HF results by up to 5 kJ/mol (3 kJ/mol on average). M06 and M06L showed the largest differences from the latter three methods by up to 8 and 12 kJ/mol, especially for the TS2, IM2, and TS3 states. If these methods are excluded, actually all the other QM methods gave results that agreed within 6 kJ/mol for all seven states in the mechanism.

In conclusion, this glyoxalase I test case illustrates effects expected in a simple system with a Zn ion in the active site and only rather small effects from the surrounding protein. For such a system, all methods gave ΔE energies within 12 kJ/mol (6 kJ/mol if M06 and M06L are excluded). However, we could still see a significant effect of the SIE, leading the pure PBE and TPSS methods to give somewhat diverging results, but by only 3 kJ/mol on average. CAM-B3LYP, BHLYP, and M06-HF gave results that agreed within 1 kJ/mol on average, whereas those of B3LYP and M06-2X differed by 2 kJ/mol on average.

**Sulfite Oxidase.** Finally, we studied also sulfite oxidase. We examined the S → OMe mechanism in which the sulfur atom of the sulfite substrate attacks one of the Mo-bound oxo groups, directly forming a Mo-bound sulfite ion (IM) via a first transition state (TS1). In the second step, the sulfite ion dissociates, via a second transition state (TS2). Thus, five states were studied with the big-QM approach, including a reactant complex (R) and a product complex (P) with either sulfite or sulfate binding in the second sphere of the Mo ion; cf. Figure 2a–e. All structures were optimized with QM/MM before the big-QM energies were calculated, using an 805-atom system.

The reaction and activation energies were compared to energies calculated with a minimal QM system, consisting of 24 atoms. The same 10 QM methods as for glyoxalase I were employed, still with the point-charge embedding. The raw big-QM energies showed large variation between the various QM methods (up to 360 kJ/mol), except for the PBE and TPSS pure functionals, as can be seen in Figure 8a. As usual, the HF gave the most differing energies, with the largest difference toward the pure functionals. In fact, there was a nearly perfect anticorrelation between the energies and the amount of HF exchange for the hybrid functionals (R² > 0.9 for all states).

However, this variation was partly paralleled in the calculations for the minimal QM system. Therefore, the ΔE energies were more stable, showing similar trends to those for hydrogenase and glyoxalase I, although the energies were much larger, as can be seen in Figure 8b. In particular, CAM-B3LYP, BHLYP, and M06-2X gave results that agreed within 7 kJ/mol (always with BHLYP in the middle, within 1 kJ/mol of the average). The results of the pure functionals were 32–37 kJ/mol smaller on average. B3LYP and M06 gave intermediate results, with a difference from the three hybrid functionals of 15–22 kJ/mol on average. HF and especially M06-HF gave the largest values, with average differences of 28 and 36 kJ/mol from the three hybrid functionals.

To check that this enhanced effect of the surroundings did not come from increased differences in the charges obtained for the various QM methods, we calculated the Mulliken charges for the charged residues also in this protein. However, the results showed that the variation in the charges was similar to what was found for [NiFe] hydrogenase: It was 0.10–0.14 e for the Asp and Glu residues, 0.25–0.26 e for the OD and OE atoms in these residues, and 0.08–0.12 e for the Arg, Lys, and His residues, as well as the H atoms in these residues (and approximately half of this variation if the HF method was excluded).

Thus, we can conclude that for the sulfite reductase reaction, which is extremely sensitive to both the surroundings and the correlation effects, the effect of the SIE for the big-QM energies is enhanced. In particular, 27% HF exchange (as in M06) is not enough to avoid the SIE. Instead, 50% HF exchange or a range-separated functional seems to be needed. Fortunately, BHLYP, M06-2X, and CAM-B3LYP all gave results that agreed within 2 kJ/mol on average.

**CONCLUSIONS**

In this work we have examined how the SIE affects reaction and activation energies calculated by the big-QM approach, i.e., for QM calculations involving all atoms within 4.5–6.0 Å of a minimal active-site model, as well as all buried charges in the protein, and with no border between the QM and MM systems.
within three residues from a minimal active-site model. Such models typically involve 600–1000 atoms, including several groups with a net charge. Recently, Jakobsen and coworkers pointed out that the SIE in pure DFT methods may lead to a delocalization of such charges by as much as 0.5 e, which would give rise to an incorrect charge distribution and electrostatic potential. The problem could be avoided by employing hybrid DFT methods with a high amount of HF exchange or range-separated functionals. Of course, this could potentially be a disaster for both big-QM and similar approaches in obtaining energies and electrostatic or spectroscopic properties from QM calculations with large QM systems.

Therefore, we have in this study investigated how reaction and activation energies calculated with the big-QM approach for three typical enzyme systems change when the QM method is varied, employing 17 different DFT methods, including pure, hybrid, and range-separated functionals, as well as the HF approach, and also using three different embedding schemes. By looking at the Mulliken charges of charged groups in the large QM systems, we confirm that there is a significant delocalization of charges for DFT methods with no or little HF exchange. However, the effect was smaller than in the studies of Jakobsen et al. The variation in net charge of the charged group was 0.07–0.26 e among the tested methods and less than 0.18 e if HF was excluded, which is known to overestimate charges and dipole moments. The variation could be further suppressed by performing the calculations with a point-charge model of the surroundings (to less than 0.17 and 0.10 e without and without HF).

For energies, the comparison is complicated by the fact that different QM methods give varying results for reaction and activation energies. We have solved this problem by looking mainly at the energy difference between calculations on the big-QM system and a minimal model of the QM system (∆ΔE), representing the effect from the surroundings, which can be expected to depend less on the QM method (besides the SIE effect on the charges). We have shown that there is a systematic variation of ∆ΔE for all three enzymes studied. Fortunately, a number of DFT methods could be identified that gave nearly identical results. These always included BHLYP with 50% HF exchange and the range-separated CAM-B3LYP method. M06-2X also belonged to this group, although for glyoxalase I, it showed a somewhat larger difference (up to 5 kJ/mol). For the two enzymes with modest effects of the surroundings, B3LYP, PBE0, and M06-HF also gave similar results, at least with a point-charge or COSMO surrounding, but for the third enzyme with very large effects from both correlation and from the surroundings, these methods gave diverging results. The other methods gave less reliable results: The pure functionals typically gave a too small effect from the surroundings, probably reflecting the underestimated charges. Conversely, HF typically gave a too large effect, reflecting the overestimated charges. The M06 and M06L methods often gave results diverging from the trends obtained with the other methods.

The absolute effect of the SIE on the big-QM energies differed between the three studied systems, owing to differences in the number of charged groups and the sensitivity to the surroundings. For glyoxalase I, the influence of the surrounding was quite small, less than 32 kJ/mol. Therefore, all methods gave ∆ΔE energies that agreed within 12 kJ/mol and actually within 6 kJ/mol if the M06 and M06L methods were excluded. For this enzyme, the choice of the method for the big-QM calculations is not very crucial. For [NiFe] hydrogenase, the influence of the surroundings was quite large, 76–96 kJ/mol, and therefore, the variation in ∆ΔE among the various methods was larger, 21–25 kJ/mol. Pure functionals, clearly gave too low values by ∼15 kJ/mol. However, if pure functionals TPSSH (with only 10% HF exchange) and M06 were excluded, the remaining hybrid and range-separated functionals gave results that agreed within 4–7 kJ/mol. For sulfite oxidase, the effect of the surroundings (up to 212 kJ/mol) and of correlation effects were extremely large with variations of up to 113 kJ/mol among the various methods. Therefore, only three methods gave results that agreed within 2 kJ/mol on average (CAM-B3LYP, BHLYP, and M06-2X). For the other methods, the differences were large, 15–37 kJ/mol on average, with the pure functionals, but also M06-HF giving the largest differences. However, it should be noted that glyoxalase I is probably closer to a general enzyme—most enzymes have no or only a few buried charges (and then often close to the active site).

Consequently, for the estimation of the effect of the surroundings on reaction energies using large QM systems, we tend to recommend the CAM-B3LYP, BHLYP, and M06-2X methods. The calculations should be performed in a point-charge surrounding, which decreases the charge delocalization and also improves the convergence of the calculations. However, such functionals typically do not give accurate reaction and activation energies for metal-containing systems; instead hybrid DFT functionals with a smaller amount of HF exchange (10–15%) typically give the best results. Therefore, it is normally necessary to estimate the intrinsic reaction energy with one DFT functional (or a more accurate wave function method) on a small QM system, and then estimate the effect of the surroundings with calculations using one of the CAM-B3LYP, BHLYP, or M06-2X functionals on both the small and big QM systems, estimating ∆ΔE energy differences, as in this work. Naturally, dispersion effects should be included in the big-QM energies, as has been done in our previous studies, and the intrinsic reaction energies should include proper corrections for large basis set, relativistic, zero-point, thermal, and entropy effects.
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