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The focus of this dissertation is the use of pinhole collimation in Nuclear Medicine. A pinhole is a single aperture in an opaque material that is placed between the detector and source of interest, and photons must pass through the hole to reach the detector. The choices of pinhole parameters, e.g. the pinhole material and size of the opening, are closely linked to the performance of the detector system.

Pinhole-based single-photon emission computed tomography (SPECT) has primarily been used to investigate human diseases in small animals because of the superior resolution and efficiency achieved with this type of collimation. The SPECT methodology involves determination of the radiopharmaceutical distribution within an object. An essential step in this methodology is the image reconstruction, i.e., the transformation of the acquired two-dimensional (2D) data into a three-dimensional (3D) distribution.

This dissertation describes the development of a SPECT system for small animal imaging called InSPECT. In Paper I, determination of the reconstructed resolution for a prototype setup with a video-based detector system is discussed, and in Paper II, construction of the InSPECT system with eight separate video detectors is described. A fusible metal, Rose’s metal, was used to cast the centre bore, in which platinum pinholes were mounted. The cast pieces could adequately shield the detectors and could be machined with a high precision. Thus, Rose’s metal, which is relatively inexpensive, could be employed for pinhole collimation but would lead to image characteristics that are less favourable than those achievable using gold or platinum pinholes. In Paper III, we present an evaluation of the performance of Rose’s metal pinholes and a comparison with other pinhole materials.

Monte Carlo-based computer models can be utilised to simulate the image formation process and can enable expensive and time-consuming instrumentation changes to be evaluated prior to building prototypes. In Paper IV, we discuss the implementation of a cadmium zinc telluride (CZT) semiconductor detector model in the Monte Carlo program SIMIND. The accuracy of the model was confirmed by comparing its results to measurements. In Paper V, we address the use of the CZT model in an SIMIND-based maximum-likelihood–expectation-maximisation iterative reconstruction of the measured data. The images reconstructed using the computer model enabled the quantification of the total activity without requiring calibration of the detector count per unit second per unit activity. In Paper VI, we describe the simulation of a dedicated SPECT scanner that employs 19 semiconductor detector–pinhole units for myocardial perfusion imaging. Compared to conventional SPECT devices, this camera is more efficient, and the efficiency is often traded for a reduction in imaging times and patient doses. An alternative use of the efficiency is to use smaller pinhole which yields better spatial resolution in the projections. No increase in contrast-to-noise was seen for smaller pinholes since any increase in contrast was also accompanied by an equal increase in noise. Also, changes in transmurality affected the CNR to a greater extent than did changes in lesion extent.
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Mikael Peterson
Between my finger and my thumb
The squat pen rests; snug as a gun.

My grandfather cut more turf in a day
Than any other man on Toner’s bog.
Once I carried him milk in a bottle
Corked sloppily with paper. He straightened up
To drink it, then fell to right away
Nicking and slicing neatly, heaving sods
Over his shoulder, going down and down
For the good turf. Digging.

The cold smell of potato mould, the squelch and slap
Of soggy peat, the curt cuts of an edge
Through living roots awaken in my head.
But I’ve no spade to follow men like them.

Between my finger and my thumb
The squat pen rests.
I’ll dig with it.

Seamus Heaney’s poem ‘Digging’
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Abstract

The focus of this dissertation is the use of pinhole collimation in Nuclear Medicine. A pinhole is a single aperture in an opaque material that is placed between the detector and source of interest, and photons must pass through the hole to reach the detector. The choices of pinhole parameters, e.g. the pinhole material and size of the opening, are closely linked to the performance of the detector system.

Pinhole-based single-photon emission computed tomography (SPECT) has primarily been used to investigate human diseases in small animals because of the superior resolution and efficiency achieved with this type of collimation. The SPECT methodology involves determination of the radiopharmaceutical distribution within an object. An essential step in this methodology is the image reconstruction, i.e., the transformation of the acquired two-dimensional (2D) data into a three-dimensional (3D) distribution.

This dissertation describes the development of a SPECT system for small animal imaging called InSPECT. In Paper I, determination of the reconstructed resolution for a prototype setup with a video-based detector system is discussed, and in Paper II, construction of the InSPECT system with eight separate video detectors is described. A fusible metal, Rose’s metal, was used to cast the centre bore, in which platinum pinholes were mounted. The cast pieces could adequately shield the detectors and could be machined with a high precision. Thus, Rose’s metal, which is relatively inexpensive, could be employed for pinhole collimation but would lead to image characteristics that are less favourable than those achievable using gold or platinum pinholes. In Paper III, we present an evaluation of the performance of Rose’s metal pinholes and a comparison with other pinhole materials.

Monte Carlo-based computer models can be utilised to simulate the image formation process and can enable expensive and time-consuming instrumentation changes to be evaluated prior to building prototypes. In Paper IV, we discuss the implementation of a cadmium zinc telluride (CZT) semiconductor detector model in the Monte Carlo program SIMIND. The
accuracy of the model was confirmed by comparing its results to measurements. In Paper V, we address the use of the CZT model in an SIMIND-based maximum-likelihood–expectation-maximisation iterative reconstruction of the measured data. The images reconstructed using the computer model enabled the quantification of the total activity without requiring calibration of the detector count per second per unit activity. In Paper VI, we describe the simulation of a dedicated SPECT scanner that employs 19 semiconductor detector–pinhole units for myocardial perfusion imaging. Compared to conventional SPECT devices, this camera is more efficient, and the efficiency is often traded for a reduction in imaging times and patient doses. An alternative use of the efficiency is to use smaller pinhole which yields better spatial resolution in the projections. No increase in contrast-to-noise was seen for smaller pinholes since any increase in contrast was also accompanied by an equal increase in noise. Also, changes in transmurality affected the CNR to a greater extent than did changes in lesion extent.
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Introduction and Aims

‘Eighty percent of success is showing up’.

Woody Allen

Tomographic nuclear medicine imaging is the process of determining the three-dimensional (3D) \textit{in vivo} distribution of a radiopharmaceutical to acquire diagnostic or therapeutic information regarding a biological system. A general tomographic nuclear medicine imaging system used for single-photon detection has three essential components: an image-forming element (collimator), an image detector, and a reconstruction algorithm. The imaging system performance is determined by how well these components interact and the limitations of each component.

Historically, photon detection has been performed using a gamma-camera system with a combination of scintillation detection and parallel-hole collimation. In this type of system, the spatial resolution and counting efficiency have an inverse relationship such that they can never be improved simultaneously. Thus, the optimisation task is to design an imaging system with an adequate resolution and efficiency, ideally allowing for a short imaging time and low administered radiation dose. In conventional gamma-camera imaging, a large detector area is desirable since the field of view (FOV) is determined by the physical size of the scintillation detector. Therefore, clinical systems based on parallel-hole collimation are large by necessity.

An alternative to conventional collimation is the use of a single pinhole or multiple pinholes. Historically, pinhole collimation has been utilised for applications that require high spatial resolutions within small FOVs, such as thyroid imaging. This objective is typically achieved by using a pinhole–detector combination that produces images with large magnifications. However, detectors of different sizes can be utilised because pinhole collimation allows for either minification or magnification of the projected image on the detector surface, enabling the system compactness or resolution, respectively, to be improved. In addition, the pinhole efficiency is distance-dependent ($\alpha \propto \text{distance}^{-2}$), and placing an object close to a
pinhole will yield an efficiency equal to or better than that of a parallel-hole collimator but at the cost of reducing the FOV. In short, pinhole collimation enables the use of various imaging geometries with different detector performance demands.

The revitalisation of pinhole collimation was driven by the pre-clinical imaging of human disease models in rodents, and this technique is currently employed in a commercial clinical system dedicated to myocardial perfusion imaging. Pinhole collimation is fundamentally different from conventional gamma-camera imaging with parallel-hole collimators and therefore requires adaptation and development of new concepts and models. Monte Carlo photon tracking programs such as SIMIND enable modelling and characterisation of the image formation process in nuclear medicine imaging systems. By simulating the imaging process, it is possible to estimate parameters that cannot be measured and to make changes to the (virtual) instrumentation to obtain an optimal design prior to building an actual prototype.

The aims of this research were

I. to design and construct a pre-clinical imaging system, InSPECT, based on photon-counting video detectors with pinhole collimation;

II. to incorporate and validate a pinhole collimator routine in the Monte Carlo program SIMIND before employing it to evaluate a new pinhole collimator material;

III. to validate a CZT semiconductor detector model used in the SIMIND program by performing experimental measurements;

IV. to develop and validate a Monte Carlo-based iterative pinhole reconstruction routine; and

V. to utilise Monte Carlo simulations and anthropomorphic computer phantoms to investigate the improvements in myocardial perfusion imaging that could be realised by improving the spatial resolution by using smaller pinhole apertures.

Our overall aim was to provide a validated simulation tool suitable for the characterisation and development of existing and future gamma-ray imaging systems with pinhole collimation.
Pinhole Imaging

‘Depends on da man. Depends on da hat’.

Spike Lee when asked ‘What does a hat say about a man?’

In nuclear medicine, radioactive substances are administered to patients for diagnostic and therapeutic purposes. A diagnostic procedure typically involves injection (or occasionally indigestion) of a radiopharmaceutical, followed by an examination. During the examination, a detection device is used to detect and/or map the origin of the emitted radiation.

One of the key advantages of nuclear medicine is the combination of sensitive radiation detectors and labelling radiopharmaceuticals with a high specific activity (i.e. large fractions of the injected pharmaceutical molecules are labelled with radioisotopes). Thus, high-quality imaging can be performed with small physical amounts of radiopharmaceuticals, leaving the functions of the biological system unaffected (Meikle et al. 2005, Cherry et al. 2012).

The types of examinations range from uptake measurements to gamma-camera studies, where the latter are intended to map the *in vivo* distributions of radiopharmaceuticals. The gamma camera (also referred to as a scintillation camera or an Anger camera) was designed and developed in the 1950s by Hal O. Anger (1967). In a chapter on radioisotope cameras, Anger described the scintillation-camera principles and two collimation techniques, namely, parallel-hole (then termed multi-channel collimator) and pinhole collimation (Anger 1952, Anger 1958).

The camera design proposed by Anger with multiple photomultiplier tubes (PMTs) coupled to a sodium-iodine scintillation crystal doped with thallium (NaI(Tl)) has remained essentially unchanged since its introduction, and most modern gamma cameras are based on the same principle. Typically, a gamma camera is assumed to employ a NaI(Tl) scintillation detector and parallel-hole collimation. The acquired images are two-dimensional (2D) projections of 3D activity distributions. The corresponding 3D activity distributions can be estimated by reconstructing multiple projections.
acquired at different angles. This procedure is called single-photon emission computed tomography (SPECT).

The success of gamma cameras can be attributed to their usability in a wide range of imaging procedures from planar renal and bone scans to cardiac perfusion and cerebral blood flow SPECT. Noteworthy clinical exceptions to this general-purpose approach are thyroid (Hurley et al. 1971, Freitas et al. 1994) and parathyroid (Freitas et al. 1994, Kettle et al. 2006) imaging using pinhole collimation. These two procedures require sub-centimetre spatial resolutions. As shown in figure 1, pinhole collimation enables source distribution magnification but at the expense of reducing the FOV. In conventional gamma-camera imaging, the relationship between the source and the projected distribution size is always unity, whereas it depends on the source-to-pinhole and pinhole-to-detector distances in pinhole collimation. Consequently, pinhole collimation is better suited for tasks requiring focused high-resolution imaging.

Principles of pinhole imaging

A pinhole is a small round hole or aperture in an opaque material that functions as a primitive lens since only photons emitted within a certain solid angle are projected through the aperture. This phenomenon occurs frequently in nature, where pinholes serve as lenses in primitive eyes. For example, the eyes of giant clams, *Tridacna maxima*, include several hundred pinholes to project light onto light-sensitive cells (Land 2003).
Several types of pinhole design exist (van Audenhaege et al. 2015), two being knife-edge and channel pinholes. In the latter case, the actual pinhole is elongated into a channel, whereas a knife-edge pinhole can be seen as a special case of a channel pinhole with zero channel height. Channel pinholes can be useful if it is important to minimise the number of penetrating photons, e.g. for the imaging of high-energy photon emitters such as $^{131}$I, but this minimisation is achieved at the expense of decreasing the lateral sensitivity and contrast (van der Have et al. 2006). Other pinhole types have been developed, e.g. square loft-holes to maximise the detector utilisation of multiple pinholes (Deprez et al. 2013) and clustered pinholes to minimise penetration and enable the single-photon imaging of positron emitters (Goorden et al. 2010). In the works described in this dissertation, only knife-edge pinholes were considered.

Both Anger (1967) and Paix (1967) formulated models of the knife-edge pinhole efficiency $S$ and resolution $R_e$. In these models, only the photons that pass through the aperture, called the geometric component, are considered. The geometric sensitivity of a pinhole depends on the aperture diameter $d$, the angle of incidence $\theta$, and the distance between the pinhole and the source $h$, as defined in figure 2. The use of only the geometric component causes both the efficiency and resolution to be underestimated since penetration through the pinhole edge is not accounted for. Therefore,
Anger defined a slightly larger effective aperture diameter $d_{\text{eff}}$ to account for penetration. $d_{\text{eff}}$ is a function of the geometric diameter, attenuation coefficient $\mu$, and acceptance angle $\alpha$:

$$d_{\text{eff}} = \sqrt{d[2d^{-1} \tan(\alpha/2)]}.$$  \hspace{1cm} (1)

When using the effective aperture diameter, the pinhole efficiency is given by

$$S = d^2_{\text{eff}} \frac{\sin^3 \theta}{16h^2}.$$  \hspace{1cm} (2)

In this expression, the incident-angle-dependent sensitivity is modelled by a $\sin^3 \theta$ term. In practice, the angular dependence is best modelled by $\sin^x \theta$, where $x > 3$, and the choice of $x$ depends on both the photon energy and aperture design (Smith et al. 1997). However, a more accurate analytical expression for the pinhole sensitivity that accounts for penetration through the pinhole edges has been derived (Metzler et al. 2001).

The pinhole resolution is defined as the lateral distance between two point sources when their projections onto the detector are tangent to one another.
The projection width is determined by the effective aperture diameter and projection magnification:

\[ R_c = d_{\text{eff}} \frac{l + h}{l} = d_{\text{eff}} \left(1 + \frac{1}{m}\right). \]  

(3)

The projection magnification \( m \) is the ratio between the detector-to-pinhole distance (focal length) \( l \) and the source-to-pinhole distance \( h \). Thus, \( R_c \) is the minimal distance between two point sources that enables separate detection. This definition of the resolution does not take into account the changes in the spatial resolution due to the lateral position. As with the sensitivity, more detailed analytical expressions for the pinhole resolution that more accurately model the photon penetration and spatially variant response have been derived (Metzler et al. 2002, Accorsi et al. 2004).

From equation 2, it is clear that the efficiency increases with decreasing source-to-pinhole distance. In fact, the efficiency can exceed that of a parallel-hole collimator under certain conditions (Jaszczak et al. 1994, Weber et al. 1994). The resolution also improves simultaneously but at the cost of reducing the FOV, and the lowest theoretical planar resolution is determined by the aperture diameter. Thus, for small-animal imaging, in which interesting physiological and pathophysiological processes occur at sub-millimetre scales, sub-millimetre aperture diameters are required.

Equation 3 shows that the collimator resolution depends on the magnification factor, and the system resolution \( R_s \) can be approximated as the sum in quadrature of the intrinsic and collimator resolutions (Beekman et al. 2007, Cherry et al. 2012):

\[ R_s = \sqrt{\left(\frac{h}{l} R_i\right)^2 + R_c^2}. \]  

(4)

Theoretically, a small high-resolution detector can be used with a smaller magnification to achieve the same efficiency and spatial resolution as a large low-resolution NaI(Tl)-scintillation detector. In fact, the number of independent measurements that a detector can make is more important than the detector size when using pinhole collimation. This performance measure is called the space–bandwidth product \( S_{\text{SBW}} \) and is defined as the maximum number of independent measurements that can performed on a detector surface (Barrett et al. 2005). \( S_{\text{SBW}} \) can be expressed as
$S_{SBW} = \frac{A_D}{A_{El}}$, \hspace{1cm} (5)

where $A_D$ is the detector area, and $A_{El}$ the area of the smallest resolvable element or point spread function (PSF) area. Since pinhole collimation enables image magnification/minification, $S_{SBW}$ is a more relevant measure of the detector performance than the intrinsic resolution or size alone. Rogulski et al. (1993) demonstrated that improving the intrinsic resolution of a detector can improve both the spatial resolution and counting efficiency for non-multiplexing imaging. This paradoxical conclusion can be understood by viewing figure 3, where detectors with high intrinsic resolutions can be placed closer to the pinhole because of the lower magnification, thereby enabling more detectors and pinholes to be employed simultaneously. Regardless of $S_{SBW}$, the employment of smaller detectors enables the use of a higher packing fraction and smaller system.

Another benefit of using more detectors in parallel is that doing so increases the number of projections that can be acquired simultaneously. Comparing figures 3A and 3B, images can be acquired from more angles in the latter case, and to achieve identical angular sampling in the two cases, the detector or object must be rotated in the scenario depicted in figure 3A. If sufficiently small detectors with sufficient resolutions are employed, it is possible to achieve ample angular sampling with a stationary system.
Pinhole PSF

Equations 2 and 3 demonstrate that the sensitivity and resolution depend on the source position within the FOV, meaning that the collimator–detector response is spatially variant. The response of the detector system to a point source is described by the PSF of the system. An example of the spatial variation of a simulated PSF is provided in figure 4. A detailed analytical model for pinhole PSF has been developed (Metzler et al. 2002, Accorsi et al. 2004), and it includes a geometric term and the penetration through the pinhole edges. This analytical model is not a complete description of the imaging process since it does not include the photon interactions in the patient, the scatter in the collimator, or the instrument-specific parameters (such as the spatial and energy resolutions).

The collimator–detector response can be determined more accurately by performing Monte Carlo simulations of the imaging process. In simulated projection images, it is possible to separate components that would be difficult to model analytically using other techniques, such as the contribution from photons scattered in the object or the collimator. Although accurate, Monte Carlo simulations are computationally intensive and have historically been associated with long simulation times, but the increase in computational power over time and the development of more efficient simulators have decreased the simulation times.

Photons passing a collimator can be categorised as geometric, penetration, or scatter. The geometric photons are those that pass through the pinhole aperture, whereas the penetration and scatter components are those photons that pass through the collimator material without or with Compton interactions, respectively. The amplitude of each component is determined by the attenuation properties of the pinhole material and the pinhole design. For a given photon energy, the total cross section increases as the atomic number or density increases, thereby decreasing the amounts of penetration and scatter. Conversely, for a given material, an increase in the photon energy increases the relative contributions of penetration and scatter. The spatial distributions of these components for a $^{99}$Tcm point source imaged with 0.3 mm gold and Rose’s metal pinholes are provided in figure 5 as examples.
As the aperture size decreases, the penetration-to-geometric ratio increases, which limits the potential increase in the resolution compared to an impermeable pinhole. It is possible to suppress the penetration and scatter components by adapting alternate pinhole designs. As previously mentioned, the use of a channel pinhole instead of a keel edge reduces the penetration- and scatter-to-geometric ratios but can simultaneously reduce the contrast, especially for photons with large angles of incidence (van der Have et al. 2006). The same article also emphasised the importance of using a minimal acceptance angle $\alpha$. The same conclusion was also reached by us, as reported in Paper III (Peterson et al. 2015).

Another means of suppressing collimator penetration and scatter is the use of high-density materials with high atomic numbers, such as gold and platinum. These materials are expensive and therefore are not optimal as bulk collimator materials. One solution is to use gold or platinum for the
keel only (see the yellow portion in figure 2), e.g. to incorporate gold or platinum pinholes into shielding materials such as tungsten (van der Have et al. 2009), tungsten epoxy (Miller et al. 2009), or Rose’s metal (Peterson et al. 2010).

Tomographic pinhole imaging

Early tomographic pinhole imaging studies focused on tracer imaging in small animal models such as rats (Jaszczak et al. 1994, Weber et al. 1994) and rabbits (Palmer et al. 1990) using clinical scintillation cameras with single pinholes. In the years that followed, the desire to perform high-resolution in vitro studies of human diseases in small animals led to the development of new detector types (Peterson et al. 2011) and novel pinhole designs (van Audenhaege et al. 2015).

The tomographic acquisition of multiple projections, i.e. pinhole SPECT with a single pinhole, is time-consuming and tedious, especially if acquiring a full-sized animal FOV, owing to the low efficiency when the object-to-pinhole distance is large. For a given object-to-pinhole distance, there are
two possible methods of increasing the system efficiency and/or detector utilisation: (1) increasing the number of pinholes per detector and/or (2) increasing the number of detector–pinhole units. Theoretically, two-fold increases in the numbers of pinholes and detector–pinhole units would yield identical increases in efficiency.

Multi-pinhole collimators have been implemented in two ways (Rowland et al. 2008): with non-overlapping and overlapping projections. In the former case, the pinholes are arranged so that the source projections do not overlap, whereas in the latter case, a varying fraction of projections overlap, or multiplexing, is present. Since our work focused solely on non-overlapping single-pinhole systems, multiplexing multi-pinhole systems will not be discussed further, but it should be noted that even though multiplexing can potentially increase the overall efficiency, the transformation of the overlapping data into artefact-free projections is not at all straightforward (Van Audenhaege et al. 2015).

Several preclinical SPECT systems with pinhole collimation have been developed and commercialised: Nano-SPECT (Forrer et al. 2006), U-SPECT-II (van der Have et al. 2009), U-SPECT-Vector (Goorden et al. 2013), and X-SPECT (Schramm et al. 2003). Deleye et al. (2013) performed an extensive evaluation of some of these systems, comparing the sensitivity, spatial resolution, uniformity, and contrast recovery for several isotopes. The reconstructed spatial resolution was reported to range from 0.58 mm to 0.69 mm when a 1 mm pinhole was used. The sensitivity was in the range of 0.06%–0.39%.

Owing to the attractive characteristics of SPECT imaging with pinhole collimation, i.e. a high resolution and high sensitivity within a relatively small FOV, this technique has been and still is implemented when designing new clinical systems. The limited FOV restricts the application of such systems to organ-specific imaging, and commercial systems tend to be designed to focus on large patient groups to justify the purchase of dedicated SPECT scanners rather than conventional gamma cameras. A recent example of a clinical pinhole SPECT system is the dedicated myocardial SPECT scanner called GE Discovery NM 530c (Bocher et al. 2010). Combined with solid-state detectors, it offers a compact, stationary system capable of increasing patient throughput and lowering the doses administered to patients (Herzog et al. 2010). Another system is the

---

1 The sensitivity was measured with a point source located at the centre of the FOV. The system with the highest sensitivity is designed with a small FOV and must scan several neighbouring FOVs to acquire a full body scan. Thus, the entire body acquisition time reduction does not necessarily scale linearly with the sensitivity.
G-SPECT scanner, which is a dedicated neuro-imaging scanner with 54 pinholes placed in a circular bore with a diameter of 40 cm (Ljungberg et al. 2017). Although not yet commercially available, the preliminary results indicate that this scanner could both decrease the acquisition time and increase the spatial resolution. Plans exist to introduce a second, larger bore that would enable whole-body pinhole imaging. In theory, such systems should offer specifications superior to those of conventional gamma-camera systems and, in terms of spatial resolution, even positron emission tomography (PET) scanners.
Detection Principles of Pinhole Imaging

‘Aziz, Light!’

Professor Pacoli in the movie ‘The Fifth Element’

Photon detection is an essential step in tomographic nuclear medicine imaging, together with image formation (collimation) and image reconstruction. In a conventional gamma camera, detection is performed using a NaI(Tl) scintillation detector. Following the interaction in a NaI(Tl) crystal, scintillation light is emitted by the de-excitation of electrons from dopant sites, which are introduced by adding small amounts of thallium dopants to the crystal (Knoll 2010). The scintillation light propagates through a light guide and spreads out over a PMT array, and the deposited energy is calculated by summing the signals of all PMTs. The interaction location can be determined by calculating the centroid of the signal distribution over the PMTs. The energy resolution is typically 9–10% for 140 keV photons with a 70–90% photopeak efficiency that depends on the crystal thickness (Cherry et al. 2012). Overall, a NaI(Tl) scintillation camera is an efficient photon detector, and when combined with a parallel-hole collimator, it provides a versatile detector system that is the ‘work-horse’ in nuclear medicine departments worldwide.

A detector is typically characterised by a number of parameters. An ideal detector is inexpensive and mechanically robust, has a uniform response, and can perfectly determine the interaction location (both the in-plane location and depth) and photon energy. Moreover, the detector performance should be independent of the orientation of the detector relative to the earth’s magnetic field (Peterson et al. 2011).

The determination of the ideal detector size is not straightforward because it depends on the choice of image-forming element. A large detector with a low resolution might be preferable to a smaller detector with an equal number of resolvable elements, which is true for gamma cameras since the
NaI(Tl) detector size ultimately determines the maximum FOV. However, for pinhole collimators, the two detectors are theoretically interchangeable, although their levels of magnification differ. Thus, the number of resolvable elements per unit detector surface area becomes relevant when specifying the detector performance (Barrett et al. 2005). This key figure of merit is called the space–bandwidth product and was defined in the previous chapter, as was the concept of using compact high-resolution detectors in combination with pinholes to increase the system resolution and sensitivity simultaneously.

Scintillation light detection

Many photon detection approaches involve the detection of scintillation light generated following a photon interaction in a scintillator. The purpose of a scintillation light detector is to convert the weak light output of a scintillation pulse into a measurable current pulse without adding detrimental amounts of noise. Historically, PMTs have been the most used devices in gamma cameras, especially in combination with NaI(Tl).

Charge-coupled devices (CCDs) provide an alternative to PMTs. The basic idea is to photograph an irradiated scintillator screen and perform readout on a frame-by-frame basis. This setup enables each photon interaction in a frame to be identified and processed individually (Beekman et al. 2005).

PMTs and CCDs will be discussed further in this chapter, but some other notable scintillation light detectors should be mentioned. These include two types of photodiodes: avalanche photodiodes and silicon photomultipliers (Roncali et al. 2011). The latter have been used in commercial PET systems together with a lutetium-yttrium oxyorthosilicate scintillation crystal and are also promising for use in PET/magnetic resonance (MR) systems (Vandenberghe et al. 2015).

PMTs

A PMT has two main components: a photocathode and a set of dynodes that are sealed in a glass vacuum chamber. A schematic of a PMT is provided in figure 6. For PMTs, the initial conversion of scintillation light into charge carriers (photoelectrons) is performed using a photocathode. The quantum efficiency (QE) of a photocathode is defined as the number of photoelectrons emitted per incident scintillation photon, and the QE of a photocathode is
determined by its material properties, i.e. the absorption of scintillation light, electron migration, and the surface escape potential. The maximum QE among common photocathodes is 20%–30% (Knoll 2010). Additionally, the QE varies with the wavelength of the incident scintillation light, and care must be taken to achieve sufficient overlap between the scintillation light emission spectrum and the spectral sensitivity of the photocathode. Contrary to photocathodes, photodiodes have high QEs.

Following the generation of photoelectrons in a photocathode, the emitted photoelectrons are accelerated and focused on the first of a set of dynodes, and multiple secondary electrons are generated upon impact with each dynode. The new photoelectrons are then accelerated towards and focused on the second dynode, and the process is repeated for all dynodes (typically 8–12 in total). Finally, the electrons are directed towards an anode where the magnified charge is collected. Typically, the PMT signal gain is on the order of $10^8$ (Knoll 2010). The most relevant downside, with respect to imaging, of using PMTs is that the relative uncertainty in the total signal increases with each multiplication step. This uncertainty will degrade the ability of the gamma camera to determine the total deposited energy, which is assumed to be proportional to the sum of the signals generated in all PMTs. Even though PMTs contribute to the uncertainty in the energy estimate, the overall uncertainty in the energy estimate is primarily determined by the limited number of generated scintillation photons. The consequence of the poor energy resolution is that it is more difficult to discriminate the scattered photons within the photopeak window. Scattered photons are detrimental to the overall image quality because they provide

![Figure 6. Schematic of a PMT. The dark grey line represents the electron path when travelling between dynodes. At each dynode, there is a multiplication of the number of electrons as each accelerated electron collides with the dynode, generating several secondary electrons that are then accelerated towards the next dynode, where each electron generates new electrons upon impact.](image-url)
erroneous spatial information and their contribution to the full photopeak window should be minimised.

**Video detectors**

Instead of using a PMT as a scintillation light detector, a scintillation crystal can be filmed using a CCD detector. The CCD detector readout is on a frame-by-frame basis, rather than being event-based, as is the case with PMTs. Hence, the photon interactions will be visible as flashes in a single frame, as illustrated in figure 7. This characteristic enables photon counting, i.e. the identification of individual events in a frame. With photon counting, the interaction position can be determined more accurately by calculating the centroid position for each event, which increases the already high intrinsic resolution of the video detector (Beekman et al. 2005). Following a study in which a CCD detector was coupled to a caesium-iodine (CsI(Tl)) scintillator with coded aperture collimation, it was reported that an estimated decoded resolution of 30 µm was achieved for planar imaging but with a limited FOV (Miller et al. 2008). Additionally, it is possible to estimate the deposited energy by summing the signals for each event, but generally, the energy resolution is poor relative to that of a gamma camera (Miller et al. 2006).

Compared to other scintillation light detectors, CCDs offer higher QEs, but the signal extraction is hampered by electronic noise. To increase the signal strength to above the noise threshold, CCD cooling and signal amplification have been suggested. Two examples of such methods are electron-multiplied CCDs (Jerram et al. 2001) and the inclusion of image intensifiers (Miller et al. 2006). The latter approach has been used to develop detectors with $S_{BW} > 2 \times 10^5$ (Miller et al. 2009), which is approximately a factor of 10 better than that of a conventional gamma camera (Peterson et al. 2011).

Some CCDs operate at frame rates greater than 100 frames/s. Therefore, large amounts of data must be processed efficiently and/or stored for post-processing. For example, events can be identified using efficient event-labelling algorithms, and data can be stored as list-mode files (Miller et al. 2008). A dedicated animal brain SPECT scanner with 20 CCD-based detectors and real-time graphics-processing-unit-assisted reconstruction has been developed (Miller et al. 2009, Miller et al. 2011).
Semiconductor photon detection

Semiconductor technology is one of the main alternatives to scintillation-based photon detection. Photon detection with a semiconductor is different from scintillation-based detection in that the charge induced by the gamma-ray interactions is read out directly. Direct conversion into a measured current reduces the number of random processes (e.g. light generation, propagation, and amplification for NaI(Tl)). Each of these steps increases the relative uncertainty in the number of signal carriers, thus degrading the overall energy resolution compared to that of a direct converting detector.

When a photon interacts in a semiconductor material, electrons are elevated to the conduction band and leave vacancies, or holes, in the valence band. An electrode current is induced when the electron–hole (e-h) pairs move towards the anode and cathode, respectively, as depicted in figure 8 (Shockley 1938, Ramo 1939). Thus, this process is different from the classical
charge collection process in a NaI(Tl) camera. The number of charge carriers generated in a semiconductor depends on the size of the band gap and deposited energy. An ideal semiconductor imaging detector would have a bandgap that is sufficiently small to enable numerous charge carriers to be elevated to the conduction band and sufficiently large to prevent thermally induced elevation (Knoll 2010), thus operating at room temperature.

When the electrons and holes move in the semiconductor material, they are hindered by impurities and interactions with phonons, and the terminal velocity is determined by the product of the field strength $E$ and the mobility factor $\kappa$. A second effect that influences the e-h mobility is trapping at impurities and lattice defects. Given a mean free time $\tau$ (lifetime), the electrons and holes will travel a mean distance of $E \kappa \tau$ if it is assumed that no de-trapping occurs (Barrett et al. 2005).

When used for imaging, solid-state detectors can be pixelated by assigning an array of individual readout electronics to each element of a partitioned anode. The detector thickness must be at least few millimetres to achieve adequate photon absorption, and the anode pixels should be small to maximise $S_{BW}$. A drawback of using smaller anode pixels is the increased charge sharing between them. An initially compact charge cloud will be dispersed owing to the concentration gradient, Coulomb repulsion, and trapping (Gros d’Aillon et al. 2006). Therefore, charge sharing sets a lower limit on the anode pixel size and thus limits the maximum number of detector elements per unit detector area.
CZT detectors

Several semiconductor materials have been suggested for use in photon detection, and the properties of some of them are listed in Table I. Si and Ge both have excellent energy resolutions and charge-transport properties; however, Si suffers from low attenuation, and Ge must be used in a cryogenic state because of its small band gap. Materials such as mercuric iodide (HgI₂), cadmium telluride (CdTe), and cadmium zinc telluride (CdZnTe) offer wider bandgaps (low background signals at room temperature) and sufficient intrinsic peak efficiencies. Compared to Si and Ge, the charge carriers in CZT are less mobile and have higher probabilities of recombination at nearby impurities and defects. A useful feature of CZT is that the detection of photons is not affected by the presence of strong magnetic fields, which enables simultaneous SPECT/MR imaging (Rittenbach et al. 2013).

In CZT, the drift length of electrons is larger than the typical detector thickness[^4] (∝eτeE ≫ d), whereas it is short for holes (∝hτhE ≪ d) owing to their low mobility–lifetimes product (Barrett et al. 2005). Electrodes are primarily sensitive to charge carriers that move within the electrode width w from the electrode. If the anode is large compared to the CZT thickness, the anode sensitivity is uniform for a charge moving within the CZT crystal. Thus, the total signal is proportional to the sum of the hole and electron drift distances within the material. Since the drift length of the holes is short (and the electrons are likely to traverse the entire active detector volume) a

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (g cm⁻³)</th>
<th>At. at 140 keV (cm⁻¹)</th>
<th>Energy per e-h pair (eV)</th>
<th>Mobility × lifetime Electron (cm² V⁻¹)</th>
<th>Mobility × lifetime Hole (cm² V⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>2.33</td>
<td>0.02</td>
<td>3.61</td>
<td>0.42</td>
<td>0.22</td>
</tr>
<tr>
<td>Ge</td>
<td>5.32</td>
<td>0.72</td>
<td>2.98</td>
<td>0.72</td>
<td>0.84</td>
</tr>
<tr>
<td>CdTe</td>
<td>5.85</td>
<td>3.22</td>
<td>4.43</td>
<td>3×10⁻³</td>
<td>5×10⁻⁴</td>
</tr>
<tr>
<td>CdZnTe</td>
<td>5.82</td>
<td>3.07</td>
<td>~5</td>
<td>3×10⁻³</td>
<td>5×10⁻⁵</td>
</tr>
<tr>
<td>HgI₂</td>
<td>6.40</td>
<td>8.03</td>
<td>4.20</td>
<td>&lt;10⁻²</td>
<td>5×10⁻⁵</td>
</tr>
</tbody>
</table>

[^2]: Cd₁₋ₙZnₙTe, where n is the fraction of zinc, typically ranging from 0.04 to 0.2.
[^3]: Ratio between the counts in the full-energy peak and the number of photons incident on the detector surface (Knoll 2010).
[^4]: ~0.5 cm for CZT in the GE Discovery NM 530c.
DOI effect will be introduced for interaction depths that exceed the hole drift length.

The DOI effect can be counteracted by pixelating the anode, i.e. decreasing $w$, and thus, also the sensitive volume of each anode element. The electron cloud with its high average drift length will traverse the now smaller volume, whereas the holes will move away from the anode; thus, their contribution to the anode current will be negligible. Consequently, the signal becomes less dependent on the interaction depth and hole trapping when the anode is pixelated. This phenomenon is called the small-pixel effect (Barrett et al. 1995), and the result is that more full-energy depositions are placed correctly in the pulse height spectrum when the anode pixel size decreases.

In practice, a decrease in the anode pixel size increases the charge sharing between anode pixels from charge dispersion owing to the initial concentration gradient, Coulomb repulsion, and trapping (Gros d’Aillon et al. 2006). The total deposited energy could theoretically be determined by summing the signal over several anode pixels, although the summation is complicated by the presence of electronic noise and the gap between the anode pixels (Wangerin et al. 2011). Basing the estimate of the deposited energy...
photon energy on the detected current in a single-anode element leads to general underestimation of the photon energy, even for full-energy events. The effect of charge sharing is manifested in the pulse height spectrum as a registration of full-energy depositions in the energy bins below the photopeak window (figure 9). The pulse height characteristics will depend on the ratio of the thickness to the anode pixel size, $d/w$. However, regardless of the choice of $d/w$, a fraction of full-energy events will always populate the low-energy part of the pulse height spectrum. For a more rigorous approach to gamma detection with semiconductors, the reader is referred to Barrett et al. (2004).
SPECT Systems in this Dissertation

‘Let’s use this setback to our advantage’.

Skipper Skip-King, Madagascar 2

This chapter introduces the two tomographic SPECT systems used to perform the research described in the papers included in this dissertation, namely, the pre-clinical system InSPECT and myocardial perfusion imaging system GE Discovery NM 530c.

InSPECT system

Papers I and II focus on the development of a small-animal SPECT imager with the working name InSPECT. The project was a collaboration with the Center for Gamma-Ray Imaging at the University of Arizona, Arizona, USA. The collaboration involved the exchange of acquisition software and hardware relating to a CCD-based Bazooka detector (Miller et al. 2006, Miller et al. 2012). The detector name is derived from the apparent similarity between an early prototype and a bazooka rocket launcher.

The Bazooka detector consists of five components: a scintillator, an image intensifier, spacer rings, a lens, and a camera with a CCD sensor. A schematic of the system is provided in figure 10. In short, the scintillation light emitted from the photon interaction point in the scintillator is multiplied using a micro-channel plate within the image intensifier. The magnified light signal is then imaged by a CCD sensor focused on the intensifier output window.

Our detectors can be equipped with two types of scintillators: plastic scintillators (Lanex™, from a radiology screen) or custom-made columnar CsI(Tl) scintillators. Both types of scintillators are circular with 50 mm
diameters that match the image intensifier input window. CsI(Tl) is both thicker and denser (0.4 mm thick and with a specific density of 4.51 (Knoll 2010)) than Lanex™ (~0.1 mm thick and with a specific density of 1.03) and has a greater overlap between the scintillation light emission spectrum and the S25 photocathode sensitivity of the image intensifiers. Additionally, CsI(Tl) has a higher probability for photoelectric interaction and a higher scintillation light output. Therefore, the individual light flashes are easier to separate from the CCD background noise and from the flashes generated by the spontaneous emission of photoelectrons from the photocathode. Lanex™, on the other hand, is easy to handle and can be cut from a large Lanex™ sheet from an x-ray cassette into a shape that matches the image intensifier input window.

The image intensifier, a Philips X1335 military surplus image intensifier, consists of a photocathode at the entrance window that releases electrons when irradiated by (scintillation) light. The photoelectrons are then accelerated towards a micro-channel plate. The micro-channel plate consists of a bundle of glass tubes, and each tube acts as an individual electron multiplier, analogous to a single PMT. A potential is applied across the length of a single tube, and secondary electrons are generated when electrons strike the inner surface of the tube. These are in turn accelerated by the potential difference and give rise to a cascade of electrons. The resulting electron multiplication depends on the angle and position of the entering electron relative the tube (Knoll 2010), which may explain the relatively poor energy resolution achievable using this technique (Miller et al. 2006).
Finally, electrons from the micro-channel plate create light flashes as they interact in the phosphorous (ZnCdS:Ag) screen.

Image frames of the phosphorus screen are acquired using a Point Grey Research© Grasshopper camera, which acquires $640 \times 480$ pixel image frames at a rate of 60 frames/s. Each frame is processed on the fly, and the algorithm includes the identification and separation of individual events (Miller et al. 2012). Each image frame is smoothed using a mean filter prior to setting all values less than a user-defined threshold to zero. Individual events are labelled by performing a fast forward–backward raster scan (Suzuki et al. 2000), and the location of the maximum value within the cluster is assumed to be the interaction position. The algorithm is demonstrated in figure 11 for a sub-portion of the detector surface.

**Figure 11.** Frame-parsing algorithm used by the Bazooka SPECT detector. The raw data (A) is initially smoothed (B); then, each event is indexed by performing a fast forward–backward raster scan (C), and the event interaction position is assumed to have the same pixel coordinates as the maximum value within the event (D). The centroid position estimates within a frame are then used to increment the same positions in a centroid sum image. The use of only the centroid position to define the position improves the intrinsic spatial resolution of the detector (Beekman et al. 2005). The location and total pixel signal within an event are also stored separately in a listmode file for potential post-processing.

---

InSPECT design

InSPECT was designed to house eight Bazooka detectors, each with a single pinhole for photon collimation. A schematic of an InSPECT detector–pinhole unit is depicted in figure 12. The individual projection magnification
$m$ of an InSPECT detector–pinhole unit can be calculated from a chosen FOV diameter $D_{\text{FOV}}$ and the detector diameter $D_{\text{det}}$. The detector diameter is determined by the physical size of the image intensifier input window. $D_{\text{FOV}}$ is the diameter of a spherical FOV and is defined as 20 mm. This FOV size was selected to enable high-resolution imaging of the brain or kidneys of a mouse. With a detector size of 50 mm, the magnification is given by

$$m = \frac{D_{\text{det}}}{D_{\text{FOV}}} = \frac{l}{h} = 2.5.$$  \hspace{1cm} (6)

We defined a bore size suitable for mouse imaging to be 60 mm ($2h$). Thus, the distance between the detector and pinhole $l$ can be calculated as follows:

$$l = mh = 75 \text{ mm}.$$  \hspace{1cm} (7)

The relative amount of penetration increases with increasing $\alpha$. Therefore, $\alpha$ should be set as small as the detector dimensions allow (van der Have et al. 2004, Peterson et al. 2015). The minimal acceptance angle is determined by

$$\tan\frac{\alpha_{\text{min}}}{2} = \frac{D_{\text{det}}}{2l}.$$  \hspace{1cm} (8)

For a desired FOV of 20 mm, $\alpha_{\text{min}} = 38.9^\circ$, and the acceptance angle was therefore set to $40^\circ$. 

\textbf{Figure 12.} Detector–pinhole configuration used for the eight detector–pinhole units in the InSPECT system. The system design is based on a desired 20-mm-diameter FOV indicated by the red circle and a central bore radius of 30 mm. $\alpha_{\text{min}}$ is the smallest opening angle that does not block potential photon paths.
Figure 13 shows the InSPECT detector arrangement and pinhole central region. Eight Bazooka detectors are arranged in a circle with 2.5 magnification focused on a spherical FOV with a diameter of 20 mm. (B) The central region that contains the pinholes is made from Rose’s metal, a high-density alloy with a low melting point that enables high-precision casting and machining. Individual pinholes are formed separately and cast into an insert that is then mounted in the central piece, as shown in (A).

In total, eight detector–pinhole units are mounted in a ring within the pinhole housing. In addition to housing the pinholes, the central ring also shields the detector from photons and must therefore be made from a dense material with a high atomic number. One such material is Rose’s metal, an alloy composed of 50% bismuth, 28% lead, and 22% tin. Rose’s metal has a low melting point and does not contract while cooling, making it suitable for casting objects of various shapes. When Rose’s metal is solid, it can be machined with a high precision. The casting and machining of the central pieces of the InSPECT system are described in Paper II. Initially, InSPECT was equipped with platinum pinholes with 0.3 mm apertures, but the system can also be fitted with Rose’s metal pinholes. Relative to other pinhole materials, e.g. gold (van der Have et al. 2009) and platinum (Miller et al. 2009), Rose’s metal has a lower density and atomic number and consequently a higher fraction of photons penetrating and scattering from the pinhole edges. In Paper III, we will discuss the consequences of using Rose’s metal as a pinhole material in terms of the penetration- and scatter-to-total ratios and their effects on the PSF width (Peterson et al. 2015).

InSPECT projection data were reconstructed using a ray-tracing algorithm based on the same method used in the back-projector mentioned in Paper V, and the reconstructed slices of clinical $^{57}$Co point-source measurements are presented in figure 14. With the high spatial resolution of the InSPECT system, the source is not a point; instead, the activity is distributed along the edges of a 3.5-mm-diameter hole, as is evident in the reconstructed slices.
Of course, this distribution has little, if any, effect on the clinical usage as a point source owing to the coarse resolutions of gamma cameras, but it demonstrates the high resolution achievable with InSPECT.

We did not characterise the spatial resolution or sensitivity of InSPECT due to a combination of instrument failure and a low counting efficiency. The two most notable reasons were (1) the background contribution of spurious events due to thermal emission of photoelectrons from the photocathode, which are inseparable from events following photon interactions, and (2) the low efficiency caused by the plastic scintillator used in InSPECT. Apart from being thinner and having a lower density than CsI(Tl), Lanex™ yields a scintillation light emission spectrum that overlaps less with the photocathode efficiency spectrum, thus decreasing the overall light output for each event at the image intensifier output window and making it more difficult to separate the spectrum from the CCD background and spurious events.

**GE Discovery NM 530c**

As previously described, new types of solid-state detectors are used in dedicated cardiac SPECT systems with either pinhole (Bocher et al. 2010) or parallel-hole collimation (Gambhir et al. 2009). Papers IV–VI describe the use of SIMIND to simulate one of these systems, GE Discovery NM 530c (henceforth abbreviated as NM 530c).
NM 530c consists of 19 CZT detectors, each with a single pinhole for image formation. Each detector surface is divided into 32×32 elements by pixelating the anode (each with side lengths of 2.46 mm) and has readout electronics for each anode element. Thus, each element is an individual detector, and the pixel size is equal to the anode size. A positive consequence of the dedicated circuitry is that the CZT detector is linear even at high count rates (Bocher et al. 2010). In practice, the 8×8 cm² CZT detector consists of four separate modules, each 4×4 cm². A module is depicted in figure 15 together with a sample of an exposed CZT anode.

The energy resolution of the CZT detector is better than that of a conventional NaI(Tl) scintillation detector, resulting in lower contamination of scattered events in the photopeak. The high energy resolution also improves the energy peak separation when performing dual-isotope imaging, e.g. during a $^{201}$Tl and $^{99}$Tc$^{m}$ 1-day protocol (Ben-Haim et al. 2016). However, as previously explained, the contamination of $^{99}$Tc$^{m}$ events in the $^{201}$Tl photopeak window will occur owing to effects relating to the charge transport.

The detector–pinhole units are arranged in a semicircle around the patient, providing a total angular coverage of approximately 180°, and reconstruction is performed with 19 projections. As a result, the detector–pinhole units remain stationary during image acquisition. A scanner bed is used to position the patient’s heart in the FOV, as illustrated in figures 15 and 16. The FOV is approximately a sphere with a diameter of 19 cm. Further, as discussed in
Paper IV, the sensitivity and resolution vary over the FOV, but the spatially variant PSF is taken into account during the reconstruction (Bocher et al. 2010). Clinical image reconstruction is performed with a 3D iterative Bayesian reconstruction method using a modified EM algorithm (Hebert et al. 1989) with a one-step-late Green’s prior for noise regularisation (Green 1990). The reconstructed images have 4 mm voxels and $70\times70\times50$ matrices.

Paper IV discusses the implementation of a mathematical model of the CZT detection process in the Monte Carlo program SIMIND, which can be used to model the image formation process accurately and enables the separation of the individual components that together form the final projection images. The simulated projections can be used to obtain realistic measures of clinically relevant parameters, e.g. the number of scattering events in the photopeak window. Myocardial perfusion imaging with a gamma camera is a well-established technique, and inevitably, the introduction of the new pinhole-based system will challenge some conventional practices regarding, for example, attenuation patterns (Timmins et al. 2015, Martinsson et al. 2016), patient positioning (Hindorf et al. 2014), and artefacts related to activity outside the FOV (Chan et al. 2016). Therefore, such a model is valuable for characterising this relatively new type of scanner system.
Monte Carlo Simulations in Nuclear Medicine

‘Do random events ever lead to concrete results? Seems unlikely – after all, they’re random’.

Burger EB, Starbird MP. The Heart of Mathematics: An Invitation to Effective Thinking.

In nuclear medicine, the Monte Carlo method can be used to simulate the physical processes of particles and photons traversing some media. One example of such use is the simulation of radiation transport during nuclear medicine imaging, which involves the simulation of the histories of numerous individual photons, each emitted from a pre-defined source distribution, and their transport through an inhomogeneous medium until their (potential) detection. The Monte Carlo method determines the fates of photons by using random numbers to sample stochastic events (interaction type, changes in photon direction, etc.) from different probability density functions (PDFs).

For example, when modelling photon transport, the PDFs used to sample a photon path length are based on the attenuation coefficient per unit length, as described by $\mu e^{-\mu x}$ (see the left graph in figure 17), where $x$ is the distance travelled by the photon, and $\mu$ is the energy- and material-specific linear attenuation coefficient. The linear attenuation coefficient is the sum of all photon cross sections for the relevant interactions. When sampling a photon path length, a random number between 0 and 1 will determine the path length from the cumulative PDF (CPDF) shown in the right image in figure 17.

In practical terms, the simulation process starts with the initiation of a photon with a sampled direction and given energy. After travelling the sampled distance, the photon is either within the object or has escaped it. In the former case, the type of photon interaction is determined using a sampling procedure similar to that described above. The predominant interactions for the photon energies used in typical nuclear medicine
procedures are photoelectric absorption and coherent and incoherent (Compton) scattering. For the latter, a new direction and photon energy can be sampled using a sampling method based on the Klein–Nishina cross section (Kahn 1956, Koral et al. 2013). Photons escaping the phantom will continue with unperturbed directions and energies and may reach the collimator surface where the photon transport and interactions in the collimator and detector are simulated. The photon is terminated when it is absorbed, detected, or exits the simulated geometry. The deposited energy and location of any interaction within the detector are stored together with the information regarding the photon history (e.g. whether the photon scattered in the patient or collimator). As this process is repeated, the estimated Monte Carlo image approaches a realistic estimate of the count flux over the detector surface. Since the number of simulated photons is always finite, the estimated count flux will vary between different simulations.

The final precision of the simulation results, assuming that the model is perfect, is primarily determined by the quality of the random number generator, the accuracy of the cross-section data, and the number of photon histories simulated. Since the simulation time scales linearly with the number of simulated histories, any increase in the precision requires more computational time or power. Conventional gamma-camera systems detect roughly 1 in every 10000 emissions; therefore, an analogous simulation would

Figure 17. Two exponential PDFs and their respective CPDFs. Given a random number between 0 and 1, the CPDF can be used to sample the distance a photon travels in a homogenous medium. The attenuation coefficients are for 511 keV (0.096 cm⁻¹) and 140 keV (0.154 cm⁻¹) for photon attenuation in water.
have the same low efficiency in projection estimate generation. Therefore, an analogous approach would be very slow since a large number of detected histories would be required to achieve a reasonable precision.

Techniques intended to increase the efficiency of Monte Carlo simulations are referred to as variance reduction techniques owing to their common aim of minimising the count-flux variation between simulations with identical numbers of histories (Haynor et al. 2013). Instead of considering the photons to be discrete entities in the projection image estimate (count or no count), each photon is associated with an individual weight. An example of a variance reduction technique is the elimination of photon absorption in the object. Since attenuation in the object is undesirable from an efficiency standpoint, the history is not terminated when photoelectric absorption is sampled, but rather the weight is decreased by a factor equal to the absorption probability. Once detected, the pixel signal is increased by its weight rather than being incremented. Other variance reduction methods involve forcing the photon towards the detector (Ljungberg et al. 1991) and replacing the collimator with a convolution operation with a collimator–detector-response kernel (de Jong et al. 2001). The practical consequence of variance reduction is that the simulation time required to achieve a given precision dramatically decreases (Haynor et al. 2013). On the other hand, variance reduction techniques that are based on simplifications may increase the efficiency at the cost of accuracy in certain measurement situations, for example, if the collimator penetration is neglected in the collimator–detector-response kernel when performing $^{131}$I imaging (Liu et al. 2008).

Monte Carlo simulations are used in nuclear medicine to complement measurements because they can be employed to estimate parameters that are difficult or impossible to estimate using measurements only. Since the history of each simulated event is known, the final projection image estimate can be separated into different image components. One such example is shown in figure 5, where a point-source image is divided into components that have 1) passed through the pinhole aperture or 2) scattered in or 3) penetrated through the pinhole edges. Further differentiation among the image components is possible when the photon interactions in the patient are also included. For example, image scatter contributions are often estimated using Monte Carlo simulations (Frey et al. 1996, Beekman et al. 2002, Koral et al. 2013).

Monte Carlo simulations are also used to evaluate different collimator–detector designs, such as pinhole collimator designs, when developing new SPECT systems (van der Have et al. 2006, Goorden et al. 2010, Peterson et al. 2015). As such, they provide an inexpensive, flexible, and time-saving
alternative to constructing prototypes and physically modifying existing systems.

Other applications involve simulating the imaging of the activity distributed in (more or less) realistic computer phantoms. For example, these phantoms can be used to evaluate clinically relevant metrics (El-Ali et al. 2005, Brolin et al. 2013), to provide known source distributions for the comparison of reconstruction methods (Tsui et al. 1994), or to determine the accuracy of the calculations of the absorbed doses in radionuclide therapy (Brolin et al. 2015, Gustafsson et al. 2015).

Monte Carlo programs in nuclear medicine imaging

A wide range of photon tracking Monte Carlo programs have been developed and are available to the research community. Some of these programs are designed for more general purposes and involve the simulation of both photon and charged particle transport (Jan et al. 2004, Wilderman et al. 2013, Salvat et al. 2014). Programs that are intended specifically for modelling photon transport during SPECT acquisition are typically more computationally efficient (owing to variance reduction techniques); however, this efficiency is achieved at the expense of a lower generalisability and flexibility compared to general-purpose programs. Several specialised photon tracking programs are available, such as SIMIND (Ljungberg et al. 1989), SimSET (Harrison), and UMCS (de Jong et al. 2001, Beekman et al. 2002), and of these three, the first and last have pinhole simulation capabilities.

In this work, we employed SIMIND to simulate image acquisition using pinhole collimation. Paper III discusses the validity of using SIMIND for pinhole modelling by comparing the analytically calculated and published penetration- and scatter-to-total ratios resulting from UMCS simulations (van der Have et al. 2004). Paper VI describes the implementation of a CZT detector model in SIMIND and a comparison of its results with measurements. The CZT model was used in the research presented in Papers V and VI.
Modelling of CZT detection

The current induced in an electrode due charge motion in a vacuum is described by the Shockley–Ramo theorem (Shockley 1938, Ramo 1939), and the overall current depends on the particle velocity and charge and the strength of the electric field between the anode and the cathode. The electrode charge $\Delta Q_{E,k}$ collected from an interaction point $k$ is described by the Hecht equation (Hecht 1932). If only the charge generated by moving electrons is considered, the total induced charge in the anodes is given by

$$
\Delta Q_{E,k} = \frac{\lambda_e^* N_{E,k} q}{\tau_a} \frac{e^{\left(\frac{z-d}{\lambda_e^*}\right)}}{1 - e^{\left(\frac{d}{\lambda_e^*}\right)}} \times \left(1 - e^{\left(\frac{z-d}{\lambda_e^*}\right)}\right), \quad (9)
$$

where $N_{E,k}$ is the number of created e-h pairs; $q$ is the electric charge of an electron; $d$ and $z$ are the material thickness and interaction depth (relative to the entrance surface), respectively; $\lambda_e$ is the mean free drift length of electrons (Guerra et al. 2008); and

$$
\lambda_e^* = \frac{\lambda_e \tau_a}{\lambda_e - \tau_a}. \quad (10)
$$

The charge induction model can be derived using a number of approximations, specifically, that the anode sensitivity $\tau_a$ to moving particles or the weighting function can be approximated using an exponentially decaying function, the initial charge has an infinitesimal spread, and the function does not include cross-talk (moving charges generating signals in several anode pixels) or charge spread. From equation 9, it can be concluded that the induced current in the anode is proportional to the charge created, $N_{E,k} \times q$ and thus to the deposited energy during the photon interaction.

The lateral spread of the charge cloud can be modelled according to a Gaussian distribution (Gros d’Aillon et al. 2006) with a standard deviation of

$$
\sigma = \sqrt{\frac{4D(d-z)^2}{\mu U}}, \quad (11)
$$

where $\mu$ is the electron mobility, $D$ is the diffusion constant (Einstein 1905, Abe et al. 2005), and the $U$ is the applied voltage. This equation shows that
the cloud spread increases with the distance travelled and decreases when a higher voltage is applied. Consequently, when the interaction occurs above or close to an anode border, the calculated induced current (equation 9) will be shared between anodes. For a full-energy event close to the anode border, this current sharing will manifest itself as a count redistribution from the full-energy peak to the lower regions since only one of the anode elements is used for image formation and energy estimation. Finally, the energy resolution can be modelled as a convolution by both a detector-specific Gaussian function (Chen et al. 2008) and a second Gaussian that is chosen empirically.

**Anthropomorphic computer phantoms**

The estimation of clinical parameters from simulated images requires the simulation of realistic patient-like computer phantoms. The early computer phantoms used in Monte Carlo simulations were, by necessity, of simple design, consisting of simple geometric shapes such as rods, cubes, or spheres that are easy to define mathematically. Consequently, early anthropomorphic phantoms were assemblies of organs with shapes defined
by mathematical expressions (Snyder et al. 1978). Those phantoms were used to calculate population-based dose estimates, as the phantoms were assumed to represent organs with the average composition, size, and location among a population.

More realistic phantoms can be generated by segmenting patient images obtained via CT or magnetic resonance imaging by assigning unique numbers to the voxels within a structure that can later be used to specify the voxel tissue density and activity concentration within the structure. Even though they are realistic, voxel-based phantoms lack flexibility when simulating important image-degrading effects such as cardiac and respiratory motion. More realistic phantom behaviour can be achieved by using hybrid phantoms in which the structural surfaces are defined by non-uniform rational B-splines (Zubal et al. 2013). Phantoms belonging to the latest generation have extended flexibility, and changes can be made to their body and organ sizes as well as to their motion patterns (heartbeat and respiratory motion). Before performing a simulation, voxelisation of the surface-based phantom is necessary, hence the name hybrid phantom. Figure 18 shows a voxelised version of the extended cardiac-torso (XCAT) hybrid phantom (Segars et al. 2010).
Additionally, XCAT enables the user to add myocardial perfusion lesions, and each lesion is characterised by its circumferential and long-axis extents and transmurality (fraction of the wall), as shown in figure 19. Paper VI describes the use of an anthropomorphic XCAT phantom to emulate a realistic source and density distribution. A patient population was generated, where each patient had a beating heart (eight gates) but no respiratory motion, and each simulation was performed using a different perfusion lesion extent and transmurality.
Iterative Tomographic Image Reconstruction

‘Förståndet jagar oss. Men vi är snabbare’.

Toilet graffiti at Göteborg C

The objective of tomographic nuclear medicine image reconstruction is to generate a 3D activity source distribution from a set of measured projections of that distribution. In modern SPECT reconstruction, iterative reconstruction methods such as maximum likelihood–expectation maximisation (ML-EM) (Shepp et al. 1982) and ordered subset–expectation maximisation (OS-EM) (Hudson et al. 1994) have replaced their analytical counterparts such as filtered back-projection to a great extent (Hutton 2011). The main advantages of ML-EM are the abilities to incorporate photon physics and position-dependent detector response functions into the system model. The algorithm is also based on the assumption that the measured projections are subject to Poisson noise, which improves the noise characteristics in the reconstructed images.

Typically, iterative reconstruction methods are more computationally demanding, and the computational effort increases with the complexity of the projector model. Nevertheless, with the increasing processing power of modern computers, iterative reconstructions methods are sufficiently fast to be used in clinical routine, even with rather complex models.

ML-EM

The formation of a source distribution for projections requires a description of the imaging process, i.e. a model. For a single projection bin $i$, the number of registered counts $p_i(i = 1, 2, ..., M)$ from a source distribution is given by
where the system matrix element $a_{ij}$ describes the probability of detecting a count $p_i$ per source activity in a voxel $f_j (j = 1, 2, ..., N)$. As such, the intensity in a projection bin is the weighted sum of the activities in all of the source voxels. In other words, in this linear model, a decay in any source voxel may contribute to any projection bin. In contrast, in the model used in filtered back-projection, a bin only receives contributions from voxels intersected by a given line.

An iterative algorithm commonly used for reconstruction is the ML-EM algorithm (Shepp et al. 1982, Lange et al. 1984). The fundamental idea of ML-EM is to maximise the likelihood $Pr(m|f)$ of measuring the projections $m$ from the source distribution $f$ under the assumption that the photon counting process follows Poisson statistics. The algorithm used to maximise $Pr(m|f)$ is called expectation maximisation, and when it is applied to SPECT reconstruction, the algorithm is described by the equation

\begin{equation}
    f_{new}^j = \frac{f_{old}^j \sum_i a_{ij} \sum_k m_i f_{old}^k}{\sum_i a_{ij} \sum_k a_{ik} f_{old}^k}. \quad (13)
\end{equation}

This algorithm minimises the ratio difference between the measured $m_i$ and model estimated $p_i$ projections. Therefore, it is important for the imaging model $A$ used to estimate $p_i$ to represent the actual image formation process accurately. The assumption is that if the measured and estimated projections are similar, then the measured and estimated source volumes will be similar also.

In equation 13, the value of the current voxel estimate $f_j$ is updated iteratively. Each iteration is started with a projection $\sum_k a_{jk} f_{old}^k$ of the current source estimate. There is no source estimate before the first iteration; thus, the reconstruction is started by providing a guess of the source estimate. The initial guess can be either a volume with uniform positive non-zero values or a more realistic source distribution, e.g. a source volume reconstructed using filtered back-projection.

Following the projection of the estimated source, the measured and estimated projections are compared by calculating their ratio. A significant deviation of the ratio from 1 indicates a large difference between $m_i$ and $p_i$. The projected ratio is then back-projected, and the back-projected ratio is multiplied by the current source estimate, which becomes the new source.
estimate after applying the normalisation $1/\sum a_{ij}$. $\sum a_{ij}$ is the probability that a photon is detected in any of the bins. This process is then repeated for all of the source voxels, completing an iteration.

In ML-EM, maximisation of the log-likelihood is not correlated with an improvement in the image quality after a certain number of iterations because the measured data are often noisy; therefore, the source distribution that is the most consistent with the data also tends to be noisy (Barrett et al. 1994, Lalush et al. 2004). In general, there are two methods of addressing this problem: regularisation and stopping the iterative process prematurely.

The noise in reconstructed images is regularised by applying an additional penalty term $U(f)$ in the log-likelihood function that penalises the differences between neighbouring values. Reconstruction algorithms based on this criterion are known as maximum a posteriori (MAP) reconstruction algorithms (Hebert et al. 1989). The goal is to penalise the presence of noise while still preserving the contrast, and when applying a penalisation term, the MAP-EM expression becomes

$$f_{\text{new}} = \frac{f_{\text{old}}}{\sum_i a_{ij} + \beta \frac{\partial}{\partial f_j} U(f)|_{f=f_{\text{old}}}} \sum_i a_{ij} \sum_k m_i \frac{f_{\text{old}}}{a_{ik}}.$$

where $\beta$ determines the weight of the penalisation term relative to measured data. The behaviour of the penalisation and its effects on the final image are determined by $\beta$ and the somewhat subjectively chosen penalisation function. The penalisation function can include some prior knowledge about the source distribution, such as anatomical information (Dewaraja et al. 2010), and is therefore often termed a prior. Several different priors have been suggested, such as Gibbs priors (Hebert et al. 1989, Green 1990). When calculating the neighbourhood penalty using the previous source distribution $f_{\text{old}}$, the method is referred to as a one-step-late method.

In ML-EM, the appearance of reconstructed images will be affected by the initial guess; for example, with a uniform guess, images will be biased towards uniformity. Thus, to improve noise characteristics, a smooth first estimate should be selected, and the iterative process should be stopped relatively early on the basis of a user-specified endpoint or some statistical measure (Hebert 1990). On the other hand, the exact stopping point is often determined using a task-based approach with regards to some image quality measure, i.e. by finding the setting that maximises the performance of an observer.
There are some practically relevant shortcomings of iterative SPECT reconstruction. For instance, the algorithm is slow compared to image reconstruction with filtered back-projection since it is computationally intense. The reconstruction time can be significantly shortened by updating the source estimate more frequently using only a limited number of projections, i.e. a subset. This algorithm is called OS-EM (Hudson et al. 1994).

The total number of elements in the system matrix is $M \times N$. Consequently, even for the relatively modest matrix sizes used in nuclear medicine, an uncompressed system matrix will require impractical amounts of memory if stored directly on a hard drive (Lazaro et al. 2005, Miller et al. 2011). In addition, the system matrix should ideally contain information regarding the photon interactions in the object as well as instrument-specific settings (e.g. the energy window setting); therefore, the system matrix should theoretically be recalculated and stored for each study to retain optimal reconstruction results. Typically, $a_{ij}$ is instead calculated during the forward- and back-projections instead of referencing a pre-computed system matrix, thus avoiding the large storage requirements.

**Compensation for image-degrading effects**

As stated previously, the accuracy of the ML-EM image reconstruction results will ultimately be limited by the validity of the image formation model. Therefore, the model should correctly predict the distribution of the detected counts in the detection bins for a given source distribution. The simplest approximation, regardless of whether pinhole or parallel-hole collimation is being modelled, involves the assumption that all of the events in a detector bin originated from positions along a line of response. In the case of pinhole collimation, the line of response is determined by the bin position relative to the pinhole.

In SPECT, photon attenuation and scatter in the object affect the detected count distribution. Since attenuation decreases the number of detected events relative to the number of events for a non-attenuating object, attenuation correction will increase the signal. Scatter provides an additional contribution to the overall image; hence, scatter correction will decrease the signal. The effects of the two respective corrections can be seen in the reconstructed phantom data profiles in figure 20.
Additional image degradation results from the limited spatial resolution caused by the imperfect detector resolution and non-ideal collimation. In emission tomography, where the system resolution is typically more than two times the voxel size, the limited resolution leads to a spill-over of counts into adjacent detector elements. In addition to affecting the spatial distribution of the detected counts, spill-over also causes underestimation of the activity concentration in small objects (Erlandsson et al. 2012), which is called the partial-volume effect (PVE) and also leads to loss of contrast.

**Attenuation**

The simplistic line-integration model does not account for photon interactions in an object or a phantom. If photon attenuation is not included in the model, the estimated counts from deep-lying sources are underestimated relative to those from superficial sources. Attenuation can be corrected using the transmission information acquired by performing a
CT scan. The desired attenuation coefficients can be calculated from the CT density (Hounsfield units) and energy-specific look-up tables (Patton et al. 2008).

**Scatter**

Photons that scatter before detection cause blurring of the projections, thus lowering the contrast of the reconstructed images (Hutton et al. 2011). When quantifying the activity concentration, the scatter component is particularly critical since as much as 40% of the projection counts can originate from scattered photons (Cherry et al. 2012). While SPECT attenuation correction is relatively standardised and straightforward when using CT information, scatter correction is implemented in a variety of ways (Hutton et al. 2011). In energy-window-based methods such as the DEW method (Jaszczak et al. 1984) and triple-energy-window method (Ogawa 1994), the scatter fraction in the photopeak window is estimated on a pixel-by-pixel basis by using the counts from one or two adjacent energy windows. In general, these methods are easy to implement and have a reasonable accuracy (Ljungberg et al. 1994). An alternative to measuring the scatter contribution is to perform model-based correction, e.g. to use Monte Carlo simulations (Frey et al. 1996, Beekman et al. 2002).

If the estimated scatter data are implemented using simple projection subtraction, negative projection counts may result, which is both unphysical and a violation of the fundamental ML-EM assumption of non-negative counts that follow a Poisson distribution. Instead, scatter data can be included as an additive term in the forward-projection step (Beekman et al. 1996, Beekman et al. 1997, King et al. 1997), meaning that it is not necessary to model the scatter in the projector and that there is no risk of negative projection values.

**Spatial resolution**

The aim of partial-volume correction is to reverse the redistribution of the signal in the source distribution that is caused by the imperfect system resolution. Partial-volume correction can be performed using post-reconstruction deconvolution techniques or by including the detector–collimator response function, i.e. the PSF, into the reconstruction model (Erlandsson et al. 2012). Compensating for the detector–collimator response
in the reconstruction can improve the image quality but has also been shown to introduce ringing artefacts (Tsui et al. 1994).

Monte Carlo simulation of the system matrix

A full Monte Carlo simulation of the system matrix is theoretically the most accurate description of the imaging process. Image reconstruction using system matrices calculated by employing Monte Carlo methods have been performed for both parallel-hole collimators (Lazaro et al. 2005, Ouyang et al. 2007) and pinholes (Aguiar et al. 2014). In practice, it means that a point source is simulated on a voxel-by-voxel basis and that the respective PSFs are stored and loaded during the reconstruction process. Consequently, either a significant time or processing power is necessary to simulate every position. Ideally, the system matrix should include information regarding the attenuation and scatter in the object. A patient-specific matrix can be calculated by including the patient composition in the simulations, but such a procedure would require a large storage capacity (in addition to a long simulation time).

Pinhole image reconstruction

One of the first published examples of pinhole SPECT reconstruction was performed using divergent back-projecting algorithms (Palmer et al. 1990, Weber et al. 1994). Later analytical models of the PSF of a pinhole were used to perform iterative reconstructions (Li et al. 1995, Smith et al. 1998). The validity of the analytical PSF estimate depends on the agreement between the ideal system model and physical system. However, any deviations from perfect pinhole geometry can be characterised (Beque et al. 2003) and corrected (Beque et al. 2005) using a simple three-point-source measurement.

An alternative approach is to measure the PSF for each voxel position using a point source. The system matrix will then contain information specific to the system geometry, such as the collimator penetration and scatter, as well as any system asymmetries, but will lack the effects of attenuation and scatter in the patient.

The storage of an uncompressed measured system matrix file requires a large amount of storage media (Furenlid et al. 2002, Miller et al. 2011). Additionally, the measurement of a PSF at every voxel position is time-
consuming, and the system matrix must be recalibrated for each isotope. The system matrix file size can be reduced by fitting a Gaussian function to the PSFs on individual detectors and storing just the fitting parameters (van der Have et al. 2008) instead of the PSF projections. The PSF projections can then be calculated on the basis of the Gaussian parameters when necessary during reconstruction. Faster calibration can be achieved by measuring a sparser system matrix. A more densely sampled system matrix can then be calculated by interpolating the Gaussian parameters (Miller et al. 2011).

Monte Carlo-based pinhole reconstruction

The system matrix can also be calculated using the Monte Carlo method. Either the system matrix can be pre-calculated and accessed when needed (Aguiar et al. 2014) or a Monte Carlo simulator can be incorporated directly into the ML-EM algorithm (Floyd et al. 1986, Elschot et al. 2013). Monte Carlo-based ML-EM image reconstruction involves using a Monte Carlo program as a forward-projector to calculate the estimated projections from the current source estimate at every iteration. If the Monte Carlo simulator accurately estimates the count flux, the Monte Carlo method is inherently quantitative, and the accuracy of the total activity recovery depends on the compliance between the model and the measurement system. In contrast, conventional quantitative SPECT depends on explicit calibration of a source with a known activity; therefore, the quantitative accuracy of SPECT depends on external factors such as the dose calibrator accuracy.

The Monte Carlo procedure is a forward-projector by design and therefore cannot be used in the back-projector step. Hence, the back-projection must be performed using a projector that is more approximate than a Monte Carlo-based projector. The use of two different system matrices in the forward and backward projection steps is referred to as dual-matrix image reconstruction. Dual-matrix image reconstruction has been shown to reduce reconstruction times without significantly reducing the reconstruction accuracy as long as the forward-projector is accurate (Zeng et al. 1991, Kamphuis et al. 1998, Zeng et al. 2000). However, some components of the back-projector model are more important than others, e.g. modelling the position-dependent resolution, and care should be taken to include the most relevant effects in the back-projector (Zeng et al. 2000).
Ray-tracing back-projector algorithm

Paper V describes the development and implementation of an approximate pinhole back-projector to enable Monte Carlo-based ML-EM reconstruction. Our back-projection method was modelled using a ray-tracing algorithm on a voxel-by-voxel basis.

For a given voxel, the irradiated detector bins are identified, and their respective fraction is determined by adapting a scalable grid. The algorithm can be summarised in three steps.

1. Determine the detector intercept point estimated by tracing a line from the centre of the current voxel through the centre of the pinhole. In practical terms, the reference system is first rotated twice according to polar and azimuthal angles specifying the detector position, thus aligning the z axis of the reconstruction volume reference system with the pinhole axis. Subsequently, the detector
The back-projected voxel value can then be calculated as the sum of the detector bin values (ratios) multiplied by a voxel-specific grid point factor. The grid point factor is determined by the number of grid points in the bin normalised to the total number of grid points in all of the bins. This process is then repeated for all of the voxels.

**Figure 22.** Qualitative comparison of the maximum-intensity projection images of the phantom data reconstructed using two different methods. The images in the left and centre column were reconstructed using the Monte Carlo-based ML-EM algorithm (MCR), while the clinical reconstructed images are on the right. The measurements were performed with a $^{99}$Tc$^{m}$-filled-sphere phantom with sphere volumes ranging from 0.5 mL to 16 mL. The spheres were mounted in a torso and measured while the torso was empty (upper) and filled with water (lower). MCR images in the centre column were filtered using a Butterworth filter (cut-off: 0.5, order: 2).
Despite the approximations introduced in the back-projection step, such as an infinitesimal pinhole size and no photon attenuation, the reconstruction produced quantitative images with acceptable image quality for phantom data. In figure 21, the profiles of the myocardial phantom walls illustrate that the method can recover the actual activity concentration in the myocardium. Again, this reconstruction was performed without any explicit calibration of the detector system.

A more qualitative comparison with the clinical reconstruction algorithm results is provided in figure 22. The spheres reconstructed using the clinical method (label: NM 530c) are more uniform, probably owing to the noise regularisation applied during the reconstruction (Green 1990), but they are similar in shape otherwise. Smoothing with a Butterworth filter can improve the noise characteristics of the Monte Carlo-based reconstruction images. For the largest sphere, a ringing artefact is visible in the NM 530c reconstruction results but not in those of the Monte Carlo-based reconstruction. In the Monte Carlo-based reconstruction results, the relative sphere intensity in the water-filled torso is similar to that in an empty torso since photon attenuation is included in the forward-projector model. In contrast, the absence of attenuation compensation in the NM 530c reconstruction method leads to non-homogeneous suppression of the sphere intensity when the torso is filled with water.

The conclusions of Paper V were that the combination of a Monte Carlo-based forward-projector and an analytical ray-tracing back-projector produces quantitative images with acceptable image quality and that no explicit calibration is necessary since the forward-projector model maintains a relationship between the count and the activity.
Myocardial Perfusion Imaging

‘Why don’t you just set /fa:11?’

Michael Ljungberg when discussing measurements

Myocardial ischemia is caused by coronary stenosis, i.e. abnormal narrowing of the coronary arteries, which supply the myocardium with blood. The location and degree of stenosis determine the extent and severity of the ischemic region. An ischemic region may recover if normal perfusion is restored and reperfusion can be performed pharmacologically or by using invasive methods such as percutaneous coronary intervention or coronary artery bypass surgery. If a region remains unperfused for an extended period of time, permanent loss of contractile function could occur (Sonesson 2012). During exercise, the energy demand on the heart can be 4–6 times that when the heart is at rest. Therefore, myocardial ischemia sometimes manifests itself when the heart is stressed by physical or drug-induced exercise. This type of ischemia is called stress-induced ischemia.

Myocardial perfusion SPECT is an important non-invasive tool for diagnosing myocardial ischemia (Yoshinaga et al. 2011). This technique is used for risk stratification (Berman et al. 1995) and as a prognostic indicator (Iskander et al. 1998). Prognostic power studies have shown that this method has a high specificity, meaning that a patient with normal myocardial perfusion, based on the SPECT examination, has a low yearly average event rate and can therefore be excluded as a candidate for further investigation and treatment.

Typically, two SPECT studies are performed, each following one of two separate injections with the heart under stress or at rest. If the two SPECT studies are performed on the same day, the method is referred to as a one-day protocol, and if they are performed on separate days, it is called a two-day protocol. Two different isotopes are primarily used: $^{99}\text{Te}$ (most commonly labelled Sestamibi$^\text{TM}$ or Tetrafosmin$^\text{TM}$) and $^{201}\text{TI}$ (as TI-chloride), and the radiopharmaceutical that is used depends on a variety of factors such as the desired patient throughput, dose limitations, and image-quality factors. If normal perfusion is recorded in the stress study, the rest study
can be omitted, thereby saving the patient from unnecessary radiation exposure (Gowd et al. 2014).

Initial studies of NM 530c showed that the acquisition times (Esteves et al. 2009) and patient absorbed doses could be decreased while maintaining the image quality of a conventional SPECT (Herzog et al. 2010, Oddstig et al. 2013). A thorough review of the clinical impacts of CZT-based myocardial perfusion SPECT imaging systems was provided by Ben-Haim et al. (2016). In short, the new systems have shown high agreement rates compared with those of conventional SPECT systems when diagnosing abnormal myocardial perfusion. Furthermore, the new systems can accurately detect patients with significant coronary obstructions, and the first studies on prognostic values have demonstrated that these values are well-correlated with those obtained using conventional SPECT systems.

A consistent feature in articles relating to the clinical introduction of semiconductor-based systems is the use of the newfound efficiency increase to increase patient throughput and/or lower patient doses. This alternative is both financially attractive and complies with the ALARA\(^5\) principle (ICRP 2007). An alternative approach would be to increase the diagnostic value of an NM 530c study by using pinholes with smaller apertures, thereby enabling the system to resolve smaller variations in the activity distributions and potentially increasing the contrast. Paper VI describes the investigation of this hypothesis by using a realistic hybrid phantom to emulate a beating heart with a single lesion. Several phantom sets with varying lesion sizes and radiopharmaceutical uptake were generated, and projections were simulated using SIMIND and reconstructed using the reconstruction program described in Paper V. The simulated projections were scaled according to the acquisition time and administered an activity equal to that of the conventional SPECT protocol. The results of Paper VI suggest that decreasing the aperture size, instead of lowering patient absorbed doses and imaging time, does not lead to an increase in CNR. An observed increase in contrast for small lesions with smaller apertures is accompanied by an equal relative increase in noise. Recovered lesion contrast was highest for lesions with full transmurality and this group was stratified relative lesions with lower transmurality. This suggest that the ability to detect a lesion is more sensitive to changes in transmurality than to changes lesion extent.

\(^5\) As Low As Reasonably Achievable.
Summaries of Papers

Paper I

The imaging of pharmaceutical distributions in small animals is an important research tool for studying human diseases. Small animal SPECT imaging is a method of observing the biological processes of radio-labelled pharmaceuticals in vivo. In Paper I, we describe the determination of the reconstructed resolution for a prototype setup with a video-based detector system. A hot rod phantom filled with either $^{201}\text{Tl}$ or $^{99}\text{Tc}$ was imaged with a single 1-mm pinhole and a video-based detector. The diameter of the smallest rods that could be separated in the reconstructed slices was 1.3 mm (the same as the distance between rod centres) for both isotopes.

Paper II

The ability to increase both the resolution and efficiency at the expense of a smaller FOV with pinhole collimation enables the use of a wide array of pinhole–detector combinations and designs for small-animal SPECT. Ideally, a material used for shielding and pinhole housing is cheap and has a high density and atomic number. In Paper II, we present a method of manufacturing pinhole geometries using an alloy called Rose’s metal, which melts at 100 °C and does not contract when solidifying, implying that it can be cast into nearly any shape. Solid Rose’s metal can be worked with a high precision and is not as soft as lead, for example. We successfully manufactured a detector-shielding pinhole housing and subsequently cast platinum pinholes into a Rose’s metal insert.

Paper III

The small pinhole apertures used in pre-clinical SPECT imaging benefit from maximising the atomic number and density of the pinhole material. However, the materials used, e.g. gold and platinum, are typically expensive. An inexpensive alternative is Rose’s metal. Compared to the aforementioned materials, Rose’s metal has a low density and atomic number, which will affect the image quality negatively. In Paper III, we discuss the use of the simulation tool SIMIND to evaluate the pinhole capabilities of Rose’s metal. Each material was evaluated in terms of its penetration- and scatter-to-total ratios, sensitivity, and resolution for different pinhole apertures and materials, incident angles, and photon energies. For the
imaging of low-energy emitters, e.g. $^{125}$I, the materials are equivalent. For $^{99}$Tc$^{m}$ and its 140 keV emission, the extra penetration and scatter associated with Rose’s metal degrade the image quality but do not always do so substantially. Thus, Rose’s metal can be used when the cost and design flexibility are important.

**Paper IV**

Myocardial perfusion imaging can be performed with dedicated camera systems. One such system is the GE Discovery NM 530c system, which is based on pinhole collimation and solid-state photon detection using CZT detectors. Compared to conventional scintillation detection, CZT is different in a number of aspects, e.g. the direct sensing of the generated charge offers a superior energy resolution but with a spectral redistribution of events due to electron-hole transport effects in the material. Paper IV describes the validation of a SIMIND simulation program that incorporates a charge collection model. The results of simulations and measurements were compared in terms of the energy spectra of several isotopes and the resolution and sensitivity of the projections for a point source. The paper concludes that it is feasible to simulate the GE Discovery NM 530c system using SIMIND.

**Paper V**

The accuracy of iterative image reconstruction results depends on how well the imaging system is modelled. The most accurate model of the image formation processes involves simulating a large number of photon histories using a Monte Carlo program, e.g. SIMIND. Paper V discusses the incorporation of SIMIND as a forward-projector in ML-EM reconstruction and its combination with a back-projector based on a ray-tracing algorithm. Projections acquired with the NM 530c were reconstructed, and the total activities in spheres of different sizes and the correct activity concentrations in a myocardial phantom could be recovered using our algorithm. Since SIMIND maintains a relationship between the number of detector counts and the source activity, no external calibration factor is necessary to achieve quantitative images.

**Paper VI**

Dedicated cardiac SPECT systems such as GE Discovery NM 530c can perform acquisition rapidly with low administered doses while maintaining the image quality achievable in conventional SPECT. An increased system sensitivity is generally not traded for an improved image quality but lowers the cost by increasing the patient throughput and reducing the radiation-induced risk by decreasing the administered activities. In theory, a smaller aperture improves the planar resolution and may increase the ability to detect smaller perfusion lesions in reconstructed images. In Paper VI, we describe an investigation of the potential improvements achievable in perfusion lesion recovery by generating a population of voxel-based phantoms with varying cardiac lesion sizes. Both projection simulation and reconstruction were
performed using SIMIND with the methods discussed in Papers III, IV and V. The results of Paper VI suggest that decreasing the aperture size, instead of lowering patient absorbed doses and imaging time, does not lead to an increase in CNR since any increase in contrast is accompanied by an equal increase in noise. Recovered lesion contrast was highest for lesions with full transmurality and this group was stratified relative lesions with lower transmurality. This suggest that the ability to detect a lesion is more sensitive to changes in transmurality than to changes lesion extent.
Topics of Future Research

- Simulations of adaptive SPECT imaging systems, where the pinhole and detectors are moveable and thus able to perform serial acquisitions with varying spatial resolutions, efficiencies, and FOVs. The technique enables fast acquisition of a low-resolution overview scan with a subsequent focused high-resolution acquisition scan in the volume of interest.
- Include PSF modelling in the pinhole back-projector.
- Validation of SIMIND ML-EM for imaging $^{123}$I and $^{201}$Tl and the development of dual isotope reconstruction, e.g. $^{99m}$Tc/201Tl.
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