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Preface

No matter how vigorously a ‘science’ of design may be pushed, the successful design of real things in a contingent world will always be based more on art than on science. Unquantifiable judgments and choices are the elements that determine the way a design comes together. Engineering design is simply that kind of process. It always has been; it always will be.

Eugene S. Ferguson (1992, p. 194)

The above quote by Ferguson from his book entitled ‘Engineering and the Mind’s Eye’ helps highlight some of the issues I have come to appreciate during my stay as doctoral candidate at the Division of Structural Engineering in Lund University. Initially I was fascinated by the ‘science’ of engineering and of how our understanding of the mechanisms in nature could be formulated so eloquently using rationalized approaches – where the only obstacle to ultimate understanding was our own ignorance. However, as I progressed in my research I started more and more to believe that such a viewpoint could be counter-productive when it came to engineering design – which is what we, as engineers, ultimately do. To start, problems faced by engineers when they design structures are ill-structured and do not comply with the neatly set boundaries and constraints which are prerequisites for rigorous scientific inquiry. Furthermore, strict adherence to theoretical and rational inquiry cuts out the middle-man – namely, the engineer himself. I could not accept such an aversion to subjectivity. Isn’t judgment – by its very nature subjective – central to what we as engineers do? Can there be engineering design without the engineer? I am by no means an expert in the philosophy of engineering, or of the engineering method, and so cannot provide much in the way of answering these questions. However, it was questions such as these – coupled with many fruitful discussions with my supervisors and with my other work colleagues – that have influenced the progression of my research away from the detailed and specific towards the broad and holistic. In this regard, I will provide a short background.

My journey as a doctoral candidate started off, some 5 years ago, with the idea of investigating robustness in bridge design. In fact, the initial title of the project was ‘Robust design of bridges for a reduced vulnerability in the road network’. I had by that time done some research for my master thesis on this topic and had some background knowledge of this issue. What struck me at the time was the variety of different interpretations of robustness – what it meant and how it should be
considered in a design context. This, in itself was not an issue – one could simply ally oneself with a certain interpretation and go from there and, initially, this is what I had done. However, the more I investigated this topic the less convinced I became by some of the approaches that were advocated. It took me a while to understand that it wasn’t so much the methods in themselves, but the underlying principles guiding their developments. There was a desire for robustness to be something quantifiable, something that can be compared with some criteria in the same way that a calculated stress in a steel beam should be kept below a design yield stress. Personally I feel that such a desire is misleading and that any absolute measure of robustness loses meaning in the face of the large uncertainties involved. Thus in my own work I've chosen not to use the term so loosely. For one, if you mention robustness to someone, a researcher or practicing engineering, they usually already have strong opinions of what it ‘really means’ and how it should be ensured in design. I chose instead to focus on some of the underlying issues that the word represents – namely, the treatment of risks in engineering design which are difficult to predict a priori. In considering this problem, I felt that focus should not be on the very specific and the detailed but on the very broad and of the whole. The problem, in my opinion, could not be generalized for all structures but requires case-specific investigations. From these considerations evolved the approach I have proposed in my thesis. I cannot say with any certainty that this approach is the correct one, however, I do believe it goes a long way in addressing some of the risks in engineering design that current codified approaches cannot adequately address. All in all, I believe that the answer lies in allowing engineers more autonomy in solving these problems and not in applying external constraints in an attempt to prescribe a generalized solution. Realizing this in practice will require that the current system for enforcing regulation, at least in Sweden, is adjusted. Hopefully this thesis helps in providing impetus for such an endeavor or at the very least contributes to the debate of how to better balance autonomy and compliance while ensuring safety and other performance criteria are satisfied.

This thesis is a summary of the work that has been carried out by the author at the Division of Structural Engineering at Lund University from 2010 to 2015. The project was financed by the Swedish Transport Administration.

Ívar Björnsson
Lund, September 2015
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PAPER I – From code compliance to holistic approaches in structural design of bridges

This paper discusses the limitations of design based on code compliance and proposes that a complementary holistic approach is necessary for addressing these limitations; the requirements for such an approach are then identified. The use of case-specific risk assessments is proposed as a promising alternative in this regard; the advantages are identified and some examples are provided in which they have been successfully applied in construction projects where compliance-with-code design was found to be inefficient or, in some cases, incompatible as the prominent method for controlling risks. Practical issues related to the formal realization of such a complementary approach are also mentioned.

PAPER II – Holistic approach for treatment of accidental hazards during conceptual design of bridges – a case study in Sweden

This paper further builds upon the results from the first paper by providing a framework for a complementary risk-informed approach that can be used during the conceptual design phase of bridges. Such approaches are common in large scale construction projects but are rarely used in the design of more conventional bridges. The assessment procedure is described and some background information is provided that is useful for applying the proposed approach in practice. To illustrate its application in the design of real bridge structure, a case study of a bridge project in the west of Sweden is carried out.

PAPER III – Probabilistic-based assessment of bridge subject to extraordinary circumstances

Considerations of robustness for structural bridge systems subject to accidental circumstances are discussed in this paper. An overview of the framework for the assessment of structural robustness is given highlighting the various features vital to its implementation. The application of probabilistic risk based methodology for the investigation of system effects from rare exposure events is considered for a multi-span concrete bridge crossing multiple rail tracks as well as roads. Calculations are performed to ascertain and quantify these responses; this includes the investigation of impacts from derailed train traffic. Conclusions drawn here include the significance of utilizing probabilistic risk assessment methods and design strategies which reflect considerations of robustness of systems subject to rare exposure events with high consequences. Current design guidelines for accidental loading used for design of new bridges were also evaluated on the basis of the case study.
PAPER IV – Determining appropriate design impact loads to roadside structures using stochastic modeling

The design and verification of built structures requires structural engineers to consider accidental loading situations. The accidental loading situation investigated in this paper is that of heavy goods vehicle (HGV) collisions to road-side structures with focus on bridge supporting structure. The impact loads are determined utilizing Monte-Carlo simulations of a probabilistic model in which highway traffic measurements and accident statistics in Sweden are input. These loads are determined for straight roads as well as roads with curvature and include considerations of the directional load components. Comparisons are made between the simulation results and approaches given in the structural Eurocodes. The simplified approaches provided in the code are found to be unsatisfactory in their treatment of this design situation. Alternative equations for calculating impact forces and energies are then presented. These equations can be used either for determining design values for impact or for conducting probability/risk based assessments of bridges subjected to HGV impacts. In this way, a more consistent treatment of HGV impacts in the design of bridge structures is desired.

PAPER V – Reliability of RC bridge supports designed to resist heavy goods vehicle collisions

The reliability of bridge-supporting structures to resist impacts from heavy goods-vehicles (HGV) is investigated. Probabilistic simulations are carried out to calculate the reliability index of a circular reinforced concrete column that has been designed using historical values for equivalent static impact loads provided in the Eurocode. Considerations are made for the uncertainties related to the dynamic response and resistance of reinforced concrete bridge supports subjected to vehicular impact. A general procedure is outlined for determining the dynamic resistance of the structure to vehicular impacts. As input for the impact force, results from previous probabilistic simulations of HGV impacts to road side structures were used. It is found that the design based on the codified approach does not provide adequate safety levels in the case of the structure studied. An alternative formulation for determining more appropriate values for the impact load is suggested and some discussion was given pertaining to other possible design strategies for the treatment of these types of loading situations.
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1. Introduction

1.1 Background

Design is a central activity in structural engineering – it is what engineers do using what they know. It is the underlying decision making process for determining how a structure is to be built so as to fulfill prescribed design criteria sufficiently well without undue failings during its service life. To achieve this end the process of engineering design involves the identification, treatment and control of risks. This process basically requires that attention is drawn to the following questions:

- What are the different ways the structure can fail?
- What is the likelihood that these failures occur?
- What are the consequences if these failures occur?
- What can be done to reduce the risks associated with these failures?

In considering these issues, something that can never be avoided is uncertainty. The engineering design of bridges, as with any other engineered structure, requires the treatment of risk and uncertainty to ensure a continued functioning of the structure while avoiding failures in terms of structural and functional performance. Failure in this context is broad and can briefly be described as any unwanted deviation from design intentions. Historically, efforts to ensure a satisfactory bridge design and construction have been based on experience coupled with experimentation as well as design conservatism. The concept of a factor of safety was coined to describe an inverse relation between the loads, or load effects, on a structure and the capacity of the structure to resist these loads. For bridges, the former included crowds of people or herds of livestock while the latter was determined on the basis of experimentation possibly coupled with analytical procedures. The value that was given to the factor of safety was largely based on engineering judgment and experience. Later developments in engineering science and design, however, culminated in more rationalized approaches to the treatment of structural safety and of determining acceptable margins against failure. Ultimately, this has led to the formulation of reliability concepts in design codes which rely on safety formats to account for uncertainties.

In this thesis it is found that current codified approaches to bridge design are not adequate in treating certain risks in engineering design. To address this issue the framework for a complementary holistic risk informed approach is proposed. While such approaches are common in large scale (mega) construction projects they are
rarely applied in the design of more conventional bridge structures. However, in this thesis it is argued that the application of such approaches is also useful in more common bridge projects to better control risks inadequately treated through design based on code compliance. A description of the approach – which is based on standard risk assessment procedures – is provided tailored for application in bridge design. Focus is on the treatment of accidental risks during the conceptual design phase. Case studies are conducted to highlight the usefulness of the approach and to help develop crucial aspects of the approach. Specific attention is also paid to the modeling of risks from heavy goods vehicle (HGV) impacts to bridge substructures; a design situation which was found to be inadequately treated by current codified approaches.

1.2 Objectives and research questions

The overall objective of this thesis is to improve the methodology for risk control in the engineering design of structures. To limit the scope, a specific type of structure and a specific type of risk are considered:

The control of risks from accidental hazards in the design of bridge structures

From this objective, the following research questions are formulated and form the basis for the work presented in this thesis:

- What can we learn from the predominant ways in which risks (1) have been and, (2) are currently, being controlled in engineering design of bridges?
- Are the design approaches currently provided in the design codes for treating risks related to accidental hazards sufficient?
- Can a complementary risk-informed approach be applied for treating risks not sufficiently covered by current design codes?
- What are the crucial aspects of this approach and how should they be developed?

1.3 Limitations

The scope of this thesis is limited to one type of construction and one category of risk. Thus considerations of other types of construction and other categories of risk were not included. Special attention is also paid to the modeling of risks from HGV impacts. Modeling of other accidental hazards could thus be developed further. In addition, this thesis was purposefully written with focus on holistic aspects of engineering design as these are much more rarely considered by the research community than specialized topics. As such, some aspects could be developed in more
Finally, some practical issues related to the successful application of a complementary approach to the design codes in practice have not been investigated. These include organizational aspects and other issues connected with how to effectively achieve balance between compliance and autonomy in the design of bridges – the approach proposed in this thesis very much champions the latter.

At end of this thesis, some suggestions of future research investigations are provided for addressing the aforementioned limitations.

1.4 Outline of thesis

The structure of this thesis has been chosen to try and reflect the objectives and research questions provided in Section 1.2. In what follows, the contents of each section will be briefly described along with how these tie in with the research questions provided earlier.

In Section 2 of this thesis, the circumstances leading to, and the consequences resulting from, failures of bridges are investigated. An overview of some past surveys of bridge failures found in the literature is provided. These sources are examined to try and better understand and disseminate the lessons learned from failure occurrences and thus highlight the role failures have had in the development of engineering design and practices. This section thus addresses the first research question regarding historical developments of approaches for controlling risks in engineering design which were heavily influenced by past failures.

In Section 3 of this thesis, the process of engineering design and the safety philosophy which underlies its practice is put in focus. Methods for controlling risks in engineering design are then investigated and an overview of historical and modern day approaches is provided. The development of rationalized approaches to structural safety is discussed and basic principles regarding structural reliability theory are summarized. Design codes, as modern instruments for controlling risks in engineering design, are then discussed. Finally, an overview of the crucial objectives with regards to how bridges, and structures in general, should be designed to control risks is provided. Thus this section also addresses the first research question although with focus on the design methods themselves and how safety, as a concept in structural engineering, is interpreted and applied in engineering design. It also provides a foundation for Section 4 of the thesis.

In Section 4 of this thesis, the limitations of the current approaches to risk control in engineering are investigated and broken down. As a complement to codified design, a holistic approach is advocated to help treat risks not adequately covered by the design codes. A risk assessment based approach is described along with a framework for applying this method during the conceptual design phase for bridge structures. This
approach is based on the crucial objectives of design for structural safety provided in Section 3. Thus this section focuses on the second and third research questions given in Section 1.2.

In Section 5 of this thesis, significant aspects of the complementary approach, proposed in Section 4, are identified and developed further. These are: (1) the application of the approach during the conceptual phase of bridge design, (2) the evaluation of risks during the detailed phase of bridge design, and (3) the modeling of risks related to accidental hazards required for carrying out the approach. To start, a case study is conducted for a construction project in the west of Sweden in which risks from accidental hazards are evaluated for different technical solutions proposed during the conceptual design phase. A second case study is then considered in which a bridge located in the south of Sweden is investigated – specifically regarding the risks from collisions by derailed train traffic. Finally, an in depth investigation of the risks from heavy goods vehicle (HGV) collisions to bridge supports is considered. A model is developed for assessing these risks based on simulations of impacts to roadside structure using observed traffic measurements and accident data. This section thus addresses the final research question related to the development of the complementary design approach outlined in Section 4.

In Section 6 of this thesis, an overview of the most significant results and conclusions of the thesis is provided. Recommendations for future work in related topics are also provided.
2. Bridge failures

Engineering failures are the price we pay for progress. If we profit from the experience, these failures will not have been in vain.

D. B. Steinman (1945), *Civil Engineering* 15(10), p. 472

2.1 Background

Bridge failures – and failures of structures in general – have been the price of progress throughout the history of architecture and engineering. The ancient Egyptians had likely determined the most stable shape for the pyramids through trial and error, building upon previous successes until extrapolation of previous methods failed; resulting in new lessons for the next generation of master builders. There is evidence of this having occurred for the so-called bent pyramid at Dahshur, Egypt. The base of the pyramid rises at a steep angle of 54° and then, about half-way up, the angle reduces to 43°. There is a theory that the original construction of the pyramid was based on the previously untried inclination of 54° but that a partial collapse during construction resulted in a lower inclination for the top portion of the finished structure (Blockley, 1980; Petroski, 1985). The lesson learned from this failure is evident in the geometry of the next pyramid constructed, the Red Pyramid, which was wholly constructed using this lower angle (Blockley, 1980). There are a number of other such cases available in the published literature illustrating the role that failures have had in the progress of engineering knowledge and design (see, e.g., Blockley, 1980; Addis, 1990; Petroski, 1994). Addis (1990), for example, applied the Khunian concept of *paradigm shifts* to explain the progresses made in engineering. Using this concept, developments in engineering design or science do not occur by a ‘process of accretion’ – or ‘development-by-accumulation’ – but are subject to periodic *revolutions*, or discontinuities in the evolutionary process of development, which ultimately create a shift in contemporaneous views within the engineering

---

1 Failure refers not only to collapses but also cases of damage or distress; see Section 2.1.1
3 A distinction is made between engineering design (knowing how) and engineering science (knowing that) – see Section 3.1
community. A considerable impetus for such revolutions is structural failure; although it should be mentioned that this is not necessarily always the case. Addis (1990) provided several examples of paradigm shifts in engineering science and design including the Greek and Gothic design revolutions, developments within elasticity and beam theory as well as the (relatively) more recent developments following engineering failures such as the Tay Bridge collapse in 1879 and the progressive collapse at the 22-stoery block of flats at Ronan Point in London in 1968 (see also ISE, 1969; Sibly & Walker, 1977; Collings, 2008). More recent examples of paradigm shifting failures include the bombing of the Murrah Federal Building in Oklahoma City in 1995 and the collapse of the World Trade Center in New York City in 2001. In the years following these tragic incidents, research efforts, both internationally and on national levels, in the areas of structural robustness and progressive collapse were intensified while building design requirements and practices, especially within the United States, were also revised/altered (Sörensen, Rizzuto, Narasimhan, & Faber, 2012; Stevens, et al., 2011).

Investigations of past structural failures have always been a topic of significance for the engineering community at large. The Engineering News-Record (ENR), for example, has a long history of failure reporting (see, e.g., Ross, 1984). Scheer (2010), in the preface of the first edition of his book *Failed bridges: case studies, causes and consequences* quoted George H. Frost, founder and former editor of Engineering News (predecessor to ENR), who, over a century ago said:

> We could easily, if we had the facilities, publish the most interesting, the most instructive and the most valued engineering journal in the world, by devoting it to only one particular class of facts, the records of failures...For the whole science of engineering, properly so-called, has been built up from such records.
Those within the engineering community have often argued the need for more consistent reporting of failures of structures such that lessons can be properly disseminated and publicly made available to the profession as a whole; Feld (1968), Smith (1976), Sibly & Walker (1977), Ross (1984), Hadipriono (1985), and Wardhana & Hadipriono (2003) are just some examples. This is no less true of bridge construction; in fact, learning from bridge failures is especially significant given the unique nature of each individual bridge ever built – no two are identical. Historically, the drive for expansion in terms of urban and rural environments has lead to an increased need for a larger and better transport infrastructure which, coupled with increasing technical knowledge and state-of-the-art building practices, has helped push the boundaries of bridge engineering in terms of ever longer spans and unique construction without precedent. An unfortunate consequence of this development is that it has, on a number of occasions, led to unexpected failures. During the turn of the last century, for example, failures of railroad bridges were uncommonly frequent, especially in the United States. In 1895, an engineering magazine article from the *Railway Gazette* listed some 502 cases of railway bridge failures in the period from 1879 to 1895 (Feld, 1968). There was a rapid development of railways in America at the time and Pugsley (1968) has estimated, based on these statistics, that 1 out of every 20 railway bridges existing at that time collapsed. While this specific historical case may be particularly extreme, the occurrence of bridge failures is by no means uncommon today and unfortunately the collection and dissemination of incidents of failure has not much improved. Evidence of this latter point is made apparent by considering the sparse availability of accessible databases of structural failures. Those databases that do exist, online for example, are usually just collections of previously published materials (books, journals, published failure reports, etc.) and reports published in the mainstream news media.

### 2.1.1 Definition of failure

Failures of bridges and of structures in general have been discussed in the previous section; however, the term ‘failure’ has not yet been properly defined. Failure, as it is referred to in this thesis, does not only encompass complete or even partial structural collapses but more generally alludes to any unwanted deviation, or non-conformity, from design expectation (Feld, 1968). These deviations may encapsulate a variety of both structural and functional aspects including conditions of stability, issues relating to serviceability and use, as well as structural performance and integrity. In the context of risk management, failure and success are not binary system states but rather opposite ends of a poorly defined spectrum indicating performance of a functioning system. The degree, or severity, of a failure can be quantified in terms of some consequence measure (utility) including financial losses, loss of bearing capacity or loss of life or limb. In this sense, failure is given context and defined in terms of its degree of severity, i.e., its consequence – more on this in Section 2.2.2.
2.2 Failure surveys

A number of investigations of past failure occurrences can be found in the literature. All such investigations should, however, be interpreted with care – especially as regards to any ‘real’ distribution of failure causes and types – as the true number of cases will never be known. For example, there is the issue of non-reporting by owners (for fear of litigation or negative impact on reputation); problems inherent with identifying, interpreting, and distinguishing causes (more on this in Section 2.2.1); disparities in frequency of reporting (focus is usually on high-consequence failures while near-misses are rarely reported); disparities in transparency of investigations and level of detail of published material, etc. (Kaminetzky, 1991; Wood, 2012). However, the dissemination of failure data is, as has already been argued in the previous section, of vital importance for the engineering community and lessons can surely be learned from them.

An overview of some published failure surveys are provided in Table 2.1; among the dearth of literature available, these were chosen as they involved a significant number of bridge failures and in some cases exclusively so. It should be mentioned that the majority of these studies occurred either in Europe or North America. This is primarily since this author has confined himself to actively seeking out investigations published in the English literature – although a few sources written in German and French were also uncovered. Another reason may be that failure reporting of accidents outside these regions has not been as consistent or is more difficult to access. To the author’s knowledge there are no studies that exclusively cover bridge failures in

<table>
<thead>
<tr>
<th>Source</th>
<th>No. of cases</th>
<th>Period considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stamm (1952)</td>
<td>140</td>
<td>1811-1951</td>
</tr>
<tr>
<td>Smith (1976)</td>
<td>143</td>
<td>1847-1975</td>
</tr>
</tbody>
</table>

Table 2.1
Overview of some failure surveys available in the published literature

---

4 Even if all cases of failure would be known, using such data to determine a ‘rate of failure’ can be misleading. The conditions leading to structural failures are often complex and each case is unique; be wary of generalizations.

5 The interested reader is referred to Piésold (1991) who provides some interesting accounts of failures of various types of engineering works a majority of which took place in Africa.
Europe although a thorough study conducted by Matousek & Schneider (1976) at ETH in Zurich surveyed 800 failures (94% in Europe) of a variety of structures (50% were buildings and 7% bridges) for the period between 1960-76; refer to Hauser (1979) for an overview in English. Information for the study was collected from insurance files (50%), literature (39%), and various other sources including newspaper articles (10%). Other noteworthy sources on bridge and structural failures not listed in Table 2.1 include Hammond (1956), Feld (1968), Ross (1984), Oehme (1989), Harik et al. (1990), and Åkesson (2008); the bibliography in Scheer’s book (Scheer, 2010) on Bridge failures also provides a number of relevant sources dating back to the early 1900s.

The earliest reference from Table 2.1 was published in 1952 by Stamma and is considered a classic study of collapses of iron and steel bridges (Scheer, 2010). A total of approximately 140 bridge failures, occurring between the years of 1811 and 1951, are mentioned. The level of detail provided for each case varies immensely from up to a few pages to only a brief mention; references, are, however given for all of the cases. One issue that was quite important at the time the study was published, and which was discussed at length by its author, was the problem of brittle fracture of welded steel bridges. In 1976, Smith published a paper in which a total of 143 bridge failures occurring between 1847 and 1975 were surveyed. These failure cases were divided according to which stage in the bridges life failure occurred; reference to published sources was provided for all of the cases. The published discussion of Smith’s paper involved a number of prominent engineers of the time and many issues were taken up including the importance of failure data collection, the hydraulic design of bridges, the apparent increase in incident of ship collisions, and the dangers inherent in over-complicated and ambiguous design codes (Smith, et al., 1977).

In 1985, 1988, and 2003, three papers were published which surveyed structural failures, mostly occurring within the U.S., between 1977 and 2000 (Hadipriono, 1985; Hadipriono & Diaz, 1988; Wardhana & Hadipriono, 2003). These surveys included cases of structural collapse, distress, or unserviceability. In the first paper a total of 147 failures, occurring between 1977 and 1981, were considered; 57 of these cases were bridge failures. The second study included a survey of 70 failures for the 6 year period between 1982 and 1988; 24 of these were bridge failures. The most recent paper in the series was published in 2003 and surveyed a total of 503 (exclusively) bridge failure occurrences in the eleven year period between 1989 and 2000. In each case, failure data was collected from published and unpublished reports which included engineering journals and magazines such as ENR and ASCE Civil Engineering. Information from the United States Federal Highway Administration (FHWA) as well as the Department of Transport for several states was also included in the most recent study. The noticeable increase in the number of cases compared to the first and second study is likely that the most recent study took advantage of information technology (electronic databases and the Internet) that was not available in the past. According to the authors, if the recent study had been conducted using
the same data sources as the first two, only 65 failure cases would have been observed (Wardhana & Hadipriono, 2003).

Eldukair & Ayyub (1991) published an investigation of 604 failure incidents, 128 involving bridges, occurring within the U.S. between 1975 and 1986. These cases were compiled from all issues of *ENR* from this period although no specific references were given. Information on the occurrence of failures as well as details of the causes and consequences were presented in table form. Estimates of the annual risks in construction, including casualties and financial losses, were also determined based on these failure data. The same year, Shirole & Holt (1991) reviewed 823 failures in the U.S. between 1950 and 1990 which were taken from an unpublished database kept by the New York State Department of Transport (NYSDOT). These cases were categorized mainly according to the modes of failure which included hydraulic actions, collisions, and overloads. The main aim of the paper was to describe a proactive bridge safety assurance program which included the identification of potential causes and modes of bridge failures.

In 2010, a second edition of Scheer’s book on bridge failures was published in English - the first published in German in 2000 - and included a total of 536 bridge failure cases during the period 1785-2009. Three cases of ancient bridge failures were also included: the collapse of a wooden bridge built for Charlemagne in Mainz in 813, the collapse of the Old London bridge in 1209, and the collapse of the Rialto Bridge in Venice in 1444. Details of the failures, including failure descriptions, bridge specifications, as well as original sources, were provided in 440 of the cases while limited information was provided for the remaining 96. The original sources cited

<table>
<thead>
<tr>
<th>Source</th>
<th>Construction / erection</th>
<th>During service life</th>
<th>Other/unknown</th>
<th>Age distribution (max/average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stamm (1952)</td>
<td>21%</td>
<td>74%</td>
<td>5% ††</td>
<td>63/12</td>
</tr>
<tr>
<td>Smith (1976)</td>
<td>16%</td>
<td>84%</td>
<td>-</td>
<td>38/10</td>
</tr>
<tr>
<td>Hadipriono (1985) – Bridges</td>
<td>18%</td>
<td>82%</td>
<td>-</td>
<td>Info not provided</td>
</tr>
<tr>
<td>Hadipriono &amp; Diaz (1988) – Bridges</td>
<td>38%</td>
<td>63%</td>
<td>-</td>
<td>Info not provided</td>
</tr>
<tr>
<td>Eldukair &amp; Ayyub (1991) – Total</td>
<td>44% ‡</td>
<td>56% ‡</td>
<td>-</td>
<td>Info not provided</td>
</tr>
<tr>
<td>Shirole &amp; Holt (1991)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Info not provided</td>
</tr>
<tr>
<td>Wardhana &amp; Hadipriono (2003)</td>
<td>2%</td>
<td>77%</td>
<td>22%</td>
<td>157/53</td>
</tr>
<tr>
<td>Scheer (2010)</td>
<td>37% ‡‡</td>
<td>63%</td>
<td>-</td>
<td>Info not provided</td>
</tr>
</tbody>
</table>

† not including bridges that failed during construction – in many cases, the age of the bridge was not unknown or not provided
†† this includes bridges, or components of bridges, intentionally load tested to collapse for research purposes
‡ these figures are for all failure cases studied including buildings, dams, etc.
‡‡ this figure includes failures of falsework

Table 2.2
Occurrence of failure during lifetime of bridge
included archive issues of Journals in German (e.g., Beton + Eisen, Bauingenieur, Beton- und Stahlbeton, and Bautechnik), in English (e.g., Civil Engineering and ENR), as well as books, articles, conferences, and newspaper articles (e.g., Stamm, 1952; Smith, 1976; Frandsen, 1983). An excellent overview of early publications on the failures of bridges is also provided.

The stage in the lifetime of the bridge in which failure occurred is provided in Table 2.2. It can be seen that the majority of the cases surveyed involved failures that occurred during the service life of the bridge. It would be incorrect to infer based on these data that more failures occur during a bridges service life than during the construction phase. To start, the occurrence of failures during construction may not be reported unless severe consequences occur; i.e. human casualties or collapse of a significant portion of the erected structure. Furthermore, at any point in time, the number of existing bridges in service is far greater than those being constructed (Eldukair & Ayyub, 1991; Wardhana & Hadipriono, 2003). The age of the bridges in service at the incident of failure, when provided in the source material, varied from a few years, months, or even days after opening to over a century of use. The effects of degradation as well as the history of maintenance, inspection and repair of aging bridges were in some cases enabling factors leading to failure; e.g. in cases of fatigue or corrosion of aging steel bridges.

2.2.1 Causes of failure

An important aspect of failure investigations is the identification of a cause, or causes, of failure. Causality is the basis for formulating a hypothesis in diagnostics judgment – in this case the diagnosis of bridge failures – and for establishing the interpretive framework that judgment provides (Vick, 2002). Judgment is thus a necessary part of this process and it is the experience and knowledge of the persons involved in the investigations that will determine the outcome. In this regard, each investigator may define causation in a slightly different way than the next. One common statement is that failure is often the result of not one, but a combination of factors. Cited causes of failure in the literature are then the ones determined (judged) as the most significant by the author(s) publishing the data. It is thus important that failure investigations mention what causes were considered and how these were discerned. In some cases, the definition/classification of cause is not clear – or taken for granted – and it may be difficult to ascertain what exactly was meant based purely on the results provided. Some ways of distinguishing between different causes of a failure event are as follows:

- **Necessary vs. complementary causes**
  - A necessary cause it one that, if it were not present, failure would not have occurred
  - A complementary cause is one that, by itself, does not lead to failure, but may do so in combination with other complementary causes
• Enabling vs. triggering causes
  ➢ An enabling cause is an event that precedes the actual failure event and contributes to the severity of failure; an enabling cause in itself may not be sufficient to initiate failure
  ➢ A triggering cause refers to an event that initiates the failure and may be preceded by enabling causes; the triggering cause in itself may not be sufficient to initiate failure

• Primary vs. secondary causes
  ➢ A primary cause, or underlying cause, is one that is judged to have the greatest significance for the failure event; i.e. the most ‘important’ cause (the term ‘root’ cause is sometimes also used)
  ➢ Secondary causes are those that are not considered primary causes

The above examples are not all mutually exclusive and a single cause can, for example, be both a necessary cause as well as an enabling cause. In reviewing a number of failure investigations, and especially when reading through official reports of individual failure cases – which can be hundreds of pages long – it becomes clear that determining a single cause of failure, as is often mentioned in the literature for brevity, is a very difficult task; one often requiring special experience and expertise in forensic engineering. A humorous anecdote regarding the issue of proper identification of failure causes is given by Feld in his book on construction failures:

[T]his author was asked as the first question: ‘What made the floor fall?’ The answer, at the spur of the moment, was: ‘Gravity.’ Such is probably the universally true answer to any state of affairs where insufficient resistance is provided to resist vertical fall.

Jacob Feld (1968, p. 11)

It is not uncommon for investigators to cite human error as a primary, or root, cause of all failures. For example, Kaminetzky (1991) made the argument that all structural failures were in some way linked to human errors; and some results of failure investigations certainly go a long way to support him in this view (see, e.g., Matousek & Schneider, 1976; Oehme, 1989). After all, it is the engineers’ duty to design a safe structure, the contractors’ responsibility for building it and the owners’ responsibility for maintaining it and thus any future failure would be a result of failings to accomplish these objectives. This is an important point as it allocates responsibility of the safety and functionality of the structure and implies that control of failure is a paramount part of this responsibility (more about this in later sections). It should be mentioned, however, that this traditional so-called ‘old view’ of human error and the human contribution to failures – that humans are the source of failure in an otherwise inherently safe system – has been criticized for its misleading and oversimplified

---

6 Some failure reports (accident investigations) can, e.g., be accessed online at the NTSB website (www.ntsb.gov) for failures in the U.S. or, for certain special cases, the SHK website for failure occurrences in Sweden (www.havkom.se)
representation of the varied and complex conditions/circumstances leading to accidents/failures and for being counterproductive in enhancing overall systems safety (Dekker, 2013; Dekker, 2002; Woods, Dekker, Cook, Johannesen, & Sarter, 2010). Safety research in the past few decades has uncovered some insights which have driven a so-called ‘new-view’ of human error which is in contrast to the ‘old-view’ (Dekker, 2013). According to the ‘new view’, human error is seen as a symptom of failure and not the cause; the main objective is then re-directed towards understanding why these errors occurred – i.e. what conditions within the system were conducive for causing failure. This distinction is important as it provides a deeper understanding of human behavior as an integral working component of a larger dynamic system rather than something external which introduces unwanted variability and adversely affects system performance. For more information regarding the ‘new-view’ of human error and human error research, some sources are provided in the bibliography (Rasmussen, 1982; Reason, 1990; Shappell & Wiegmann, 1997; Dekker, 2002; Woods, Dekker, Cook, Johannesen, & Sarter, 2010; Dekker, 2013).

The previous discussion has highlighted some of the difficulties in classifying and assigning causes to failure cases. This point makes it quite difficult to compare results of failure investigations such as those in Table 2.1 since each publication may have different ways of classifying different causes of failure. Any such comparison would thus require additional interpretation adding an extra layer of concealment increasing the risk of possible misinterpretations of results. Thus, results from the published material are presented in the next section separately, in original form, for the sake of transparency. In some cases, results from different sources are compatible and can be combined – e.g., the studies conducted by Hadipriono and his fellow authors.

2.2.1.1 Review of failure causes cited in failure surveys

Stamm (1952), in his publication on failures of iron and steel bridges, discussed the difficulties of determining failure causes and chose to classify causes according to external (natural or man-made), internal (flaws), and root causes (human error – i.e. according to ‘old view’). As the original report contains no summary of the failure cases in terms of causes and failure modes, a rough overview of the cases the author reviewed is provided in Table 2.4 based on which section of the report the cases were mentioned. Some categories have been combined for the sake of brevity – e.g. collisions from various types of vehicles. A number of the failure cases involved aerodynamic instability and vibration issues – especially for suspension bridges – which at the time of publication (1952) received a lot of attention within the engineering community as a result of the Tacoma Narrows Bridge failure (see Section 2.3.1). In addition, some failures of welded bridges were discussed at length, highlighting common problems associated with such structures at that time; i.e. problem related to weldability of steel (especially high strength steel), problems with brittle fracture, and behavior of steel in extreme cold.
Smith (1976) summarized bridge failures by distinguishing between nine different causes; these are reproduced in Table 2.3. A significant observation from Smith's study was the high incident of damage resulting from hydraulic action (flooding) and specifically as a result of foundation erosion, or scour – 66 cases, or 46% of the total, were cited. Brittle fractures were also found to be relatively frequent (19 cases) and Smith attributed this to the transition of steel bridge construction practices from riveted to welded construction; a sentiment shared by Stamm with regards to his own

<table>
<thead>
<tr>
<th>Failure classification</th>
<th>No. of cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction error, carelessness during construction</td>
<td>14</td>
</tr>
<tr>
<td>Failure during reconstruction &amp; testing</td>
<td>14</td>
</tr>
<tr>
<td>Intended collapse through load test</td>
<td>7</td>
</tr>
<tr>
<td>Design flaws</td>
<td>8</td>
</tr>
<tr>
<td>Collapse from external causes</td>
<td>59</td>
</tr>
<tr>
<td>Overload</td>
<td>17</td>
</tr>
<tr>
<td>Train derailments; Ship, road vehicle, &amp; airplane collisions</td>
<td>24</td>
</tr>
<tr>
<td>Ice, debris flooding, scour</td>
<td>12</td>
</tr>
<tr>
<td>Other (earthquake, avalanche, fire)</td>
<td>6</td>
</tr>
<tr>
<td>Aerodynamic instability, other problems with vibration</td>
<td>28</td>
</tr>
<tr>
<td>Problems in welded bridge (e.g. brittle fracture)</td>
<td>12</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2.4
Classification of failure cases from Stamm (1952)

Smith (1976) summarized bridge failures by distinguishing between nine different causes; these are reproduced in Table 2.3. A significant observation from Smith’s study was the high incident of damage resulting from hydraulic action (flooding) and specifically as a result of foundation erosion, or scour – 66 cases, or 46% of the total, were cited. Brittle fractures were also found to be relatively frequent (19 cases) and Smith attributed this to the transition of steel bridge construction practices from riveted to welded construction; a sentiment shared by Stamm with regards to his own

<table>
<thead>
<tr>
<th>Primary cause</th>
<th>Frequency†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inadequated or unsuitable temporary works or erection procedure</td>
<td>8%</td>
</tr>
<tr>
<td>Inadequate design in permanent material</td>
<td>3%</td>
</tr>
<tr>
<td>Unsuitable or defective permanent material or workmanship</td>
<td>15%</td>
</tr>
<tr>
<td>Wind</td>
<td>3%</td>
</tr>
<tr>
<td>Earthquake</td>
<td>8%</td>
</tr>
<tr>
<td>Flood and foundation movement</td>
<td>49%</td>
</tr>
<tr>
<td>Fatigue</td>
<td>3%</td>
</tr>
<tr>
<td>Corrosion</td>
<td>1%</td>
</tr>
<tr>
<td>Overload or accident</td>
<td>10%</td>
</tr>
</tbody>
</table>

† indicates the percent of cases where the cause was identified – one cause to each case
investigations (see Table 2.4). In addition, Smith discussed the importance of providing bridge piers with protection against ship impact (10 cases). Other issues brought up in the paper included the illusion that more ‘exact’ methods could have reduced the risk of failure, the problem of too much complexity in design codes, the importance of communication in the construction process, and the need for prompt, thorough and public reporting of structural failures. These issues were discussed at length in the 24 page discussion of his paper by 23 of his contemporaries who, for the most part, agreed with Smith’s observations (Smith, et al., 1977). This discussion is an excellent publication in its own right as it focused attention to many problems that are still relevant today.

The investigations carried out by Hadipriono and his fellow authors can be combined as the classification of causes was maintained in each of these surveys (Hadipriono, 1985; Hadipriono & Diaz, 1988; Wardhana & Hadipriono, 2003). Two principle types of failure causes were discerned: enabling and triggering causes. The former was defined as an event inherent in a structure due to design, construction, or maintenance while a triggering cause was an event (usually external) that could initiate a structural failure. Although it was mentioned that most failures occurred due to a mix of enabling and triggering causes, the author(s) determined a single prominent cause in each case; thus a failure was judged as resulting primarily from either an enabling or triggering cause. Figure 2.2 shows an overview of the principle failure causes as identified in these three surveys; five categories of enabling causes –

---

**Figure 2.2**

Classification of failure causes for 247 failure cases compiled from Hadipriono (1985), Hadipriono & Diaz (1988), and Wardhana & Hadipriono (2003); 346 failures due to natural disaster and deterioration/obsolescence are excluded.
deficiencies in design, detailing, construction, maintenance, and use of materials – were considered. Based on this data, 36% of the failure cases were associated with enabling causes while 61% with a result of triggering causes. These results exclude 346 failures due to natural disasters (e.g., earthquakes, storms, fires, and floods) and deterioration/obsolescence such as to isolate what the authors considered human-induced deficiencies from act-of-God natural events (Wardhana & Hadipriono, 2003). A more detailed overview of the specific causes of failure from external (triggering) causes is thus provided in Table 2.6, based on the third survey, which includes all 503 failure cases. The most frequent external cause of bridge failures was hydraulic action (usually scour) followed, in succession, by collisions and overloading of the structure; other external causes included fires, ice and earthquakes.

Table 2.6
Classification of failure causes for 503 bridge failures in U.S. (Wardhana & Hadipriono, 2003)

<table>
<thead>
<tr>
<th>Failure cause</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triggering causes (external)</td>
<td></td>
</tr>
<tr>
<td>Hydraulic action (scour, debris, drift, other)</td>
<td>53%</td>
</tr>
<tr>
<td>Collision (truck, ship, train, other)</td>
<td>12%</td>
</tr>
<tr>
<td>Overload</td>
<td>9%</td>
</tr>
<tr>
<td>Other (fire, ice, earthquake, etc.)</td>
<td>10%</td>
</tr>
<tr>
<td>Enabling causes (internal) – see Figure 2.2</td>
<td>13%</td>
</tr>
<tr>
<td>Other (NA)</td>
<td>4%</td>
</tr>
</tbody>
</table>

Table 2.5
Primary causes of structural failures for 604 failure cases (Eldukair & Ayyub, 1991)

<table>
<thead>
<tr>
<th>Primary cause</th>
<th>Frequency†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inadequate load behavior</td>
<td>45%</td>
</tr>
<tr>
<td>Inadequate connection elements</td>
<td>47%</td>
</tr>
<tr>
<td>Reliance on construction accuracy</td>
<td>2%</td>
</tr>
<tr>
<td>Errors in design calculations</td>
<td>3%</td>
</tr>
<tr>
<td>Unclear contract information</td>
<td>24%</td>
</tr>
<tr>
<td>Contravention of instructions</td>
<td>22%</td>
</tr>
<tr>
<td>Complexity of project system</td>
<td>1%</td>
</tr>
<tr>
<td>Poor construction procedure</td>
<td>54%</td>
</tr>
<tr>
<td>Unforeseeable events</td>
<td>7%</td>
</tr>
</tbody>
</table>

† indicates the percent of cases where the cause was identified – some cases had multiple causes hence the sum is over 100%
In the study conducted by Eldukair & Ayyub (1991) – which included 604 failure cases, 128 of which were bridges – the varying conditions surrounding failure and the causes contributing to their occurrence were investigated from a number of perspectives. As such, the results were presented in a number of different, sometimes confusing, ways (3 figures and 16 tables); only a select few of these will be reproduced here. To start, investigations of the adverse conditions surrounding the building process found that technical errors – during the planning, design, construction, and operation phases – were identified as having occurred in 78% of the failure causes. Errors in management practices (deficiencies in work responsibilities, communication processes and work cooperation) as well as adverse ‘environmental’ effects (political, financial, or economic pressures, as well as weather conditions) were also identified in 40% and 56% of the cases, respectfully. Deficiencies in the material of the failed elements of the structures and ‘human errors’ by participants (e.g. architects, structural engineers, inspectors, contractors) were also identified as significant factors which adversely affected successful performance of the different phases of the building process.

Apart from the aforementioned ‘sources or error’, Eldukair & Ayyub (1991) also provided distinct causes of failure. These were divided into two main categories: primary and secondary causes. The prior referred to causes that, if independently occurring, would result in failure, while two or more secondary causes must be present for failure to occur. In presenting their results, Eldukair & Ayyub identified multiple causes attributable to each failure case; an overview of the primary causes of failure for all 604 failure cases is shown in Table 2.5. The majority of the failure cases were attributable to poor erection procedures (54%); evidence of this is provided by the frequency of incidents involving inadequacy of load behavior (45%) and connection elements (47%). For the failure cases involving bridge structures, the most common causes were attributed to financial constraints associated with maintenance and inspection programs (52%), fatigue loading (45%) as well as wind loading effects (43%); just how these causes were connected with those presented in Table 2.5 was not discussed. The first cause mentioned, related to deficiencies of maintenance and inspection programs, may be linked with failures resulting from hydraulic action and specifically scour of bridge foundations; considering this was such a prominent type of bridge failure at the time (see, e.g, Table 2.6 or Figure 2.3).

In contrast to the study by Eldukair & Ayyub (1991), where an (over) abundance of results regarding the failure cases was presented, Shirole & Holt (1991) provided only a brief summary of the failure cases differentiated according the failure mode; this summary is reproduced in Figure 2.3. Observe the similarities with these results and those presented by Wardhana & Hadipriono in Table 2.6. It is obvious from these results that hydraulic actions and collisions to bridges are risks not to be taken lightly.

---

7 The relationship between ‘failure causes’ and ‘sources of error’ were not fully explained by the authors of the study; according to this author, the two concepts appear interchangeable.
The final survey in Table 2.1 was a book by Scheer (2010) which included a survey of 536 bridge failure cases. These cases were presented in separate chapters with heading as shown in Table 2.7; information regarding each failure case was compiled in a number of tables located in each chapter. Detailed information was provided for 440 (82%) of the failure occurrences; this included the failure year, the location and type of bridge, a description of the failure occurrence and its causes, as well as the number of casualties. Figure 2.4, for example, shows the frequency of different failure causes for bridge failures belonging to the category *Failures in service without external action*. The results presented by Scheer (2010) are different from the previous studies as more background information is provided for individual failure occurrences; either directly in the text or by providing references to original source material. While such types of failure surveys are not uncommon in the published literature (see, e.g., Sibly & Walker, 1977; Collings, 2008; Åkesson, 2008) it is uncommon that such a vast number of cases are contained within the same study.

---

8 ‘External actions’ in this case would refer to collisions from ships and other traffic, flooding or other hydraulic actions, fire/explosions or seismic activity – i.e. the remaining categories in Table 2.7 excluding the first and last
Table 2.7
Failure categories for 536 bridge failures from Scheer (2010)

<table>
<thead>
<tr>
<th>Failure categories</th>
<th>No. of cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure during construction</td>
<td>125</td>
</tr>
<tr>
<td>Failure in services without external action†</td>
<td>142</td>
</tr>
<tr>
<td>Failure due to impact of ship collision</td>
<td>64</td>
</tr>
<tr>
<td>Failure due to impact from traffic under the bridge</td>
<td>19</td>
</tr>
<tr>
<td>Failure due to impact from traffic on the bridge</td>
<td>26</td>
</tr>
<tr>
<td>Failure due to flooding, ice floes, floating timber and hurricane</td>
<td>54</td>
</tr>
<tr>
<td>Failure due to fire or explosion</td>
<td>26</td>
</tr>
<tr>
<td>Failure due to seismic activity</td>
<td>6</td>
</tr>
<tr>
<td>Failure of falsework</td>
<td>74</td>
</tr>
</tbody>
</table>

† see footnote on previous page

Figure 2.4
Summary of causes for 107 bridge failures in service without external action (Scheer, 2010)
2.2.2 Consequences of failures

The consequences of structural failures, if mentioned at all in failure surveys, are usually reported in terms of human casualties and possibly also the economic costs associated with failure. If a failure leads to an injury or fatality then such cases are much more likely to be reported while cases with only financial losses may not be reported for fear of reprisals. Understanding the consequences of failure is, however, an integral part of understanding the risks associated with the building process. As was mentioned in Section 2.1.1 the consequence of a failure is a measure of failure severity; taken together with the causes discussed in the previous section, these provide the context from which failure risks can be understood. Comparing failure data without considering the consequences associated with the failure can thus be misleading. A number of failures leading to distress or minor local damages can be overshadowed by a single catastrophic failure leading to a number of human casualties and high financial losses. The nature of failure reporting is such that failures with higher consequences are more likely to be reported and the amount of resources expended towards investigations and inquiries is invariably linked to the severity of these consequences.

Of the failure surveys presented in Table 2.1 only a few presented data relating to the consequences of the failures. In the study by Smith (1976), 30 of the 143 failure cases had reported casualties associated with them; see Figure 2.5. It should be noted that three of these failure occurrences resulted in about the same number of fatalities as all the remaining 27 cases combined. These are well documented cases: the first collapse of the Quebec Bridge during construction in 1907 which resulted in the deaths of 75 workmen; the collapse of the Tay Bridge in 1879 during a storm which resulted in the death of all 75 persons onboard a train that was passing over the bridge; and the spectacular collapse of the Ashtabula Railway Bridge in 1876 which resulted in 91 persons losing their lives. The first two of these cases are mentioned in more detail in Section 2.3.1.

The study by Eldukair & Ayyub (1991) determined that for the 604 failure cases studied, a total of 416 deaths and 2 515 injuries occurred. The large number of injuries was mainly associated with the failure of a dam (the Teton Dam failure in 1976, Idaho, U.S.). It was found that, as in the previous study by Smith (1976), the frequency of casualties depended primarily on the severity of the failure rather than the number of occurrences. Of the figures cited, bridge failures accounted for the most number of deaths (23 fatalities); the total number of injuries reported was around 30. In addition to human casualties, an estimation of the total damage cost was made. These estimates were based on direct structural and construction damages as well as equipment and material costs. The estimated damage cost for the bridge failure cases was around 960 million US dollars which was nearly 1/3 of the total direct costs of damage estimated for all of 604 failure cases. The time to recovery – to overcome damages – was also estimated in most cases to be in the range of a few
months to a year; 7-9 months being the most frequent. It was unclear how this last figure was determined and whether it is representative of bridge failure cases. Obviously the amount of time required for recovery will depend on the severity of the failure and, while repairs of localized damages might take a few months, the reconstruction time of a totally collapsed bridge would more likely be in the range of one to a few years.
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**Figure 2.5**
Number of fatalities reported for 30 bridge failure cases (Smith, 1976)
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**Figure 2.6**
Number of fatalities reported for 350 bridge failure cases (Scheer, 2010)
The only other source in Table 2.1 to provide specific information regarding the consequences of the bridge failures surveyed is Scheer (2010). Data was provided for both the frequency of injury as well as the frequency of fatalities. For the 536 failure occurrences studies, a total of 4,349 fatalities were reported in 350 cases while 2,885 injuries were reported in 266 of the cases. The reliability of the second figure is difficult to determine as injuries are less likely to be reported than fatalities; furthermore, the severity of injuries can vary greatly and without this information these data are more difficult to interpret. Figure 2.6 shows the number of fatalities reported for 350 failure cases compiled from Scheer (2010). As with the previous two studies, it can be seen that the number of casualties is related to the severity of the failure and not the number of occurrences. Thus relatively less severe failure cases are more common while only a few failure occurrences (23 cases) had more than 50 casualties. These catastrophic case, however, accounted for over 2,400 fatalities which corresponds to more than 50% of the total number from all cases surveyed.

---

9 Injury severity scales have, e.g., been developed such as the Abbreviated Injury Scale (AIS) for individual injuries and the Injury Severity Score (ISS), based on the AIS, for multiple injuries (http://www.aaam.org/about-ais.html); the maximum AIS, or MAIS, has also been used (Blincoe, et al., 2002) – see also Section 4.4.2.2
2.3 Lessons from failure

One of primary aims of failure data collection is to uncover important lessons to help prevent similar cases from occurring in the future. The dissemination of such data is important for educating practicing engineers as well as students studying engineering at university. There are certainly a number of lessons that can be learned from individual cases of bridge failures. It may, however, not be so simple to disseminate these lessons in a general way. This problem is partly connected with the broader issues related to accident and failure investigations that have been touched upon early – e.g. determining causes of failure. Another problem is with how to effectively communicate these lessons to those involved in bridge construction; education is certainly an important starting point not only for engineering students but also for practicing engineers. The collective pool of engineering knowledge is indeed voluminous, but ensuring this knowledge is effectively distributed and not forgotten is an issue that should not be taken lightly. An interesting case in this regard is that of the behavior of suspension bridges in wind loading. Until approximately the middle of the 1900s, the behavior of such bridges in wind was verified by assuming perfectly static responses. In fact, problems with dynamic behavior of suspension bridge in wind, and even under foot traffic, had been well known prior to the 1900s; see Figure 2.7 (Sibly & Walker, 1977; Collings, 2008). However, it was not until the famed collapse of the Tacoma Narrows Bridge in 1940 that real attention was being paid by
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Figure 2.7
Suspension bridges from 1800 to 2000 that have collapsed, totally or partially, or were otherwise negatively affected as a result of the dynamic effects of wind; cases compiled from failure survey by Scheer (2010) – see also Sibly & Walker (1977) and Collings (2008)
bridge engineers in dealing with the dynamic behavior of suspension bridge in winds. Some 60 years later, in 2001, another famous suspension bridge, the London Millennium Footbridge, began experiencing dynamic problems, this time associated with the lateral response of the bridge to crowd loading. Interestingly, the type of behavior experienced by the bridge was not completely known at that time. For example, dynamic excitations of this type had been recorded on a bridge in Japan almost a decade earlier and these results had been published in a journal of earthquake engineering (Fujino, Pacheco, Nakamura, & Warnitchai, 1993). Unfortunately, this information had not been uncovered by the designers of the bridge (Dallard, Fitzpatrick, & Flint, 2001).

In the next section, some examples of historical bridge failures will be described which have had a direct impact on the advancement of engineering knowledge and thus highlight the significance that learning from failures has had on the engineering profession. Afterwards, a number of general lessons from failures will be presented.

### 2.3.1 Historical bridge failures and their lessons

As has been mentioned in previous sections, the study of structural failures can also help to further develop engineering knowledge (Blockley & Henderson, 1980). In the case of bridge structures, a number of historical bridge failures can be identified illustrating this point. Some prominent examples will be mentioned and discussed in more detail. The descriptions that follow are mostly based on the following sources: Sibly & Walker (1977), Collings (2008), and Åkesson (2008). In Figure 2.8 photographs and illustrations are provided for three of these cases.

#### The Menai Suspensions Bridge

A chain suspension bridge designed by Thomas Telford and built in 1818-25 experienced considerable vibrations of the timber deck and chains due to the strong winds in 1825-6; the bridge deck was consequently stiffened to counteract the vibration problem. In 1839 a severe storm damaged the bridge after the previous stiffening works had worked loose, and ultimately, in the 1940s, the bridge had to be reconstructed with a deep stiffening truss. Telford’s experience is thought to have influenced his contemporaries, including Isambard K. Brunel. In fact, it would not be for another hundred years that a suspension bridge – the Tacoma Narrows Bridge – failed due to vibrations from wind loading.

#### The Dee Railway Bridge

Designed by Robert Stephenson and built in 1845-6, the Dee Railway Bridge was a cast-iron compound truss with wrought iron ties intended to limit the tensile stresses in the brittle cast-iron beam. The bridge is thought to have failed as a result of lateral
torsional buckling\textsuperscript{10} of the girder as a train crossed over in 1847 resulting in 5 deaths and 18 injuries – see Figure 2.8. Although the Royal Commission investigating the failure could not agree on its cause, the use of trussed cast-iron girders ceased and those in service were strengthened.

**The Tay Railway Bridge**

Designed by Thomas Bouch and built in 1871-8 the Tay Railway Bridge was, in 1879, partially destroyed during a severe storm as a train was passing over the bridge; 75 people died as a result. The bridge consisted of 85 riveted wrought iron truss spans, 13 of which were 75m high spans to allow the passage of ships – 11 of these spans collapsed during the storm (see Figure 2.8). The most likely cause of the collapse was the poor design of the bridge with regards to wind loading. It was the responsibility of the designer to prescribe values of wind loading and the figure used by Bouch – 0.44 kPa or about 3.6 times less than the estimated overturning load that led to failure of the bridge – was by no means unreasonable at that time. However, the Court of Inquiry found a scapegoat in Bouch and he was blamed for the collapse – he died shortly thereafter. The design of the Firth of Forth Bridge was directly influenced by this disaster as a design wind pressure of 2.5 kPa was specified by the British Board of Trade. This was criticized as an overreaction by many at that time – including Theodor Cooper, who oversaw the design of the Quebec Bridge which will be described next.

**The Quebec Bridge**

The Quebec Bridge was going to be the longest cantilever bridge in the world when, in the summer of 1907, it suddenly collapsed during construction killing 75 workmen. The bridge was designed under the supervision of the prominent American bridge engineer Theodore Cooper. The triggering cause of collapse was instability of a compressive steel (lattice) strut near the support of the bridges southern approach span. There were a number of enabling causes that contributed to the disaster including: errors in calculations, an unusually high permissible stress, underestimated dead loads, lack of communication and over-confidence placed in the aging Cooper\textsuperscript{11} – in his late 60s at the time of collapse – who oversaw the design but very rarely visited the bridge site. After the collapse, attention was directed towards the problem of instability of built up columns of the type that failed – a problem which was not well understood prior to the collapse.

\textsuperscript{10} This is just one theory explaining the failure of the Dee Bridge; Åkesson (2008), e.g., refutes that lateral torsional buckling could be a cause on basis that (1) the bridge had survived six months of service without incident and (2) the inherent stability of the girder (an upside down T-profile loaded on its flange) to resist the lateral deformation would have precluded this type of failure. An alternative theory for the cause of failure includes brittle fracture from fatigue.

\textsuperscript{11} Cooper’s involvement in the case was said to have created a ‘false feeling of security’ (Åkesson, 2008)
The Tacoma Narrows Suspension Bridge

Designed by Leon S. Moisseiff in 1938, the Tacoma Narrows Bridge collapsed in 1940 just a few months after opening as a result of wind-induced oscillations which, over a period of a few hours, finally led to the progressive collapse of the bridge deck. The significance of this event is well documented and can be briefly summarized by quoting Theodore V. Kármán, who sat on the federal committee chosen to investigate the cause of the collapse: “…the sessions…ended with most of the committee convinced of the worth of aerodynamic effects caused by wind and this omission in its design was the reason for the collapse.” (Karman & Edson, 1967, p. 214). After the failure of the Tacoma Narrows Bridge, much research effort was put towards studying the aerodynamic stability of suspension bridges. In addition, wind tunnel testing became a common practice in the design of long-span suspension bridges; many existing bridges at the time, including the Golden Gate Bridge, were tested in wind tunnels to verify their aerodynamic stability.

The London Millennium Footbridge

Designed by Foster and Partners, together with Arup, the London Millennium Footbridge is a suspension bridge over the River Thames with an unusually shallow cable sag. The bridge closed just a couple of days after opening in June 2000 as a result of lateral movements (excitation) of the bridge under crowd loading. The retrofit of the bridge, through installation of viscous dampers and additional dead weights to counteract the vibrations cost over £5m and the bridge finally reopened in early 2002 (Blockley, 2010, pp. 1-8). The vibration phenomenon that led to closure of the bridge has since been termed synchronous lateral vibration (Dallard, Fitzpatrick, & Flint, 2001). Further research into pedestrian bridge dynamics has continued ever since and the installation of damping devices for long-span light footbridges is now commonplace as a strategy for avoiding vibration problems.
Figure 2.8
(top) Illustration of Dee Bridge disaster – from The Illustrated London News, (middle) illustration of search for survivors after collapse of Tay Bridge, and (bottom) photograph of Tacoma Narrows Bridge at time of collapse (all images in public domain – downloaded from https://common.wikimedia.org)
2.3.2 General lessons from failures

The previous section highlighted the importance that failures have had on the development of engineering knowledge and practices by referencing some historical bridge failures. Apart from these spectacular cases, there are also general lessons that can be learned based on the results of failure surveys. The following is a list of lessons, or rules, compiled based on the failure surveys presented in previous sections as well as from information provided in the published literature (Pugsley, 1966; Feld, 1968; Kaminetzky, 1991; Wood, 2012). Focus is kept on the engineering design aspects of the building process while lessons pertaining to the construction and utilization phases are left out; the list is in not sorted in any particular order:

- During design, it is important to consider what happens to the structure when it is constructed/erected, not just during service
- Be wary of ‘common-cause failures’ which could affect a number of structural components (e.g. design flaws affecting multiple members)
- Ensure there is an adequate level of quality assurance and teamwork both on-site and in the design offices – avoid working alone as something could be missed
- Consider actions outside the conventional sphere of structural design – such as scour or aerodynamic phenomena – and work together with professionals outside traditional structural or mechanical engineering
- Be wary of the dangers inherent with ‘on-the-go’ changes in design concepts and make sure that, if such changes do occur, provisions have been made to verify they work and result in a safe structure
- Be wary of your assumptions
- Be wary of time constraints, or constraints of other resources, as a result of external pressures
- Refinement of approaches to calculations of load effects and structural responses often do little to reduce the risk of failure
- Be wary of too much complexity (in codes, calculations, structure, etc.) as this increases likelihood of errors
- Understand the limitations of existing design/construction methods
- Be wary of the pitfalls of extrapolation – what worked before may not work if some parameters are changed (e.g. span or other dimensions increased, etc.)
- Be wary of blindly relying on computers or other technologies – in cases where you are unsure, try and verify the results in some other way; basic understanding is paramount
- Try to incorporate fail-safe designs to account for unforeseen circumstances
- Investigate a number of different conceptual solutions instead of just focusing on optimization of individual structural components
- Understand the importance of institutional and procedural mechanisms to ensure a successful project – make sure to coordinate efforts between
different stakeholders involved (e.g. between design parties and on-site personnel)

- Be more careful in cases where the project is innovative, complex or unusual (ICU) (Wood, 2012); untested technical solutions should be treated with utmost care to minimize the potential for failures
- Each generation of engineers should learn the ‘history so far’ so as not repeat past mistakes and the lessons these provided
- Investigations of ‘low probability’ events are also important and one should be careful when neglecting some hazard as simply unlikely

Another issue that will be briefly mentioned here involves potential problems arising inadvertently as a result of changes of design practices that were implemented in reaction to failures – e.g., some of those mentions in Section 2.3.1. These changes may in some instances be counterproductive as they are, in themselves, untested. The collapse of the West Gate Bridge in Melbourne in 1970 and problems with wind loading of the Severn Bridge in the 1970s will be mentioned here as examples; refer to Åkesson (2008) or Wood (2012).

The West Gate Bridge was a steel box girder bridge which collapsed during construction in 1970 killing 35 persons. The bridge was constructed using bolted connections between the different sections of the bridge deck, a practice that was uncommon for steel box girder bridges of the time. This construction method was specified because of the problem associated with brittle fracture of welds in previous box-girder bridges; the collapse of the King Street Bridge a decade earlier is said to have directly influenced this decision (Wood, 2012). An unintended result of choosing bolted connections was its reduced resistance to local buckling as a result of the lower stiffness of the bolted connections as well as the eccentricities these connections introduce in terms of load transfer. These issues were significant contributing factors in the collapse of the bridge (Royal Commission, 1971).

The second case is the Severn Bridge, completed in 1966, which experienced unique problems associated with wind loading in the 1970s. The bridge was designed with an innovative streamlined aerodynamic deck to reduce drag and wind loading. As has already been mentioned, such practices became more common after the collapse of the Tacoma Narrows Bridge in 1940. While this certainly helped alleviate problems that were associated with the aerodynamic behavior of suspensions bridges such as the Tacoma Narrows, it inadvertently introduced a previously unseen risk. In this instance what had been overlooked was the fact that the streamlined deck significantly increased the wind speed across the deck; this resulted in a number of empty trucks overturning in high winds (Wood, 2012). It was found that such events could lead to scenarios where the bridge was congested during rising winds as a result of an overturned truck blocking the flow of traffic – with no way to clear the deck before peak gusts. This design situation was not considered in design as it was argued that extreme wind loading of the deck could not occur in tandem with high loading of the deck; as there would be no traffic on the bridge. Over twenty years later, the lesson
was learnt and high wind shielding of traffic was introduced for long span UK bridges to reduce traffic disruption by high winds (Wood, 2012).

2.4 The role of risk and uncertainty in structural engineering

The previous sections have highlighted the important role that structural failures have had in the advancement of engineering knowledge and design practices. The lessons learned from previous structural failures and near misses can aid with improving future practices by producing safer structures and better controlling risks in engineering design, construction and operation. If a failure occurs, attempts are made to ensure similar incidents do not reoccur or at least put a system in place for dealing with the aftermath if such failures cannot be prevented. Such efforts, coupled with cases of litigation – or the threat of litigation – in the aftermath of failures, have led to the development of the field of ‘forensic engineering’ (see, e.g., Carper, 2001). However, investigations of failures are only partially effective in addressing the issue of attaining, and maintaining, better safety performance of structures. Failure investigations\(^{12}\) have been criticized for their reactive nature as well as for the lack of learning potential they provide (see, e.g., Stoop & Dekker, 2012). To start, this approach, of achieving success by learning from failure, is not ideal from an ethical standpoint as it favors a reactive as opposed to a proactive development of risk control in engineering design; i.e. the former requires the initiation of failure to instigate change while the latter actively seeks ways with which to prevent failure from ever occurring in the first place. Shirole & Holt (1991) mentioned this issue in relation to bridge management strategies and the efforts taken in response to bridge failures; e.g., retrofits and upgrades of existing structures. In addition to their reactive nature, the effective learning potential of failure investigations has also been questioned by researchers (see, e.g., Hollnagel, 2008; Cedergren & Petersen, 2011; Stoop & Dekker, 2012). These investigations may only tell one part of the story and this is highly influenced by the manner with which the investigation is conducted, including: what is (and is not) considered (i.e. the overall scope); the assumptions made; and conceptions regarding causality. Thus while failure investigations, and forensic engineering as a whole, are certainly effective means of reducing risk and improving safety, a complementary proactive safety management approach is warranted. In the context of designing structures, such an approach requires that failures are either predicted beforehand and safeguards are built into the structural

---

\(^{12}\) The term ‘failure investigation’ as it’s used here covers any type of ‘forensic engineering investigation’; i.e. ‘accident investigation’ – which is commonly used by transport authorities – or ‘failure analysis’ – which is associated with the investigation of modes and mechanisms of failure; see, e.g., Brown (2007).
system (i.e. direct or indirect design for specified failure scenarios) or that provisions are in place for dealing with failure situations such that their effects are minimized. The overbearing issue in either case is in dealing with risks and uncertainties in a decision-making context; i.e. in design. The following definition of structural engineering, taken from the Institution of Structural Engineers official journal *The Structural Engineer* highlights the challenges faced by structural engineers in their task of designing safe structures in light of risk and uncertainty:

Structural Engineering is the Art of moulding materials we do not wholly understand into shapes we cannot precisely analyse, so as to withstand forces we cannot really assess, in such a way that the community at large has no reason to suspect the extent of our ignorance.

Dr. A R Dykes (1976) as quoted by Schmidt (2009)

The next chapter of this thesis provides an overview of the role that engineers play in the process of creating safe structures. The concept of engineering design and of structural safety is also be discussed and reviewed.
3. Principles of engineering design

From the point of view of modern science, design is nothing, but from the point of view of engineering, design is everything. It presents the purposive adaptation of means to reach a preconceived end, the very essence of engineering.

Edwin T. Layton, Jr. (1976, p. 696)

3.1 Introduction

Design is central to engineering; it is the unique, essential core of the human activity called engineering (Koen, 2003). Harris (1975) described engineering design as ‘the determination of what is to be built and the preparation of the instructions necessary for building it.’ The process of design is one of decision making, involving a number of sometimes conflicting objectives including function, economy and safety. Engineering design utilizes engineering knowledge and experience to provide a description and justification of a proposed design while adhering to constraints set, e.g., by building regulations, time constraints, costs and client’s requirements (Addis, 1990). The exact manner in which this procedure is carried out, and the resulting design, will greatly depend on the engineer(s) and his or her (or their) knowledge and experience. In this regard, the importance of engineering judgment, imagination and creativity in problem solving as skills of an engineer should be highlighted (Blockley, 1980; Harris, 1980; Addis, 1990; Vincenti, 1990; Ferguson, 1992; Davis, 2012).

An integral part of engineering design is safe-sidedness; or intentional conservatism to ensure there is a margin of safety against failure. This practice exists to counterbalance the uncertainties inherent in the design and to provide some leeway for treating the risks associated with failure; building practices throughout history have been driven by this practice. In those early times of human civilization it is likely that master builders were driven by experience and, as has been mentioned in the previous chapter, by lessons of past failures. While failures almost certainly played an important role in the historical evolution and advancement of engineering design, the development of rational approaches for evaluating the behavior of structures would gradually begin to replace reliance on precedence and learning from trial and error. One of the earliest documented works on the strength and dynamics of materials was
published in 1638 by Galileo Galilei entitled *Dialogues Concerning Two New Sciences*. In it, Galileo set the precedent for what would later become beam theory – with later contributions from the likes of Navier and his contemporaries. Galileo’s study of the fracture of a cantilever beam\(^ {13} \) is often cited in books on the history of engineering theory, see Figure 3.1. For a more thorough review of the early history of the theories in structural engineering, refer to, e.g., Todhunter & Pearson (1893), Timoshenko (1953), or more recently, Kurrer (2008).

At this point an important distinction will be made between what will be referred to as engineering science and engineering design. These terms are borrowed from Addis (1990, p. 36) and can be summed as follows (underline added):

Engineering science has aims ... [of] understanding and explaining the world ... [making] use of theories to explain observed phenomena and involve[ing] controlled laboratory experimentation in testing hypotheses. Engineering design, on the other hand, is concerned primarily with the production of artefacts in conditions much less under control than those of the laboratory and with much less complete data.

\(^ {13} \) It is also well known that Galileo’s false proposition of uniform tension at the base of the cantilever results in a load three times larger than the actual breaking (Timoshenko, 1953).
This distinction is important as the historical development of engineering design focuses on the activities undertaken by the engineers (or master-builders or architects) when they designed their works and not on theories of structural behavior. Blockley (1980) makes a similar distinction and refers to engineering scientists as applied scientists working in engineering; i.e. engineers who believe their discoveries erode traditional heuristic-based engineering knowledge. Although science, and the scientific method, is a powerful tool in the engineers’ arsenal it is by no means the only one, nor is it the most significant (Vincenti, 1990; Koen, 2003; Davis, 2012). A distinction between engineering and science that is often made is that the former is preoccupied with ‘knowing-how’ while the latter concerns itself with ‘knowing-that’ (Blockley, 1980). The acquisition of ‘truth’ (or ‘facts’) for its own sake is not of direct concern to the engineer in the same way as it is for the scientist; in fact, the term ‘truth’ as such has little meaning for the engineer (Koen, 2003). One issue with approaching (structural) engineering as a purely ‘applied science’ is that engineering judgment and other types of engineering knowledge that cannot easily be discerned using scientific principles are depreciated; these less ‘rational’ facets of the engineering approach are critical for successful application of the engineering method. A quote from Davis (2012, p. 789) helps highlight this issue:

One who otherwise knows what engineers know but lacks ‘engineering judgment’ may be an expert of sorts, a handy resource much like a reference book or database, but cannot be a competent engineer.

The judgment/theory duality is significant especially as it relates to the development of engineering practice where more recent historical trends have been to supplant previously empirically centric knowledge with rationalized theories such as to decrease the collective ‘factor of ignorance’ – see factor of safety in next sections (Blockley, 1980; Addis, 1990). The issue with this trend is that it can downplay the role that uncertainty has in engineering design and engineering decision-making in general. Consider, for example, the theory/practice duality which is so often made by scientists and engineers alike (Addis, 1990). Higher levels of confidence are sometimes placed on ‘theoretical’ (or scientific) as opposed to ‘practical’ (or pragmatic) issues in engineering; a general reflection of the cultural milieu of scientific rationalization (Shapiro, 1997). This is interesting conceptually as ‘real-world’ engineering problems are ill-structured, far from the ‘ideal’ circumstances usually assumed in theoretical enquiry (see, e.g., Jonassen, Strobel, & Lee, 2006; Gainsburg, Rodrigues-Lluesma, &

---

14 Addis (1990) provided some overview of the history of engineering design and its development – from Greek and Gothic design to plastic design procedures – using the Kuhnian philosophy of paradigm shifts (see Section 2.1).

15 The conceptual ambiguities associated with this dualism have been discussed by Addis (1990).

16 Ill-structured problems have ‘vaguely defined or unclear goals and unstated constraints; they possess multiple solutions and solution paths or no consensual agreement on the appropriate solution; they involve multiple criteria for evaluating solutions; they possess no explicit means for determining appropriate actions or relationships between concepts, rules, and principles that are used; and they require learners to make judgments and express personal opinions or beliefs about the problem and defend them.’ (Jonassen, Strobel, & Lee, 2006)
Bailey, 2010; Trevelyan, 2010). 'Ideal' in this case refers to how the world should behave such that it fits in nicely with the theories that are constructed – and the models these produce – while the way the world is actually behaving may be something else entirely. A related issue in this context is the common belief that increased sophistication in modeling approaches leads to greater accuracy. Zadeh (1973) pointed out the fallacies of this notion – especially as it is applied to more and more complex systems – with his principle of incompatibility:

As the complexity of a system increases, our ability to make precise and yet significant statements about its behavior diminishes until a threshold is reached beyond which precision and significance (or relevance) become almost mutually exclusive characteristics.

In other words, the notion that increased refinement and sophistication leads to more accuracy is not necessarily the case. In fact, the opposite may be true; i.e. increasing the sophistication of a predictive model may be counterproductive as it does not provide meaningful information. The principle of consistent crudeness illustrates this issue in regards to engineering models (Elms, 1985; Elms, 1999):

The quality of the output of a model cannot be greater than the quality of the crudest input or of the model itself, modified according to the sensitivity of the output to that input.

The preceding discussion highlights some of the issues related to engineering design and in distinguishing engineering from ‘applied science’. In the next section, the design process is briefly described.

### 3.1.1 Design process

There are a number of ways to describe the design process; these may view design from different perspectives. A common way is to distinguish between different stages of a construction project. Using this approach, the design process can be broadly divided into two main phases: (1) the conceptual design and (2) the detailed design stages; see Figure 3.2. In addition to these design-centric activities, the construction process for a new bridge structures will also include an initial planning phase – prior to or in conjunction with the conceptual design – as well as the construction phase – following the detailed design phase in which the structure is to be built. The planning and construction phases will not be discussed further in this thesis.

During the conceptual design phase multiple technical solutions, or design alternatives, may be proposed based on the initial design constraints and specifications for the construction project. The solutions themselves will not be very detailed and may only include brief descriptions regarding the overall structural concept for the bridge structure; e.g., a cable-stayed or a suspension bridge. Each of the proposed technical solutions is then compared based on some predetermined criteria and an
The conceptual and detailed design phases should not, in principle, overlap. Detailed design is usually not carried out until a definitive technical solution has been chosen. The same, however, may not be true of the construction phase and detailed design phase or the planning phase and conceptual design phase. Figure 3.2 relates to the evolution of the design process as it relates to the choice of technical solution. Other, possibly interrelated, aspects of the bridge project, such as human resource management or life cycle management, are not considered.

The role of uncertainty and risk in the design process has been mentioned briefly in previous sections. The next section will discuss this issue in more detail, including the development of concepts related to the safety of structures and how these concepts have been, and are being, utilized in the process of engineering design.

---

17 Bridges are usually publically owned and decisions regarding the construction of new bridge and the management of existing bridges is the responsibility of regional or national governmental authorities; e.g. the Swedish Transportation Authority are responsible for the planning, construction and maintenance of publicly owned road and rail infrastructure in Sweden.
3.2 Controlling risks in engineering design

The concept of a ‘safe structure’, or ‘safety’ in engineering design, has likely existed every since humans started manipulating the forces and objects in nature for their own ends; a desired characteristic of all structures is that they should be ‘safe’. In the context of engineering design of structures, safety is intimately related to risk control. The design of a bridge, or a structure in general, is considered more safe if the (perceived) residual risks are kept at a minimum. To achieve the reduction of risk, and to provide assurances to the stakeholders involved that safety is in fact achieved, a system of risk control is put in place. This system of risk control has, historically, been based on engineering ‘heuristics’ and the concept of design conservatism (Elms, 1992). The choice of building materials and methods of construction were aided by past experiences – of successes and failures – coupled with conservative design choices and assumptions to counter-act uncertainties. This approach has, in the past 60 years or so, been supplanted by rationalized approaches to structural safety. The next sections will discuss generally the concepts of safety, risk, and uncertainty, and how these tie in with engineering design. This is followed by a brief history of methods for risk control in engineering design prior to and including the advent of modern rationalized approaches; i.e. structural reliability theory (SRT). Finally, SRT is outlined in more detail followed by an overview of modern design codes and how these codes are formulated such as to treat risks in engineering design.

3.2.1 Safety and risk

Safety as a concept is commonly understood without any reference to a formal definition; or at least this assumption appears tacitly made when many researchers discuss issues relating to safety. In structural engineering, safety is commonly viewed from a human viewpoint; i.e. are structures safe for humans (Pugsley, 1951). The Joint Committee on Structural Safety (JCSS) defines safety in a similar way as most English language dictionaries: ‘the state of being protected against hurt or injury, freedom from danger or hazard’ (JCSS, 2008). Some other common definitions of safety have been reviewed by Aven (2014). Hollnagel (2014a) pointed out that many definitions of safety are in fact defining un-safety rather than safety as reference is made to the absence of something going wrong rather than the presence of something going right. This insight is practically meaningful as any measure of safety can only be determined in un-safe situations while no such measure can exist in perfectly safe ones.

---

18 Heuristics is ‘anything that provides a plausible aid or direction in the solution of a problem but is in the final analysis unjustified, incapable of justification, and potentially fallible.’ (Koen 2003)
19 The JCSS is a committee in the field of structural reliability and risk founded in the early 1970s with the aim of improving general knowledge in structural safety (http://www.jcss.byg.dtu.dk)
20 For a thorough conceptual analysis of safety, see Möller, Hansson & Peterson (2006)
situations. This understanding of safety is mirrored in the way with which safety has been treated by engineers in the process of designing structures such as bridges where focus has been on preventing failure as opposed to ensuring success – e.g., by verification of satisfactory performance for given identifiable modes of failure. The reason for this type of thinking becomes quite obvious when considering the significant impacts that failures have had on the progress of engineering design as discussed in previous sections. It should, however, be mentioned that alternative definitions of safety, with focus on achieving successes, have been put forth. Hollnagel (2013), for example, introduces the concept of ‘Safety-I’ and ‘Safety-II’ to reflect the two aforementioned perspectives of safety – as absence of the unsafe or presence of the safe -- and discusses the implications that these perspectives have on safety management. The concept of safety as ensuring success has been used, for example, in resilience engineering (Hollnagel, 2014b).

In structural engineering, safety — or more specifically safety of structures — is intimately tied to the concept of risk and risk control. In fact, another common definition of safety is: ‘the inverse, or antonym, of risk’\(^{21}\). Thus lower levels of risk equate to higher levels of safety (Möller, Hansson, & Peterson, 2006; Aven, 2009). But how is risk defined and understood? Unsurprisingly, there are also various definition and interpretations of risk available in the literature.\(^{22}\) Rowe (1977), for example, defined risk generally as ‘the potential for realization of unwanted, negative consequences of an event.’ It is easy to see the connection with this definition and the definition of safety given earlier. In an engineering context, risk is commonly characterized as a measurable property (although not necessarily numeric). However, many definitions of risk do not make a distinction between risk as a concept and of how this concept is measured (Aven, 2012). Conceptually, for example, risk has been defined as a combination of consequence and uncertainty. Common quantitative definitions of risk, on the other hand, are expressed in terms of probabilities (or likelihoods) and consequences; sometimes expressed as the product of the two – i.e. expected loss (JCSS, 2008):

\[
R_E = p_E \cdot c_E
\]

Equation (3.1) defines the risk of an event \(E\) -- e.g. a car crash or earthquake -- as the probability it will occur \(p_E\) multiplied with the associated consequence \(c_E\). In this case, the consequence and the associated risk are represented by numeric values; common units of measure include monetary units (e.g. Swedish SEK or Euros) or the number of human fatalities. This definition can be extended to consider activities in which different risk scenarios – i.e. combination of adverse events – are considered. The

\(^{21}\) Some researchers argue that this definition of risk is misleading (Möller, Hansson, & Peterson, 2006) while others have pointed out that it will depend on which definition of risk is used (Aven, 2009)

\(^{22}\) An overview of some definitions of risk available in the published literature is provided by Aven (2012)
total risk is then represented by the sum of risk contributions from each scenario that is considered:

\[
R = \sum_{i=1}^{n} p_i \cdot c_i \tag{3.2}
\]

In practice the number of scenarios considered is usually limited to those judged to be the most significant for the decisions being made.

Others have defined risk in terms of the practices associated with its assessment. Kaplan & Garrick (1981), for example, defined risk by expanding on the fundamental concepts of risk analysis\textsuperscript{23} which consist of providing answer to the following:

i. What can go wrong?
ii. How likely is it that it will happen?
iii. If it does happen, what are the consequences?

They then formulated a definition of risk as a list of answers to these questions. Thus risk is mathematically given as the ‘set of triplets’ representing all possible outcomes, or scenarios, possibly leading to negative consequences:

\[
R = \{ < s_i, p_i, c_i > \}, \quad i = 1, 2, \ldots, n \tag{3.3}
\]

where \( s_i \) is a scenario identification or description, \( p_i \) is the probability of that scenario, and \( c_i \) is the consequence or evaluation measure of the \( i \)-th scenario; the number of scenarios considered is denoted by \( n \). The identification and structuring of risk scenarios falls under what has since been referred to as the ‘Theory of Scenario Structuring’ (TSS) (Kaplan, Haimes, & Garrick, 2001; Haimes, 2009).

It should be mentioned that the concept of total, or complete, risk has little meaning since the way in which risk scenarios are identified, structured, and evaluated is subjective and cannot be rationalized in any meaningful way. Risk is, by its very nature, subjective. As such, it is important that the assumptions that underlie any assessment of risk are made transparent for those not involved with its determination and evaluation. While issues related to how risk as a concept is defined and measured are of a fundamental interest, they will not be discussed further in this thesis. For more information regarding theories and application of risk management in engineering, the reader is referred to the dearth of available literature (Stewart & Melchers, 1997; JCSS, 2008; Faber, 2009).

---

\textsuperscript{23} Early developments in methods of probabilistic risk analysis have their origins in the WASH-1400 'Reactor Safety Study' that was produced by the United States Nuclear Regulatory Commission (USNRC) under the guidance of Professor Rasmussen (USNRC, 1975). This report was widely criticized when it was first published; the USNRC published a follow-up report, NUREG-1150, in 1990 (USNRC, 1990).
3.2.2 Uncertainties in engineering

Uncertainties are unavoidable. The central challenge of engineering design is that of making decisions in light of uncertainty. Understanding uncertainty and its role in engineering design, and decision making in general, is thus imperative for engineers. As with terms like safety and risk, there is no definitive interpretation of uncertainty or of how to treat uncertainty. A commonly accepted approach is to interpret and differentiate uncertainties in regard to their type and origin (Faber, 2005). There are varying taxonomies of uncertainty – and its sources – available in the literature (see, e.g., Rowe, 1994; Melchers, 1999; Bulleit, 2008; Kiureghian & Ditlevsen, 2009). Rowe (1994), for example, subdivided uncertainty into four main classes:

1) Metrical – uncertainty and variability in measurement
2) Structural – uncertainty due to complexity, including models and their validation
3) Temporal – uncertainty in future and past states
4) Translational – uncertainty in explaining uncertain results

The following categories of uncertainties were provided by Melchers (1999) in references to structural reliability assessments:

- Phenomenological uncertainty: uncertainty about behavior of structure under construction, service and extreme conditions
- Decision uncertainty: uncertainty arising in connection with the decision as to whether a particular phenomena has occurred
- Modeling uncertainty: uncertainty in (model) representation of physical behavior; between ‘real’ behavior and behavior anticipated by a model
- Prediction uncertainty: uncertainty related to future prediction of the state of the structure
- Physical uncertainty: inherent random nature of a basic variable
- Statistical uncertainty: uncertainty of statistical estimators (e.g. mean or variance) due to lack of data
- Uncertainty due to human factors: uncertainty resulting from human involvement

Although there are a variety of different ways in which to class uncertainties, a distinction is traditionally made between two fundamental types:

**Aleatory uncertainty**— an objective quality relating to inherent natural variability, and

**Epistemic uncertainty**— a subjective quality related to knowledge.
The former, stems from the Latin *aleatorius* or literally ‘about games of chance’ – while the latter stems from the Greek *epistemikos* or ‘having to do with knowledge or understanding’²⁴ (Vick, 2002). In explaining the former, allusions are often made to the uncertainties inherent in throwing dice or of picking colored balls out of a bag. In a structural engineering context aleatory uncertainties can include natural variations in loading (e.g. environmental or traffic loads) or material properties (e.g. the strength of steel from a certain manufacturer). Epistemic uncertainty, on the other hand, is sometimes divided into two sub-categories (Stewart & Melchers, 1997; JCSS, 2001):

- Modeling uncertainty, and
- Statistical parameter uncertainty

Modeling uncertainty is concerned with the ability of a (probabilistic) model to predict the future behavior of a system and may arise, for example, as a result of imprecise or inadequate modeling. Statistical uncertainty relates to the unreliability of the statistical parameters used to describe probabilistic models due to, for example, a lack of data or poor assumptions. A fundamental difference between aleatory and epistemic uncertainty is that the former is considered irreducible while epistemic uncertainty can be reduced by more data collection (evidence) and in general, additional knowledge.

A third type of uncertainty, *ontological uncertainty*, arising from the unknown and unexpected has also been mentioned in the literature (Elms, 2004). Although conceptually it could be argued that this is a form of epistemic uncertainty – as it relates to lack of knowledge – the fundamental difference is that ontological uncertainty is an unknown uncertainty; i.e. the engineer is unaware of its existence until it reveals itself (surprisingly). The implication is that probabilistic methods of analysis may be ill-suited for dealing with this type of uncertainty and other indirect methods may be more appropriate; e.g. quality assurance or pro-active safety management schemes (Elms, 2004). This issue was also brought up by Elms (1999) in discussing generic sources of threats to structural safety or as he put it: ‘ways in which information is incomplete or in error and predictability is compromised’. The so-called *three enemies of knowledge* were given as:

- Ignorance – a lack of knowledge of technical matters of which a designer should be aware, with no understanding that the information is needed
- Uncertainty – essential knowledge is lacking, but its absence is known
- Complexity – which leads to an inability to predict

²⁴ Early ‘theoretical’ concepts of uncertainty and probability were founded in games of chance and the mathematics of gambling – e.g. correspondence between Pascal and Fermat in 1654 or Huygens’ *Calculating in Games of Chance* ca. 1657. However, the concept of probability as reflecting uncertainty of an epistemic sort was also put forward by classical probabilists – e.g. Liebniz’s *De Conditionibus* ca. 1665, Jacob Bernoulli’s *The Art of Conjecturing* ca. 1713, Reverend Baye’s letter to the Royal Society in 1764 or Laplace’s *A philosophical Essay on Probabilities* ca. 1774. For more information refer to, e.g., Vick (2002).
3.2.2.1 Probability as a measure of uncertainty

Uncertainties are formally interpreted and treated mathematically using probability theory. As with the concept uncertainty, there are a number of interpretations of probability; an overview, based on Salmon (1966), has been provided by Vick (2002). In engineering application, two of these interpretations are prevalent:

- **Relative frequency approach:** the probability of an uncertain event is its relative frequency of occurrence in repeated trials or experimental sampling of the outcome.
- **Subjective, degree-of-belief approach:** the probability of an uncertain event is the quantified measure of one’s belief or confidence in the outcome, according to their state of knowledge at the time it is assessed.

These have also been referred to as the *frequentistic* and *Bayesian* interpretations of probability; a third *classical* interpretation is also often mentioned (Faber, 2009). To illustrate the fundamental difference between these, an example will be given: how to express the probability \( P(A) \) that an event \( A \) will occur; this example is adapted from Faber (2009). The *frequentist* interpretation relies on experimental data and would define this probability as the relative frequency of the occurrence of event \( A \) (denoted \( n_A \)) as observed in an experiment with \( n \) trials; in this case the ‘true’ probability can never be known exactly unless \( n \) tends towards infinity:

\[
P(A) = \lim_{n \to \infty} \frac{n_A}{n}
\]  

(3.4)

The *classical* interpretation of probability is similar to the frequentist interpretation in that probability is an objective quality in nature, however, it does not require experimentation to evaluate. Instead, the probability can be determined analytically using probability calculus. The classical approach would then define the probability of event \( A \) as formulated by the following:

\[
P(A) = \frac{n_A}{n_{tot}}
\]  

(3.5)

where \( n_A \) are the number of equally likely ways event \( A \) can occur out of the \( n_{tot} \) equally likely ways in which all possible events can occur. Thus the classical approach only has a solution if an analytical model can be derived for a certain event.

The *Bayesian* interpretation, named after Reverend Thomas Bayes, defines the probability of event \( A \) as one’s degree of belief that it will occur:

\[
P(A) = \text{degree of belief that } A \text{ will occur}
\]  

(3.6)

Thus the probability has a subjective character and will depend on the one who is carrying out the assessment. An important implication of the Bayesian interpretation
of probability is that it encompasses both the frequentist and classical interpretations while also recognizing the possibility for a rational (mathematical) treatment of subjective probabilities\(^ {25} \). The assignment of probabilities may, for example, be based on experience from previous experiments – which is in line with the frequentist interpretation – or by adopting an analytical modeling approach – which is in line with the classical interpretation. Thus the Bayesian interpretation reconciles the objective/subjective\(^ {26} \) duality and provides a rational framework for treating both aleatory and epistemic uncertainties. Furthermore, it helps focus more attention towards the importance of dealing with those aspects of engineering that cannot be objectively rationalized and provides one with a reminder of a broader issue: that conceptualizing uncertainty – a prerequisite for probabilistic inquiry – is ultimately a cognitive process which is by its very nature subjective (Vick, 2002).

### 3.2.3 Historical perspective – safety factors in design

In the past, engineering design has relied heavily on design conservatism and engineering judgment to ensure that the structures that were built were safe and did not fail unexpectedly\(^ {27} \). Advances in building practices and engineering knowledge were largely a result of learning from past failures – i.e. trial and error. The fact that structural safety could not be verified directly in situations which pushed the envelope of contemporary practices certainly dissuaded many from deviating in their approach to building structures; the perceived risk that something should go wrong was too high. Some pioneers in the field, such as the eminent engineers Thomas Telford or Robert Stephenson, relied on experimentation to help with designing record-breaking structures such the Menai Straits Bridge and the Britannia Bridge (Blockley, 1980). One of the earliest formal concepts used by engineers directly related to structural safety was the so-called factor of safety. Although the exact manner in which this factor was guised varied, it essentially defined a condition of failure by relating the capacity, \( C \), of a structure to carry load to the demand, \( D \), on that structure:

\[
FS = \frac{C}{D}
\]  

(3.7)

The general philosophy was to design a structure such the factor of safety was given a value greater than one – where \( FS = 1 \) represents the boundary between failure and safety for the structure.

\(^ {25} \) The probabilities should still follow rules set out by probability calculus.

\(^ {26} \) Proponents of the objective (frequentist or classical) views of probability often criticize subjective (degree-of-belief) probability by holding it to the same objective standards of the former. A fundamental fallacy with this criticism is that subjective probability does not, nor has it ever, claimed to represent a statement of objective fact (Vick, 2002).

\(^ {27} \) Some background to the early developments of safety concepts in structural engineering can be found in a paper by Pugsley (1951).
Equation (3.7) then leads to the following design criteria:

\[ \frac{C}{FS} > D \]  

(3.8)

Factors of safety were primarily used to offset the uncertainties involved in design. Early on, focus was usually on accounting for uncertainties associated with the capacity (or resistance) of the structure while less attention was placed on uncertainties related to the demand (or loading) on the structure – the factor of safety was sometimes referred to as a ‘factor of ignorance’.\(^{28}\) Historically, that which constituted the demand on a structure and its capacity has varied slightly. The prior generally related to either the maximum expected loading on a structure – for highway bridges this may include self-weight and perhaps loading from crowds of people or a herd of cattle \(\text{(Fidler, 1887; Cooper, 1896)}\) – or else the stresses produced by such loading. The capacity concept – essentially a definition for what constitutes failure – has also varied. Some common terms have included ‘breaking loads’ (usually for brittle materials), ‘proof loads’ (for elastic materials) or ‘ultimate loads’ (for plastic materials). Different values for the factor of safety were adopted for different types of materials, element types and types of loading. For example, it was not uncommon to have one safety factor for verifying dead loading (self-weight) and another, larger, factor for verifying live loading \(\text{(e.g., traffic or crowds)}\). Similarly, different safety factors were used for beams than for columns.

Although safety factors were not formally introduced until cast-iron construction became commonplace, the philosophy of design conservatism was common. In pre-19\(^{th}\) century England, for example, major constructions were largely in masonry or stone. In these rigid structures, the predominant design problem was one of block arrangement for stability under its own weight and of providing adequate foundations \(\text{(Pugsley, 1966)}\). In proportioning \(\text{(designing)}\) these structures, a popular approach was to completely avoid any tension at the mortar joints – even though this did not technically result in failure. This design approach effectively results in a factor of safety of 3 – assuming a linear distribution of compression along the joint of a rectangular block. As cast-iron became more popular as a building material, its brittle nature coupled with its weakness in tension meant that failures frequently occurred \(\text{(Hamilton, 1949)}\). It was at this time when a load factor – defined as the ratio of the working load and breaking load for a structural member – was first developed as a measure of safety; a factor of 4 or 6 was common for the design of cast-iron girders while values in the range of 10 and 20 \(\text{(for dead and live loads respectfully)}\) were sometimes used for design of column members \(\text{(Pugsley, 1951)}\). The determination of these factors relied heavily on experimentation \(\text{(see, e.g., Hodgkinson, 1840)}\)

\(^{28}\) This term – ‘factor of ignorance’ – reflects a traditional view of uncertainty in engineering that was held by those who believed in a ‘deterministic world’ where, given enough time, the sophistication of engineering approaches to structural analysis would become so precise that the ‘factor of safety’ tends towards unity \(\text{(Addis, 1990)}\). Modern approaches in dealing with risk and uncertainty sharply dispute such an assertion.
coupled with engineering judgment backed by theoretical approaches for determining the strength of materials available at the time (e.g., Navier, 1826; Moseley, 1843; Rankine, 1858). Later developments in the use of safety factors in design occurred as new materials – such as wrought iron, mild steel or reinforced concrete – were being introduced, in light of publications of results on experimental testing, as new design methods were developed, and in conjunction with theoretical advancements in engineering science (Pugsley, 1966).

The aforementioned approach to safety, which relied on a single safety factor, continued well into the 20th century; albeit in a slightly different form which related working and breaking/proof stresses as opposed to loads. This design approach, however, would eventually be replaced with the concept of using multiple so-called partial safety factors instead of a single safety factor. In this case, different factors of safety were applied to account for varying degrees of uncertainty related to, e.g., different types of loading and material responses. For example, the following design criteria could apply when verifying the capacity (or resistance) of a structural element subjected to both dead loading (DL) and live loading (LL):

\[
\frac{C}{FS_C} > FS_{DL} \cdot D_{DL} + FS_{LL} \cdot D_{LL}
\]  

(3.9)

This new design philosophy was referred to by different names in different regions: load and resistance factors design in the U.S., limit state design in Canada, and partial factor design in the U.K. and other parts of Europe. These approaches steadily started being used more in the design codes replacing earlier editions based on single safety factors (see, e.g., Ellingwood, Galambos, MacGregor, & Cornell, 1980). One important distinction with the limit state design philosophy in comparison with earlier design methods – e.g., permissible stresses (elasticity based) or load factor (plasticity based) design – was that the assessment of loads, and the uncertainties associated with their occurrence, were given more significance (Blockley, 1980). Progressively, limit-state design steadily began replacing single safety factor approaches in the design codes (Beal, 1980; Moses, 1998).

Early on, the quantitative values for the safety factors used in design were primarily evaluated by engineering judgment and evolved, as Moses put it, following a “semi-Bayesian”-type approach (Moses, 1998). In other words, a safety factor was reduced over time if failures were rare and vice versa. For example, safety factors associated with self-weight – or dead loads – reduced whereas safety factors associated with seismic loading increased. During the latter half of the 20th century, however, efforts were made to rationalize structural safety based on probabilistic approaches (see Section 3.2.4) and on this basis re-evaluate the quantitative values of the safety factors used in engineering practice (ISE, 1955; Julian, 1957; Freudenthal, Garrelts, & Shinozuka, 1966). These efforts formed the foundation for what would later become Structural Reliability Theory (SRT).
3.2.4 Rationalization of uncertainty – development of SRT

Structural reliability theory (SRT) is an offshoot from classical reliability theory which has its roots in the manufacturing industry of first half of the 20th century and the formal rise of reliability engineering in the 1950s (Saleh & Marais, 2006). The development of SRT arose primarily as a reaction to the apparent irrationality of the safety factor approach to engineering design. Some argued that there was a discrepancy between the refined procedures of engineering design and the ‘rather arbitrary manner of choosing the safety factor [which] is seriously hampering the development of more effective design methods based upon perfect balance of safety and economy’ (Freudenthal, 1947). Early developments of a rational safety-based design philosophy occurred in the field of aeronautical engineering during the Second World War (Pugsley, 1942). The ‘philosophy of strength factors’, as it was called, related the variable nature of the frequency and magnitude of loading on aircraft with the variable nature of the strength of the aircraft produced to a given design such as to determine an accident rate based on probability theory. To accommodate for the practical application of this philosophy in design the ‘fundamental importance of collecting load and strength statistics’ was emphasized. This idea was broadened and developed further by Freudenthal, then Lecturer in Bridge Engineering at the Hebrew Institute of Technology in Haifa, Palestine, who, in 1945, derived, mathematically, a minimum factor of safety based on the statistical variations of ‘stress’ from external loading and the ‘resistance’ of a structure, element, or section (Freudenthal, 1947). Freudenthal, among others, would later expand the concept of safety, and its mathematical depiction, and write, as Professor of Civil Engineering at Columbia University, the paper often cited – at least in the English literature – as a seminal work of what would later become Structural Reliability Theory (SRT) (Freudenthal, 1956). Other early contributions to the rationalized approach of the structural safety problem were also developed in Sweden in the 1950s (see, e.g., Johnson A. I., 1953; Asplund, 1958).

Initially the development of SRT was mostly theoretical (at least in the U.S.) as there was a lack of experimental data for which meaningful results could be obtained. However, as the decades progressed, methods were established for evaluating safety levels for structures and design methods were subsequently revised to reflect this development. For a review of the available literature in SRT, and a brief historical overview of the developments therein, refer to a paper prepared by the ASCE-STD Task Committee on Structural Safety in the early 1970s (ASCE-STD, 1972). Additional references to early publications regarding structural reliability, safety and probabilistic/statistical concepts in civil engineering are also available (Lemon & Manning, 1974; Dhillon & Belland, 1986). Modern textbooks on the subject of SRT and its various applications in engineering are also widespread (Benjamin & Cornell, 1970; Thoft-Christensen & Baker, 1982; Schneider, 1997; Melchers, 1999; Nowak & Collins, 2000; Faber, 2009).
3.3 Structural Reliability Theory

The design philosophy underpinning SRT was basically the same as had been used by engineering designers throughout history: achieving safety by controlling risks and treating uncertainties. The main difference, however, was that SRT applies statistics and probability theory in developing formal mathematical concepts of structural safety. Thoft-Christensen & Baker (1982) gave two interpretations of structural reliability, one general and the other narrow (mathematical):

- In the general sense, the reliability of a structure is its ability to fulfill its design purpose for some specified time
- In the narrow sense, it is the probability that a structure will not attain each specified limit state (ultimate or serviceability) during a specified reference period

Thus reliability – as a mathematical concept – is defined in a similar way as safety was defined in Section 3.2.1 – i.e. as the absence of failure. Mathematically, reliability – for a reference period of \( T \) years – is then defined as:

\[
R_T = 1 - P_{f,T} = 1 - (1 - P_f)^T
\]

(3.10)

where \( P_{f,T} \) is the probability of failure occurring at least once in \( T \) years. If the annual probability of failure, \( P_f \), is constant over the considered reference period (i.e. ergodic in time) then the right side of expression (3.10) can be used. In classical reliability theory, the failure rate is determined from measurements of observed failures of mass-produced components – e.g. time to failure of light-bulbs manufactured in a factory. Obviously this approach is not feasible for structural engineering application where the end product is always unique. Even in cases where building components are standardized and pre-fabricated – i.e. industrialized construction – the conditions to which these components are confronted when introduced as elements in the global structure (which is always unique) are heavily site-dependant. Thus, to determine the probability of failure, failure needs to be defined mathematically. In SRT, this is done by defining a so-called limit-state function (LSF), usually denoted by a function \( g \), which defines a failure surface, or boundary, distinguishing a safe and failure domain. In other words, the LSF is a mathematical representation of the definition of failure; usually relating to a single failure mode or some other performance criteria. The general case can be written as:

\[
g(\mathbf{X}): \begin{cases} g \leq 0 & \text{failure domain} \\ g > 0 & \text{safe domain} \end{cases}
\]

(3.11)

The limit state function \( g(\cdot) \) is defined by a vector \( \mathbf{X} = (X_1, X_2, \ldots, X_n) \) of \( n \) random variables describing the structural performance – e.g. load and resistance. The
probability of failure can then be determined for cases where the limit state function is violated – i.e. where \( g(X) \) is negative:

\[
P_f = P(g(X) \leq 0) = \int_{g(x) \leq 0} f_X(x) \, dx
\]

(3.12)

where \( f_X(x) \) is the joint probability density function for the vector of basic random variable \( X \) and integration is performed over the failure domain defined by \( g < 0 \).

### 3.3.1 Reliability of structural components

For the fundamental case of a single structural component, with an uncertain resistance \( R \) exposed to an uncertain load \( S \), the LSF and probability of failure can be written as:

\[
g = R - S
\]

(3.13)

\[
P_f = P(g = R - S \leq 0) = \int_{r-s \leq 0} f_{RS}(r,s) \, dr \, ds
\]

(3.14)

Graphically equation (3.14) can be interpreted as the volume under the joint density function \( f_{RS} \) for the variables \( R \) and \( S \) where the LSF is negative – see Figure 3.3. If \( R \)
and $S$ are statistically independent, the probability of failure can be determined from the so-called convolution integral:

$$P_f = \int P(R \leq x) \cdot P(S = x) dx = \int_{-\infty}^{\infty} F_R(x) \cdot f_S(x) dx$$

(3.15)

where $f_S(\cdot)$ and $F_R(\cdot)$ are the probability density and cumulative distribution functions for the load and resistance variables $S$ and $R$. An alternative version of equation (3.15) can also be formulated as follows:

$$P_f = \int P(S > x) \cdot P(R = x) dx = 1 - \int_{-\infty}^{\infty} F_S(x) \cdot f_R(x) dx$$

(3.16)

If $R$ and $S$ are normally distributed variables, then the LSF is also normally distributed with the following mean and variance:

$$\mu_g = \mu_R - \mu_S$$

(3.17)

$$\sigma_g^2 = \sigma_R^2 + \sigma_S^2$$

(3.18)

where $\mu_R$, $\mu_S$, $\sigma_R$, and $\sigma_S$ are the means and standard deviations respectively of the random variables $R$ and $S$. The probability of failure is then determined directly:

$$P_f = P(g \leq 0) = \Phi \left( \frac{0 - \mu_g}{\sigma_g} \right) = \Phi \left( \frac{\mu_R - \mu_S}{\sqrt{\sigma_R^2 + \sigma_S^2}} \right)$$

(3.19)

where $\Phi(\cdot)$ is the standard normal distribution function (i.e. $\mu = 0$ and $\sigma = 1$).

Figure 3.4
Illustration of distribution function $f_g(x)$ of LSF showing reliability index $\beta$ and probability of failure $P_f$
As a measure of safety, the *reliability index* $\beta$ was introduced by Cornell (1969) in the late 60s:

$$
\beta = \frac{\mu_g}{\sigma_g}
$$  \hspace{1cm} (3.20)

Graphically $\beta$ can be interpreted as the number of standard deviations by which $\mu_g$ exceeds zero – see Figure 3.4. Subsequently, the relationship between the reliability index and the probability of failure is given by:

$$
P_f = \Phi\left(-\frac{\mu_g}{\sigma_g}\right) = \Phi(-\beta) \iff \beta = -\Phi^{-1}(P_f)
$$  \hspace{1cm} (3.21)

The previous equations can be extended for the general case of a linear limit state function with a set of normally distributed random variables $X = (X_1, X_2, \ldots, X_n)$:

$$
g = a_0 + \sum_{i=1}^{n} a_i \cdot X_i
$$  \hspace{1cm} (3.22)

where $a_0, a_1, \ldots, a_n$ are constants. The mean and variance of the LSF are:

$$
\mu_g = a_0 + \sum_{i=1}^{n} a_i \cdot \mu_{X_i}
$$  \hspace{1cm} (3.23)

$$
\sigma_g^2 = \sum_{i=1}^{n} a_i^2 \cdot \sigma_{X_i}^2
$$  \hspace{1cm} (3.24)

The reliability index can then be evaluated based on equation (3.20):

$$
\beta = \frac{\mu_g}{\sigma_g} = \frac{a_0 + \sum_{i=1}^{n} a_i \cdot \mu_{X_i}}{\sqrt{\sum_{i=1}^{n} a_i^2 \cdot \sigma_{X_i}^2}}
$$  \hspace{1cm} (3.25)

So far, there has been no mention of the reference period given in equation (3.10). If the probability of failure based on equations (3.11)-(3.16) is considered an annual value ($T=1$ year), then for $T$ years, the probability of failure and the reliability index can be determined from the following:

$$
P_{f,T} = (1 - P_{f,1})^T = [1 - \Phi(\beta_1)]^T
$$  \hspace{1cm} (3.26)

$$
\beta_T = -\Phi^{-1}(P_{f,T})
$$  \hspace{1cm} (3.27)
Equations (3.26) and (3.27) are valid only if the LSF is time-independent. In cases where this assumption is not valid the reliability problem becomes time-variant and special approaches are required; practical cases include problems of deterioration or time-dependant loads. For more information regarding time-variant reliability, refer, e.g., to Melchers (1999).

The essential aim of SRT is in determining the reliability index $\beta$ or the probability of failure $P_f$. Generally, the evaluation of these factors is not as straight-forward as the general case that was presented in this section – i.e. with a time-independent linear LSF of normally distributed variables. Often approximate methods are required to solve the general cases provided by equations (3.12)-(3.16). The different types of available methods will be discussed in the next section.

It should be mentioned that the failure probabilities determined using SRT are notional and failure rates observed in practice can be several orders of magnitudes greater (Brown & Yin, 1988). The strength with SRT is that it provides a systematic framework for the assessment of structural safety and the calculated failure probabilities are useful, e.g., in making comparative assessments and for calibrating design codes to achieve consistent safety levels in design.

### 3.3.2 Methods for evaluating reliability

A number of different methods have been developed for evaluating the reliability of structures. In 1975, the JCSS set up a sub-committee to provide a broad classification system for the various methods that had been developed up to that point (i.e. reliability methods). Three classes were identified; these will be briefly described and some of the more significant methods will be outlined in the sub-sections that follow (JCSS, 1976).

**Level III methods** are fully probabilistic and the probability of failure is determined ‘exactly’ from the joint probability distribution function in equation (3.12). In such cases, a full probabilistic description of the joint occurrence of the random variables is required. As analytical procedures for carrying out such a task are rarely possible, the most common Level III methods are Numerical Integration (NI) and Monte Carlo simulations (MCS) – see Section 3.3.2.3.

**Level II methods** approximate the LSF to be able to calculate the reliability index and estimate the probability of failure. These methods usually involve an iterative procedure in which the random variables are described by two distribution parameters (i.e. mean and variance) and possibly also the correlation coefficients between variables. Common Level II methods include the first and second order reliability methods (FORM & SORM) which approximate the LSF using a first (linear) and second order Taylor series expansion – see Sections 3.3.2.1 & 3.3.2.2.
**Level I methods** are semi-probabilistic design methods in which appropriate (minimum) levels of structural safety are provided – these methods, however, cannot be used to directly determine reliability levels. The uncertain parameters are then modeled using characteristic values of the basic variables – i.e. pre-defined upper or lower fractile values. To account for uncertainties, partial safety factors are used to determine design values of the basic variables. These safety factors are adjusted such that appropriate levels of reliability are obtained (i.e. target reliability levels). The partial safety factor method used in the Eurocodes is an example of a Level I method – see Section 3.4.1.

### 3.3.2.1 First-order reliability methods (FORM)

The limit state function has thus far only been given in general terms or as a linear function. In general, however, this is not the case. If the LSF is non-linear, then the reliability index can be estimated by first linearizing it using a first-order Taylor expansion:

\[
g = f(X) = f(X_1, X_2, \ldots, X_n) \tag{3.28}
\]

\[
g \approx f(x_1^*, x_2^*, \ldots, x_n^*) + \sum_{i=1}^{n} \left( X_i - x_i^* \right) \frac{\partial f}{\partial X_i} \bigg|_{x_i^*} \tag{3.29}
\]

where the design points \( x^* = (x_1^*, x_2^*, \ldots, x_n^*) \) for the Taylor expansion can, for now, be assumed to be the mean values of the random variables \( X \). Equation (3.29) is now linear and will have the following form:

\[
g = a_0 + \sum_{i=1}^{n} a_i \cdot X_i \quad \text{where} \quad a_i = \left. \frac{\partial f}{\partial X_i} \right|_{\text{evaluated at mean values}} \tag{3.30}
\]

The mean value and standard deviation of equation (3.30) can now readily be determined based on equations (3.23) and (3.24) and the reliability index evaluated from equation (3.25) – re-written here for convenience:

\[
\beta = \frac{a_0 + \sum_{i=1}^{n} a_i \cdot \mu_{X_i}}{\sqrt{\sum_{i=1}^{n} a_i^2 \cdot \sigma_{X_i}^2}} \quad \text{where} \quad a_i = \left. \frac{\partial f}{\partial X_i} \right|_{\text{evaluated at mean values}} \tag{3.31}
\]

Equation (3.31) is basically a generalization of the Cornell safety index for a non-linear limit state function; it is referred to as the first order second moment mean value reliability index (Nowak & Collins, 2000). A problem that arises with defining the reliability index as in equation (3.31) is that the resulting probability of failure
will depend on how the LSF is formulated; i.e. the reliability index is not invariant with regard to the choice of failure function $g$. Consider for example if the simplified form of the LSF in equation (3.13) were re-written to the following form:

$$g = R/S - 1$$  \hspace{1cm} (3.32)

To determine the reliability index according to the approach just described, the LSF is first linearized according to equation (3.29) – with the mean values as design points:

$$g \approx R \frac{1}{\mu_S} - S \frac{\mu_R}{\mu_S^2} + \left( \frac{\mu_R}{\mu_S} - 1 \right)$$  \hspace{1cm} (3.33)

The mean value and variance of the linearized function can then be used to determine the reliability index according to equation (3.21):

$$
\beta = \frac{\mu_g - 1}{\sigma_g} = \frac{\left[ \frac{\mu_R}{\mu_S} - 1 \right]}{\sqrt{\left( \frac{1}{\mu_S} \right)^2 \sigma_R^2 + \left( \frac{\mu_R}{\mu_S^2} \right)^2 \sigma_S^2}} = \frac{\mu_R - \mu_S}{\sqrt{\sigma_R^2 + \left( \frac{\mu_R}{\mu_S} \right)^2 \sigma_S^2}}
$$  \hspace{1cm} (3.34)

This result is obviously different to what was determined from equation (3.19) and as such the approach according to equations (3.31) is invariant. To overcome this problem of invariance, Hasofer & Lind formulated a slightly different approach and defined a new reliability index (Hasofer & Lind, 1973). The so-called Hasofer-Lind reliability index is calculated by first normalizing the set of random variables $X_i$ – i.e. transformation of $X_i$ to standard normal variable $U_i$ where $\mu_{U_i} = 0$ & $\sigma_{U_i} = 1$:

$$U_i = \frac{X_i - \mu_{X_i}}{\sigma_{X_i}}$$  \hspace{1cm} (3.35)

The LSF can then be expressed in term of the reduced variables $U$. The Hasofer-Lind reliability index is defined as the shortest distance between the origin to the failure surface $g(U) = 0$ in the normalized $u$-coordinate system. The two-dimensional case is illustrated in Figure 3.5. This definition of the reliability index also encompasses the one given by Cornell; i.e. if the limit state function is linear, then the Hasofer-Lind reliability index can be determined from equation (3.25).
If the limit state function is non-linear, the transformed LSF $g(u)$ can be linearized using a first order Taylor expansion from equation (3.29) ($g'(u)$ in Figure 3.5). An iterative procedure, however, is required for determining the design point $u^*$ – previously assumed to be the mean values. The point $u^*$ is located on the failure surface $g(u)$ closest to the origin:

$$u^* = \beta \cdot \alpha$$

(3.36)

where $\alpha$ is a unit vector normal to the failure surface at the design point $u^*$ – see Figure 3.5. As $u^*$ is located at the point on limit state function $g(u)$ closest to the origin, solving for $\beta$ is an optimization problem:

$$\beta = \min_{g(u)=0} |u| = \min_{g(u)=0} \left| \sum_{i=1}^{n} u_i \right|$$

(3.37)

For more details regarding the different iterative procedures possible for calculating the Hasofer-Lind reliability index, as well information on how to consider the influence of correlations, refer to the literature (e.g., Thoft-Christensen & Baker, 1982; Melchers, 1999; Nowak & Collins, 2000; Faber, 2009).

### 3.3.2.2 Second-order reliability methods (SORM)

Second-order reliability methods (SORM) are similar to FORM from the previous section except that the LSF is approximated by a second-order Taylor expansion in the design point – i.e. a parabolic approximation of $g$. These methods may be more
appropriate in cases where the LSF is highly non-linear around the design point or where the probability of failure is high.

3.3.2.3 Monte-Carlo Simulation (MCS)

Monte Carlo Simulations (MCS) are useful for carrying out full probabilistic analyses of the LSF without requiring any approximations. MCS relies on repeated random simulated experiments to estimate the failure probability based on the relative number of experiments for which \( g(\mathbf{x}) < 0 \). To do this, the limit state function is evaluated for \( N \) realizations (or samples) of the set of random variables \( \mathbf{X} \) – denoted by \( \mathbf{x}_i \) – and the number of times the limit state function \( g(\mathbf{x}_i) \) is violated is recorded:

\[
P_f \approx \bar{P}_f = \frac{1}{N} \sum_{i=1}^{N} I[g(\mathbf{x}_i)]
\]

(3.38)

where \( I(\cdot) \) is the so-called indicator function:

\[
I(g) = \begin{cases} 
0 & \text{if } g > 0 \\
1 & \text{if } g \leq 0 
\end{cases}
\]

(3.39)

If the ‘true’ probability of failure \( P_f \) is small, a large number of simulations may be required to determine a meaningful measure for the simulated failure probability \( \bar{P}_f \). The uncertainty associated with the probability measure determined from the simulations can be determined from the following (Nowak & Collins, 2000):

\[
V_{\bar{P}_f} = \sqrt{\frac{1 - P_f}{NP_f}}
\]

(3.40)

where \( V_{\bar{P}_f} \) is the coefficient of variation of the simulated probability \( \bar{P}_f \). Equation (3.40) can be used to determine the number of simulations that are required to estimate the failure probability while limiting the uncertainty in the simulated failure probability:

\[
N = \frac{1 - P_{f \text{- estimate}}}{V_{\bar{P}_f}^2 \cdot P_{f \text{- estimate}}}
\]

(3.41)

where \( P_{f \text{- estimate}} \) is an initial estimate of the failure probability that is to be simulated. Thus, for example, if failure probabilities in the range of \( 10^{-4} \) are being sought, and the uncertainty of the estimates should be kept below 10%, then almost 1 million simulations (999 900) are required. A number of methods for increasing the efficiency of MCS are, however, possible. These include importance sampling, Latin hypercube sampling, and directional simulations (see, e.g., Melchers, 1999; Nowak & Collins, 2000; Faber, 2009).
3.3.3 Systems reliability

The assessment of the reliability index and of the probability of failure has thus far been described for the case where one limit state function is considered. It could thus be said that the methods previously discussed relate to reliability assessment of structural components and for a single failure mode. In reality, a structure consists of a number of interlinked components each of which may fail in a number of ways (i.e. different failure modes). In addition, the structure itself may not fail given that failure of a single component occurs (i.e. statically indeterminate structures). This issue of systems reliability has been considered by researchers within SRT since the late 60s (e.g., Cornell, 1967; Moses, 1967) with considerable progress made during the 70s and 80s (e.g., Vanmarcke, 1971; Moses, 1974; Moses, 1982; Hohenbichler & Rackwitz, 1983).

Three general types of systems are usually considered in relation to the reliability of structural systems – see Figure 3.6:

- Series systems
- Parallel systems
- Hybrid (or mixed) systems

An ideal series system (Figure 3.6a) can be exemplified by a chain of linked elements, in which the failure of a single element in the link results in failure of the entire system. The well known adage ‘a chain is only as strong as its weakest link’ illustrates this concept very well. A parallel system (Figure 3.6b), on the other hand, only fails if all of the elements fail. An important aspect to consider when determining the reliability of such systems is the behavior of the individual elements to loading. Two
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Three fundamental system types: (a) series system, (b) parallel system, and (c) hybrid system.
extreme types of behaviors are distinguished: perfectly brittle and perfectly ductile – see Figure 3.7. Perfectly brittle elements have the characteristic that there is no residual load carrying capacity once failure occurs. This leads to a redistribute of loading to the remaining elements. Perfectly ductile elements, on the other hand, have a constant residual load carrying capacity once failure occurs. The third system type – a hybrid system (Figure 3.6) – is some combination of series and parallel systems; e.g. a series system containing parallel systems as sub-systems.

Determining the failure probability of systems is not as straightforward as in the case of component failure described in previous sections. To start, a single distinguishable representation of the system resistance and loading is often not possible; i.e. equations (3.15) and (3.16) are not directly applicable in most cases. There are, however, a few idealized cases that provide analytical results. Some of these, along with approximations for dealing with the general case, will be presented for ideal series and parallel systems in the next sections.

3.3.3.1 Series systems

An ideal series system can be seen as a chain; failure occurs when only one of the links fails. In practice this could refer to a single component with multiple modes of failure – e.g. a pre-stressed concrete beam that can fail in bending, shear or due to anchorage failure – or to statically determinate structures – e.g. statically determinate trusses. In the general case, the system failure probability for a series system with \( n \) elements can be expressed as the probability associated of the union of all events leading to failure:

\[
P_f^S = P\left(\bigcup_{i=1}^{n} \{g_i(X) \leq 0\}\right)
\]  

(3.42)

where \( g_i(X) \) is the (arbitrary) LSF for the \( i \)-th element in the system. Unlike in the case of parallel systems (see next section) the types of elements (brittle/ductile) in the system has no effect on the system failure probability. In most practical cases, it is generally not possible to solve equation (3.42) directly. However, provided some
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Illustration of load-displacement behavior for (a) ductile and (b) brittle elements.
conditions are met, the system failure probability can be evaluated analytically. For example, the probability of system failure can be calculated for series systems consisting of elements whose resistances are independent – i.e. uncorrelated:

\[
P_f^S = 1 - P_S = 1 - \prod_{i=1}^{n} \left[ 1 - P(g_i(X) \leq 0) \right] = 1 - \prod_{i=1}^{n} \left[ 1 - P_{f_i} \right]
\]  

(3.43)

where \( P_S \) is the probability that the system survive; i.e. that none of the individual system elements fail. In practice equation (3.43) may represent the failure of a single element with several modes of failure which are uncorrelated. Care should be taken in assuming independence between failure modes, however, as this is a special case.

If there is correlation between the system elements, equation (3.42) can only be solved explicitly under some special assumptions. For example, if: (1) all resistances \( R_i \) are normally distributed; (2) these resistances are equally correlated with correlation coefficient \( \rho > 0 \); (3) all applied loads \( s_i \) are deterministic and constant in time; and (4) all elements are designed to have the same element reliability index \( \beta_e \). If these
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Figure 3.8
Reliability of a series system with \( n \) equally correlated elements each with an identical element reliability given by \( \beta_e \) – system reliability determined from equation (3.44) where \( \beta_S = \Phi(-P_f^S) \)
assumptions are made, it has been shown that the system failure probability can be evaluated based on the following equation (Thoft-Christensen & Baker, 1982):

\[ P_f^S = 1 - \int_{-\infty}^{\infty} \Phi \left( \frac{\beta_e + t \cdot \sqrt{\rho}}{\sqrt{1 - \rho}} \right)^n \varphi(t) \cdot dt \]  

(3.44)

where \( n \) is the number of elements in the system, and \( \Phi(\cdot) \) and \( \varphi(\cdot) \) are the distribution and density functions for the standard normal distribution. Equation (3.44) is plotted in Figure 3.8 for different values of \( n \) and for two different element reliability indices. From Figure 3.8 it can be seen that the reliability of the series system is always lower than the element reliability. In the extreme case of perfect correlation between component strengths \( (\rho = 1) \) the component reliability and system reliability are the same.

In general the system failure probability from equation (3.42) cannot be determined directly. In these cases some approximate methods can be used for determining the reliability of structural systems. These include first-order reliability methods (FORM) (Hohenbichler & Rackwitz, 1983) or the use of reliability bounds. In the case of the latter, it can be shown that the failure probability of a series system with positive correlation is largest if no correlation exists between the resistances of its elements – equation (3.43) – and is at least as reliable as its least reliable element if there is perfect correlation. Thus the following simple bounds for the system failure probability of series systems are determined:

\[ \max_{i=1}^{n} P_{f_i} \leq P_f^S \leq 1 - \prod_{i=1}^{n} \left( 1 - P_{f_i} \right) \]  

(3.45)

Unfortunately, in practice these bound are often too wide; see, e.g., Figure 3.8.

3.3.3.2 Parallel systems

An ideal parallel system can be seen as a bundle of wires; failure of the system only occurs once all of the wires fail. Examples of such systems in practice are statically indeterminate, or redundant, structures – e.g. statically indeterminate frames or continuous beams. The failure probability for a parallel system is determined as the intersection of events leading to failure. In other words, failure of all elements – given as \( g_i(X) \leq 0 \) for failure of element \( i \) – must occur to cause system failure:

\[ P_f^S = P \left( \bigcap_{i=1}^{n} \{ g_i(X) \leq 0 \} \right) \]  

(3.46)

One of the first probabilistic investigations of failures of parallel systems was conducted by Daniels (1945) for the Wool Industries; hence such systems are sometime referred to as Daniel’s systems. These early research efforts focused on
parallel systems with perfectly brittle elements. In such a case, the failure of one element means that the load on the system is redistributed and the resistance of the system is reduced. Consider a parallel system with \( n \) perfectly brittle elements with deterministic resistances given by \( r_1, r_2, \ldots, r_n \) where \( r_1 < r_2 < \ldots < r_n \); the overall strength of the system, \( r \), is then determined from by considering the reduction of strength after successive element failures:

\[
r = \max(n \cdot r_1, (n - 1) \cdot r_2, \ldots, 2 \cdot r_{n-1}, r_n)
\]  

(3.47)

If, on the other hand, the system contains perfectly ductile elements, then failed elements will continue carrying load even after ‘failure’ (yielding). The strength of the system is then determined as the sum of strengths from all of the individual elements:

\[
R = \sum_{i=1}^{n} R_i
\]  

(3.48)

where the element strengths \( R_i \) are independent random variables. It is often assumed that \( R \) is normally distributed even if the distributions relating to the resistance of the individual elements are not. This assumption is supported by the central limit theorem which states that the distribution of a variable, given as the sum of statistically independent variables – their distributions arbitrary – approaches a normal distribution as the number of variables approaches infinity.

Just as with series systems, certain simplifications are possible for directly evaluating the probability of failure of a parallel system. For example, in the case of a parallel system with uncorrelated elements the system failure probability is:

\[
P_{f}^{S} = \prod_{i=1}^{n} P_{f_i}
\]  

(3.49)

where \( P_{f_i} \) is the probability that the \( i \)-th element fails.

In practice, however, it is not uncommon that structures, represented by a parallel system, have correlated failure events. Consider, for example, a multi-grider steel-concrete composite bridge which can be represented by a parallel system. For simplicity it can be assumed that failure of the bridge deck occurs when all of the beams fail. In this case the resistance of each girder is correlated as the steel came from the same manufacturer and their strengths are likely to be similar. If there is correlation between the system elements of a parallel system, the probability of system failure can only be solved explicitly under some special assumptions. These are: (1) all resistances \( R_i \) are normally distributed and all elements are ductile; (2) these resistances are equally correlated with correlation coefficient \( \rho > 0 \); (3) all applied loads \( s_i \) are deterministic and constant in time; and (4) all elements are designed to have the same element reliability index \( \beta_e \). If these assumptions are made, the system
reliability index $\beta_s$ can be determined directly from (Thoft-Christensen & Baker, 1982):

$$\beta_s = \beta_e \sqrt{\frac{n}{1 + \rho(n-1)}} \quad (3.50)$$

Equation (3.50) is plotted in Figure 3.9. It can be seen that the reliability of the system is always larger than for a single element. In the extreme case of perfect correlation between system strengths ($\rho=1$) the two are the same.

Finally, simple bounds for parallel systems are determined on a similar basis as in the case for series systems. For parallel systems with positive correlation, a simple upper bound corresponds to the case where all elements are perfectly correlated while the lower bound corresponds to the case of no correlation:

$$\prod_{i=1}^{n} P_{f_i} \leq P_{f_s} \leq \min_{i=1\ldots n} P_{f_i} \quad (3.51)$$

### 3.3.3.3 Hybrid (mixed) systems

For mixed systems, the system can be reduced either to a ‘minimal cut set’ or a ‘minimal tie set’ to evaluate the system failure probabilities. Using these approaches, the mixed system is essentially reduced to an equivalent series or a parallel system (see, e.g., Hohenbichler & Rackwitz, 1983). In this way, the previous approaches for series and parallel systems can be used.
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**Figure 3.9**

Reliability of a parallel system with ductile elements and equal correlation each with an identical element reliability given by $\beta_e$ – system reliability determined from equation (3.50)
3.4 Principles of codified design

In considering how risks are controlled in engineering design it is convenient to distinguish between the methods and practices undertaken by the individual engineer in designing structures to be safe and the safety management systems in place to ensure (and assure society) that the engineering profession achieves this aim in a satisfactory manner. The discussions from previous sections have largely considered the former while issues pertaining to regulating engineering practices will be touched upon here; i.e. the role of regulation and design codes. Historically, the responsibility for setting design criteria and for providing assurances that a structure is safe – and fulfilled specifications set by those that commissioned the work – was the master builder or his guild (Galambos, 1992). If a structure failed then the builder could be punished in some way to compensate for the consequences. A well known historical document exemplifying this practice is the Code of Hammurabi from around 1750 B.C. in the ancient kingdom of Babylonia. This ancient document, often cited as the first of its kind, included five rules covering construction failures which explicitly placed responsibility and liability for the failure of a house on the builder of that house – see Figure 3.10. Building regulations are also thought to have existed at the time of the Romans who were known for their proficiency in construction; see, e.g., the famous Ten Books on Architecture written by the Roman architect Vitruvius in the 1st century BC (Addis, 1990). Early building regulations were also developed in London in the 12th century which provided technical requirements for adjoining houses so as to prevent the spread of fire. A significant development in building regulations happened after the great fire of London in 1666; this included the first appointment of district surveyors to enforce that new regulations were followed during the rebuilding of the city (Allen, 1992). Punitive practices for ensuring satisfactory construction have continued well into the 19th century, albeit without such draconian measures as those outlined in the time of ancient Babylonia. However, as technology became more complex and responsibility too diffused, more structured methods were needed to protect society – out of this desire came the emergence of modern design codes at the turn of the 20th century (Galambos, 1992).

Design codes form a link between the engineering profession and society (Allen, 1992; Elms, 1999). They are a way of assuring society that a structures design fulfills minimum requirements in terms of safety and serviceability and do so in a

29 Design codes may sometimes be referred to as ‘design standards’, ‘specifications’ or ‘norms’; the term here is taken to represent all such designations where ‘a common standard which all structure of the same type are to be measured’ (Galambos, 1992)

30 Some older references provide the date 2200 BC, e.g. as is referenced in Feld (1968)

31 Keep in mind that the architect/engineer distinction is a modern concept; the Greek word architecton is more accurately translated as chief or master builder (Blockley, 1980)

32 Serviceability refers to fulfillment of functional requirements other than safety; see, e.g., Honfi (2013)
consistent manner. In this sense, design codes legitimize the engineering profession and in combination with other building regulations provide guidelines for litigation proceeding in case failures do occur. The writing of the design codes is normally a committee activity – or a committee directed activity (Nethercot, 2012). In the past 30 years or so, a trend of preparing harmonized codes on an international basis arose and the structural Eurocodes (CEN, 2002) were developed within Europe. Currently, some 26 countries in the European Union (and EFTA) use the structural Eurocodes, including Sweden. The justification of the European Commission in 1975 for creating the Eurocodes can be summarized according to the following points (Nethercot, 2012):

- Provide common design criteria,
- Ensure common understanding,
- Facilitate exchanges of people and products,
- Provide a common basis for research and development, and
- Increase competitiveness

The first Eurocodes were published in 1984 and since then a number of revisions have been published. Currently the Eurocode consists of 58 parts – or published standards. The fundamental design concepts of codes such as the Eurocodes will be reviewed in the next section, including a review of the safety formats in these codes.

### 3.4.1 Design concepts in modern codes

The fundamental requirements of design set by modern design codes such as the Eurocodes are the following (see, e.g., JRC, 2008):

- Safety requirements – avoid structural failures
- Serviceability requirements – avoid non-safety related functional failures
- Durability requirements – effect of deterioration/degradation on performance
- Fire requirements – fire safety is a specially treated situation in most codes
- Robustness requirements – see Section 3.4.2
- Quality assurances – adequate controls at the stages of design/execution

The amount of detail provided in the codes for fulfilling these criteria can vary greatly. In general, the safety requirements, relating to issues of structural failures, are given the most attention. Durability requirements, on the other hand, may only be indirectly considered and quality management only briefly mentioned.
A. If a builder build a house for a man and do not make its construction firm and the house which he has built collapse and cause the death of the owner of the house – that builder shall be put to death.

B. If it cause the death of the son of the owner of the house – they shall put to death a son of that builder.

C. If it cause the death of a slave of the owner of the house – he shall give to the owner of the house a slave of equal value.

D. If it destroy properly, he shall restore whatever it destroyed, and because he did not make the house which he built firm and it collapsed, he shall rebuild the house which collapsed at his own expense.

E. If a builder build a house for a man and do not make its construction meet the requirements and a wall fall in, that builder shall strengthen the wall at his own expense.

Translated by R.F. Harper.

Jacob Feld 1962.
The design principle adopted by the design codes is based on the so-called limit-state concept. The limit state concept is essentially a deterministic representation of design criteria; i.e. the states beyond which the structure no longer fulfils the relevant design criteria (JRC, 2008). The following limit states are usually considered:

- Ultimate limit state (ULS)
- Serviceability limit state (SLS)

In the Eurocodes, verification of the limit-states is achieved with the so-called partial factor method (PFM); similar approaches are available in other codes such as the load and resistance factor design (LRFD) used in the United States (AASHTO, 2014). This approach falls into the category of a Level I methods of SRT that have been mentioned in Section 3.3.2. The basic form for the PFM is the following:

\[
R_k / \gamma_M > \gamma_G \cdot G_k + \gamma_Q \cdot Q_k
\]

where the resistance \( R \) and loads \( G \) and \( Q \) – self weight and live load respectively – are determined as so-called characteristic values (denoted with subscript \( k \)) and adjusted by partial safety factors \( \gamma \) to account for uncertainties. Characteristic values of loads and resistances are (conservative) fractile values of the assumed associated probability distributions representing each variable. In the case of loading, the characteristic value is usually taken as the 50%-ile (self-weight) or 98%-ile (annual maximum of time-variable loads); for the resistance the characteristic value is usually taken as the 5%-ile value. The partial safety factors \( \gamma \) used for adjusting these characteristic values are calibrated such that a desired minimum level of reliability is achieved. In other words, the partial safety factors from equation (3.52) are adjusted by considering reliability levels determined from the following limit state function – e.g. using FORM introduced in Section 3.3.2.1:

\[
g(R, G, Q) = R - G - Q = 0
\]

where \( R, G, \) and \( Q \) are now random variables. The goal is essentially to determine values for \( \gamma_R, \gamma_G, \) and \( \gamma_Q \) in equation (3.52) such that the reliability index determined based on equation (3.53) is as close to a pre-defined target reliability index \( \beta_{tar} \) as possible. This process is iterative and requires that the uncertainties related to loads and resistances are known – e.g. variability of different types of loading, of resistances in different types of materials, and including model uncertainties related to both. For more information regarding code calibration see, Ravindra & Lind (1973), Sörensen, Kroon & Faber (1994), or Nowak & Collins (2000).

\[33\] The choice of target reliabilities is undertaken by the code writing committees. In the past, values were determined by evaluating the reliability of structures designed according to older codes. The argument is that society ‘accepts’ that structures designed according to these standards are ‘safe enough’. In other words, a risk referent is determined based on revealed societal preferences – assuming these are the same today as they have been in the past.
The target reliability indices defined in the Eurocode are given in Table 3.1. Observe that there is a differentiation between different reliability, or consequence, classes. These are used for the purpose of reliability differentiation such that structures with high consequences associated with failure (CC3) are designed to attain higher degrees of safety while requirements for structures with low consequences of failure (CC1) are not as high. In the Eurocode, this differentiation is achieved by adjusting the partial safety factors on the load side with a factor $\gamma_d$ – equation (3.53) is then adjusted:

$$R_k / \gamma_M > (\gamma_G \cdot G_k + \gamma_Q \cdot Q_k) \cdot \gamma_d$$

(3.54)

where the safety factor $\gamma_d$ depends on the consequence class – values used in Sweden, which were adjusted based on older design code, are provided in Table 3.1. The choice of which consequence class is used is at the discretion of the engineer although some guidance is given in the code for general cases; CC3 is commonly used in the design of bridges.

### 3.4.2 Robustness requirements in design codes

One of the design requirements of modern design codes mentioned in the previous section was robustness. The emergence of design requirements of this kind occurred in the early 1970s after the partial collapse of the Ronan Point Apartment tower in east London in May 1968. A gas explosion in the kitchen of a flat on the eighteenth floor of the 22 storey building blew out the concrete panels forming the load-bearing walls at a corner of the building. The loss of these walls led to a progressive collapse, first upward then downward, along the corner of the building; see Figure 3.11. In the aftermath of the collapse, and following the recommendations set out in the report of inquiry into the collapse (Griffiths, Pugsley, & Saunders, 1968), revisions were made to existing building codes in the United Kingdom as well as the United States and Canada. These included incorporating additional provisions in the design codes for

<table>
<thead>
<tr>
<th>Consequence class</th>
<th>$\beta$ for 1 year</th>
<th>$P_f$ for 1 year</th>
<th>$\gamma_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC3: High consequence of failure</td>
<td>5.2</td>
<td>$10^{-7}$</td>
<td>1.0</td>
</tr>
<tr>
<td>CC2: Medium consequence of failure</td>
<td>4.7</td>
<td>$10^{-6}$</td>
<td>0.91</td>
</tr>
<tr>
<td>CC1: Low consequence of failure</td>
<td>4.2</td>
<td>$10^{-5}$</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 3.1
Recommended minimum reliability indices according to the structural Eurocodes (CEN, 2002)

---

34 Consequences referred to in the Eurocodes are related to loss of human life, economic, social or environmental; more weight is placed on the first, related to human casualties.
avoiding disproportionate collapse\textsuperscript{35} following \textit{localized failure} and for direct design of structural members to withstand internal gas explosions\textsuperscript{36}. More information regarding the collapse at Ronan Point, the implication of the inquiry, and its effect on building regulations can be found in the literatures (Griffiths, Pugsley, & Saunders, 1968; ISE, 1969; Pearson & Delatte, 2005).

In recent decades, research on structural robustness has increased as a result of some high profile collapses including the bombing of the Murrah Federal Building in 1995 and the collapse of the World Trade Center Twin Towers in 2001. In Europe, a joint research project on structural robustness was initiated in late 2007 under the auspices of the COST (European Cooperation of Science and Technology) program (Faber & Narasimhan, 2011). The main objective of the so-called “COST Action TU0601 – Robustness of Structures” was ‘to provide the basic framework, methods and strategies necessary to ensure that the level of robustness of structural systems is adequate and sufficient in relation to their function and exposure over their life time and in balance with societal preferences in regard to safety of personnel and safeguarding of environment and economy.’

The robustness requirements of modern day building codes have evolved from these early provisions following Ronan Point. These requirements are mainly aimed at controlling risks related to failures resulting from accidental loads or unforeseen events. In the Eurocodes, for example, the following implicit (objective-based) requirements relating to robustness are provided:

\begin{quote}
A structure shall be design and executed in such a way that it will not be damaged by events such as:
\begin{itemize}
\item explosions
\item impact, and
\item the consequences of human errors,
\end{itemize}
to an extent disproportionate to the original cause.
\end{quote}

Potential damage shall be avoided or limited by appropriate choice of one or more of the following:

\begin{itemize}
\item avoiding, eliminating or reducing the hazards to which the structure can be subjected;
\item selecting a structural form which has low sensitivity to the hazards considered;
\item selecting a structural form and design that can survive adequately the accidental removal of an individual member or a limited part of the structure, or the occurrence of acceptable localized damage;
\end{itemize}

\textsuperscript{35} The acceptable extent of global failure following a \textit{localized failure} was – according to the UK Building Regulations of 1972 – such that damage should not extend beyond the storey (floor) directly above or below and that the area damaged within each story should not exceed a maximum of 70 m\textsuperscript{2} or 15\% of the floor area.

\textsuperscript{36} A load of 34 kPa was provided for design against internal gas explosions.
• avoiding as far as possible structural systems that can collapse without warning;
• tying the structural members together

Eurocode EN 1990 – Clauses (4) & (5) (CEN, 2002)

The design codes also provide some prescriptive provisions to design structural elements to withstand accidental action as well as some provisions for disproportionate collapse. In the Eurocodes, for example, provisions for internal explosions and impacts are provided as well as some prescriptive rules for limiting the extent of damage following localized failures (CEN, 2006). Some implicit provisions may also be given in the code relating to the robustness requirements. For example, the Eurocodes provides some guidance for planning and executing risk assessments of accidental loading situations for structures with high consequences of failure (CEN, 2006). Overall, focus of current robustness requirements have been on building structure whereas relatively little is provided with regards to design bridges to be more robust.

An important distinction with design code provisions of robustness compared to limit state design is that the former are not calibrated using the reliability methods described in previous sections. There is an inherent limitation of the safety formats in the design codes to address these design situations directly in the same way that more conventional loading situations have been treated. These, and other limitations of the design codes, are discussed further in Section 4.2.
Figure 3.11
Photograph of the collapse at Ronan Point – the collapse initiated on the 18th floor after an internal gas explosion on May 16th 1968. The explosion displaced the walls of the corner flat which resulted in a progressive collapse first upward then downward through the corner of the building.
Robustness is generally recognized as a desirable property of an engineered structure; however, there is no consensus – amongst researchers or practitioners alike – as to how it should be interpreted or how it should be treated in the design of structures. Although there are a number of different interpretations of robustness in specific fields of science and technology, a broad interpretation of robustness is how well a system functions under varying circumstances. It is thus a measure of a system’s insensitivity to changes – either internal or external. In the case of artificial (man-made) systems these ‘changes’ usually refer to ‘extreme changes’ or ‘unforeseen changes’ as design of these systems will have considered more conventional variations. In structural engineering, there are a number of definitions of robustness. The following are some examples from the literature – in some cases paraphrased for brevity:

Robustness is the insensitivity of a structure to local failure


Robustness is the property of a system to survive unforeseen or abnormal circumstances

Knoll & Vogel (2009)

Robustness is the ability of a structure to withstand events like fire, explosions, impact or the consequences of human error, without being damaged to an extent disproportionate to the original cause

Eurocode EN 1991-1-7 (CEN, 2006)

Robustness is the ratio of direct risk and total risks (equal to direct risk + indirect risk) for all relevant exposures and damage states for the constituents of a system


It can be observed that some of the provided definitions of robustness indicate it as a property that can be quantified. This sentiment is common amongst researchers and there currently exist a wide range of approaches to quantifying robustness of structures. Starossek & Haberland (2008) have collected and reviewed a number of these methods. In most cases, methods for quantifying robustness have been developed with redundant framed structures in mind. An overview of the robustness concept applied for the design of bridges can be found in Björnsson (2010). A more
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37 Some examples can be found in Maes, Fritzons & Glowienka (2006) including interpretations of robustness in control theory, design optimization and software engineering
recent review of available methodologies for the assessment of robustness was published by Antori, Casas & Ghosn (2013) and Brett & Lu (2013). A common approach to the quantification of robustness is to relate the performance\textsuperscript{38} of a structural system – under normal operating conditions – intact and with a damaged component. Thus a system that can redistribute loading in the case of a localized failure is more robust. A problem with this approach is that it favors redundant structures whereas statically determinate structures will not be very robust. The robustness measures available in the literature can be deterministic, probabilistic or risk-based.

### 3.5 Crucial factors for safety in engineering design

The previous sections provide some perspective with regard to how risks and uncertainties are treated in engineering design. In attempting to determine the effectiveness of current design approaches – as well as determine criteria for possible complementary approaches – it is important to distinguish clearly their objectives and how these are to be achieved. In terms of structural safety, the basic objective is simply to have a design approach which produces a safe structure. In achieving this objective the following fundamental requirement is identified:

*Risks should be appropriately treated during design*

This generic statement may seem trivial but it is a perfect starting point for proceeding further. In making such a statement, some issues are identified which need to be resolved. For example, the following questions remain unanswered:

- Exactly which risks are we talking about?
- In what way can these risks be treated? What is meant by ‘appropriately’?
- Who is responsible for treating these risks? For whom are these risks being treated?
- What is meant by ‘design’?

The issues raised by these questions are commonly considered by risk analysts and those involved in risk management of construction projects. In what follows, answers to these questions will be considered in order to provide an overview of crucial requirements for achieving safety in engineering design.

To start, an identification of risks is needed. Traditionally, this process was largely a reaction to problems that were observed from past and existing construction; i.e. learning from failures. A master builder knew from past experience that certain risks

\textsuperscript{38} Performance in this case can be represented by a number of indicators including load carrying capacity, energy absorption, system stiffness, or displacement.
were predominant and should be avoided; the focus on foundation risk in design of masonry structure in pre-19th century England is one example of this (see Section 3.2.3). In more recent times the identification of risks is usually provided in the design codes. Thus, treatment of risks that lie outside the scope of the design codes should not be overlooked.

The second set of questions highlights a need for realizing an approach for dealing with these risks; i.e. an approach to evaluate risks. Once the risks have been identified, their effect on the safety of the structure should be determined to form the basis for a risk evaluation. This highlights the follow-up question which brings up the issue of ‘how safe is safe enough’. Answering this question is not a straightforward task. To start, simply providing an objective metric for acceptable risks, whether constant or consequence dependent, tacitly assumes that whatever value of risk that is determined is also objective. This risk-based approach can be criticized given the subjective nature of risk assessments and uncertainty treatment in practice. A more suitable approach could then be to supplement such assessments with engineering judgment – i.e. risk informed approach – or by conducting comparative assessments. In lieu of these issues, the requirement can be adjusted; i.e. a suitable approach to evaluating risks is required.

The question of who is responsible for evaluating the risks is also important to consider. At first it seems obvious that the answer is the ‘engineer’ or the ‘engineering profession’ but if one examines how, e.g., design codes function, this answer is not as convincing. Design codes are written by or under the supervision of code committees. Those involved in the drafting of codes are thus not those directly responsible for designing individual structures to be safe. In effect, a portion of the process of risk treatment is delegated to a third party. It then becomes important that the designer should understand the objectives in connection with this process.

In answer to the question of who benefits from a safe structure, the answer should ideally be everyone involved. Another way of framing the question is to ask who suffers if the structure turns out to be unsafe. Many different answers to this question can be provided; i.e. the inhabitants (users) of the structure, the owner, society, etc. Thus another requirement could be formulated which states that the designer should understand the importance of this process.

Finally, an elaboration of the term ‘design’ is needed. This aspect is quite significant although it is one that is seemingly taken for granted in most cases. According to current approaches to risk control, using design codes, the ‘design’ which is being addressed is the detailed design phase in which case verification is undertaken for the safety of structural components. Thus aspects of design that fall outside this scope – such as conceptual design and system aspects – are missing. In light of this, it is important that the entire design is considered – design here refers to both the process of design (divided into phases) and a description of the structure and its parts.
3.5.1 Criteria for a complementary approach

In the previous section, some general requirements for controlling risks in engineering design were provided. These were determined based on a general consideration of the issues related to structural safety in design. The next step is to identify criteria for a possible complementary approach to current codified design approaches. As this approach would be complementary to the design codes, it is important to distinguish aspects of the general requirements that are not appropriately addressed in the codes. The following criteria are highlighted:

- The approach should treat risks not identified or poorly treated by current codified approaches
- The designer should clearly understand the objectives with this approach
- The designer should understand the importance in applying this approach for treating these risks
- The approach should consider aspects of design that lie outside the scope of the code

The previous criteria are general and lack specificity; however, first the limitations of the design codes must be evaluated. This is the main topic of discussion in the next section of this thesis.
4. Complementary design approach

Control, whether by professional code of practice or otherwise, can, if too closely applied, hamper development of the structural art no less than that of other human activities.

Sir Alfred G. Pugsley (1951, p. 29)

4.1 Introduction

In the previous sections, an overview was provided regarding the treatment of risks in engineering design including the role of design codes. One of the primary aims of design codes is to provide a framework for controlling risks for a population of structures rather than for an individual structure and as such the design codes are necessarily conservative. It should be mentioned that in special cases, design based purely on code compliance is complemented – or replaced – by alternative approaches. Generally such approaches could be categorized under the heading ‘risk management approaches’. In such cases it is realized that the codes are not enough in themselves to treat all risks appropriately; whether due to circumstances not covered by the code or as a result of the conservative nature of the codes. These situations are not common for designing bridge structures except in exceptional cases; e.g., large-scale fixed link projects such as the Öresund Link or the Fehmarn Belt (COWI-Lahmeyer, 1999; Plovgaard, 2006). When complementary approaches are used, there is a possibility to address risks that lie outside of the scope of the design codes and to individually tailor the manner in which these risks – and perhaps even those covered by the codes – are treated in a design context. However, for design of more ‘conventional’ structures the use of complementary risk management approaches are rarely utilized. In such cases, risks that are inadequately treated or outside the scope of the code may be overlooked entirely. Hence, there is also an advantage to applying complementary design approaches even in ‘conventional’ cases to ensure a more complete treatment of risks in engineering design. To provide
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39 The design of off-shore structures and nuclear power plants are prominent examples (see, e.g., Brandsaeter, 2002; Garrick & Christies, 2002)

40 Keep in mind that design based on code-compliance also falls within this category
justification for this argument, in paper I it is determined that design purely based on code compliance is not enough and that complementary approaches to controlling risks are necessary. From these findings, a complementary design approach is formulated such as to more adequately address risks potentially overlooked in design cases based purely on code compliance; paper II provides a description for such an approach. In the following sections an overview will be provided based on papers I and II in which a complementary approach to design based on code-compliance is described. To start, the limitations of codified design are outlined such as to highlight the need of such an approach as well as identify what such an approach should include (this is based on paper I). Afterwards a description of a complementary design approach based on generic risk assessment procedures is presented.

### 4.2 Limitations of codified design

The most prominent way of controlling risks in engineering design is through design codes. In paper I, the hypothesis that code compliance is enough to adequately control risks in engineering design was questioned. The limitations of codified design were identified and discussed by considering the role of design codes from three different perspectives:

1. Codes as instruments for enforcing regulation
2. Codes as communications channels for design provisions
3. Codes as instruments for ensuring structural safety in engineering design

To start, design codes are often used as regulatory instruments; ensuring that structural safety, as well as other performance criteria, are satisfactorily fulfilled when designing a structure. This requirement may be directly specified in the letter of the law or else through so-called ‘deemed-to-satisfy’ clauses in the building regulations which state that designs fulfilling the provisions of the codes automatically fulfill (legal) requirements outlined in the building regulations. In viewing the codes as regulatory instruments, the problem is that they can become restrictive for the engineer. The issue is one of imposing external constraints or allowing for more autonomy in design. If the constraints imposed by the design codes are too extensive, then there is a risk that the engineer does not feel obligated to assume responsibility for the design as compliance with code requirements are all that’s required for a design to pass inspection. In such cases, compliance could lead to complacency and design situations that lie completely outside the scope of the codes may be disregarded entirely. This last fact gives the illusion that the codes treatment of risk is complete, which is not the case. Take, for example, the inability of design codes, such as they are, to consider risks during the conceptual design phase of a structure. The conceptual design of modern day bridges is relatively standardized and concepts may be borrowed from past designs without considering how alternative design solutions
might alter the risks to the structure. Instead, focus is on the treatment of risks during the detailed design phases in which the risk of component failure is controlled in a more or less fixed structural system.

As an alternative to more control, complete autonomy has its own issues. The primary problem is one of societal trust and of ensuring that expectations of the public, as well as the client, are met; an issue further compounded by the anonymous relationship between the public and the engineers. In such a case, other mechanisms for enforcing conformity with building regulations (i.e. design checking) are required and such systems may not be well established in all countries; especially when it comes to design not governed by provisions contained within a design code. The following quote by Addis (1990) helps illuminate the views by some within the engineering community towards the constraints imposed by design codes:

…it is one of the main skills of a structural designer to devise design procedures rather than simply follow them.

Figure 4.1
Eurocodes required for design of steel-concrete composite bridge deck (not including Nation Annexes, corregendum, or other EN standards); Note: Earthquake standard EN 1998 is not included as such design situations are not considered in Sweden (except in special cases – e.g. nuclear power facilities)
The second perspective that was taken in paper I in discussing the limitation of design codes was the view of codes as carriers (communication channels) for design provisions. In this analogy, the message that is being encoded in the design codes is written in the language of design provisions. Two types of provisions exist, explicit (or prescriptive) and implicit (or objective-based) design provisions. The complexity of the code is intimately tied in with the balance struck between these two types of provisions. Prescriptive design provisions are by their nature more descriptive than objective-based provisions and require specificity; as such, an objective based provision could be the equivalent of numerous prescriptive provisions. As it stands, the design codes are out of balance and prescriptive provisions far outweigh objective-based ones. Consider, for example, the design of a composite bridge deck according to the Eurocodes; the engineer is required to consult 18 Eurocode documents – see Figure 4.1. The combined total number of pages in these documents is just over 1500; see Table 4.1. Keep in mind that this does not include design of the bridge sub-structure which would require the engineer to consult even more documents.

The following points were mentioned in paper I regarding the issue of out-of-balance design provision – in which prescriptive provisions dominate (see also: Shapiro, 1997; Coeckelbergh, 2006):

- Doubt is placed on the necessity of the profession as a result of routinization
- The resulting complexity can lead to compliance-oriented design

The second point is especially poignant as focus is redirected from the primary aims set out by the provisions in design codes to simply fulfilling these requirements in a checklist manner. In such cases, certain risks may be inadequately treated in the design since either (a) no provisions are provided in the code covering these risks, (b) existing provisions may be insufficient or (c) limited in their scope. The last two
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41 This analogy was also used by Bulleit (2012)
scenarios are significant as they might lead to situations where it is wrongly assumed that a certain risk is adequately controlled through compliance with an incompatible design provision. Such was the case in Sweden with the construction of a road bridge over a fjord in recent years (Thelandersson, 2014). A novel method was employed for the bridge foundation in which the sheet piling, initially used to control drainage, were then also used as support piling for the bridge foundations; see Figure 4.2. The piles had been designed with respect to durability based on provisions provided in the Eurocodes. Unfortunately, site conditions were such that the provisions used were inadequate; a fact that had not been identified at the time of the design. As a result, an expensive program had to be initiated for monitoring corrosion rates; a scheme was created outlining different mitigation strategies that could be initiated depending on the results of this program.

The complexity of the codes seems a constant point of discussion and deliberation amongst practicing engineers, academics and those on the code writing committees. The following quote from Addis (1990, p. 193), some 25 years ago – when the size of the design codes was significantly smaller than today –reflects this:

The technical press is nowadays as full of complaints by practicing engineers about the increasing complexity of new design procedures and Codes of Practice as it was during the last century

The final aspects of the code that was considered in paper I were the safety formats used in codes for ensuring minimum levels of structural safety in design. These formats are, as has been mentioned in Section 3.4, based on and calibrated using methods of SRT. As such, any limitations of SRT in controlling risks are indicative of inadequacies of the design codes in treating these risks. The following limitations were mentioned:

- System effects are disregarded or poorly addressed
- Accidental and unforeseen events are disregarded or poorly treated
- Consequences of failure are not directly considered or properly discerned
The first issue relates to the code’s necessary focus on component reliabilities whereas system reliabilities are rarely, if ever, directly treated. Furthermore, investigations at a system level involve additional uncertainties related to engineering knowledge and design contingencies that are currently not considered in the design codes; see, e.g., (Fröderberg & Thelandersson, 2015). The second issue is a result of the constraints inherent with the mathematics involved in SRT which require quantitative inputs to determine reliability levels; i.e. stochastic representations (models) of the loads and resistances. Usually these models are determined or directly based on empirical data that has been collected over periods of 20 to 50 years (Ellingwood, 2001); in the case of accidental (low probability) and unforeseen (non-random) events such data may be lacking, questionable, or incompatible. In papers IV and V for example, it was found that codified design approaches for vehicle impacts to roadside structures was inadequate. The third issue is that consequences associated with different loading and failure modes are not directly considered in the design code. The result is an imbalance in the resulting notional levels of acceptable risks of failure for different design situations; see, e.g., (Elms, 1997). In considering this issue in relation to the second limitation regarding accidental events, where the probability of occurrence is low and the consequences high, it is clear that a risk balanced approach to codified design loses any meaning; i.e. due to the so-called zero-infinity problem (Elms & Turkstra, 1992; van Breugel, 1997).

4.3 Need for complementary design approaches

In addition to discussing limitations of design codes in controlling risks in engineering design, paper I also identified the need for a complementary design approach. Some general requirements for what such an approach should include were determined on the basis of the limitation previously identified and in combination with the general requirements discussed in Section 3.5. Three basic requirements for what a supplementary approach to codified design should include are identified; the approach should:

1. be holistic in that it broadens the scope of assessment,
2. be applicable during the conceptual design phase of the bridge structure, and
3. identify and focus on design situations poorly covered by the design codes.

As was mentioned in Section 4.2, the design codes focus primarily on design of structural components and the verification of entire structural systems are lacking. Furthermore, the consequences of failures are not properly discerned and in order to account for them, extra-structural constituents (e.g. human, transportation, economic) have to be included in any system analysis. Based on these two issues, the first requirement is obtained; i.e. the scope of assessment should be broadened to include entire structural systems as well as possible extra-structural elements. The
need for ‘broadening the scope’ and not ‘focusing on minute details’ is not an
uncommon sentiment in the engineering community. Blockley, for example, in the
discussion of Smith’s paper on bridge failures (Smith, et al., 1977), mentioned –
regarding the investigations into causes of collapse – the importance of ‘…looking at
the whole set of circumstances surrounding each project: in other words a discussion
and classification based on the whole system rather than a detailed aspect, the actual
technical reason for collapse.’ 42

The second requirement is determined based on the design codes inability to treat
risks during the conceptual design phases since detailed specifications of structural
components are required and such information is not available at the early stages of
design. Design decisions taken during the conceptual phase can have a significant
influence on the risks of structural failure. Compensating for decisions that have not
considered these risks later on in the detailed design stage of the bridge could prove
very costly – consider the example from Section 4.2 & Figure 4.2. Additional reasons
for why it is advantageous to assess risks during the conceptual design phase include:

- Flexibility – system constraints for the structural design have not yet been set
  and there is a much greater degree of flexibility with regards to adjusting the
design
- Economy – costs associated with design changes are lower than at later stages
- Design process optimization – the findings in the early conceptual design
  phase will help with decisions made later on during the detailed design phase

42 Several other share this view; see, e.g., Pugsley (1972), Blockley (1977), Vick (2002), & Koen (2003)
The third requirement for a complementary design approach essentially outlines the primary purpose of any complementary approach; i.e. it should complement the design codes by addressing risk inadequately treated therein. A possible categorization of these risks is shown in Figure 4.3 according to whether design provisions exist which address a certain risk. In this case, three categories of risk should be focused on. The first relates to risks for which design provisions are provided in the codes but are, for whatever reason, considered inadequate. An example of such a risk is vehicle impacts, which are considered in papers IV and V. The second and third class of risks are those for which no provisions are provided in the code; these are further subdivided according to their level of predictability. Examples of this class of risks include external bomb explosions, external fire, flooding, landslide, and terrorism. If a risk can be imagined, something can be done to mitigate its affects. Alternate strategies may be appropriate in cases of ‘true unknowns’; e.g. fail-safe systems or proactive safety management schemes.

4.4 Complementary risk-informed approach

In paper I it is proposed that the use of case-specific risk assessments are appropriate for complementing current codified approaches in designing ‘conventional’ bridge structures. It is common to use these approaches when designing large scale projects such as long span bridges when the design codes are considered inadequate. Thus the effectiveness of such approaches has been proven in practice. However, the use of case-specific risk assessments for more common structures is usually not carried out. This is due to the fact that these types of assessments typically involve more time, money and effort to implement effectively, and will often require knowledge and experience that lie outside the realm of common structural engineering professional
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**Figure 4.4**

Complementary approach in relation to design process
practices (Elms, 1992). On the other hand, the possibility of applying focused risk assessments, as a complementary approach, can be useful in specifically addressing some of the limitations of codified design presented in the Section 4.2 of this thesis. The following justifications are provided in paper I:

- Problem of code-compliance overshadowing design objective is addressed
  - The engineer is given more autonomy and responsibility in design enabling him/her to think critically about risks and how to deal with them
- Problem of code complexity & imbalance of explicit contra implicit provisions is avoided
  - The process of identifying, evaluating and treating risks is carried out by engineer(s) responsible for the design and not by code writing bodies
- Limitations of safety formats are overcome
  - The risk assessment can be tailored such as to account for system responses, address accidental or unforeseen events and directly consider failure consequences

In paper II, a detailed description of a complementary risk informed approach is provided. This approach is based on similar principles as the risk assessments applied in large scale construction projects. However, the approach is tailored towards the investigation of risks related to accidental hazards (see Table 4.2) during the conceptual design phase for bridges (see Section 3.1.1). The approach is shown in relation to the different design phases in Figure 4.4. During the initial conceptual design phase, a risk screening – see Section 4.4.1 – is conducted such as to provide additional decision support for comparing design alternatives. During the initial conceptual design, an assessment of risks such as those related to the hazards in Table 4.2 can help identify which risks are critical and require more attention at later design stages. During the detailed design phase – in which a design alternative has been

### Table 4.2
Examples of accidental hazards for bridge structures (see papers I & II)

<table>
<thead>
<tr>
<th>Initiating hazard</th>
<th>Source of hazard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collision to substructure</td>
<td>Trucks, Trains, Ships, Airplanes</td>
</tr>
<tr>
<td>Collision to superstructure</td>
<td>Trucks, Ships, Airplanes</td>
</tr>
<tr>
<td>Overloading</td>
<td>Inadequate strength, Abnormal loading</td>
</tr>
<tr>
<td>Explosion / Fire</td>
<td>Vehicles, Nearby Structures, Other</td>
</tr>
<tr>
<td>Hydraulic actions</td>
<td>Scour, Debris flooding</td>
</tr>
<tr>
<td>Other natural events</td>
<td>Storm (extremem wind), Earthquakes, Landslides, Settlement, Lahars</td>
</tr>
<tr>
<td>Malevolence</td>
<td>Terrorism, Vandalism</td>
</tr>
</tbody>
</table>
chosen for further development – an evaluation of the critical risks determined during the risk screening process is possible. To highlight the practical application of this approach in more conventional bridge projects case studies were conducted in papers II & III – see Sections 5.2 & 5.3.

The approach described in paper II has three main advantages: (1) it broadens the scope of assessment to include the entire structural system as well as non-structural aspects; (2) it is applicable for the conceptual design phase; and (3) it serves as a complement to codified approaches. Although paper II focuses on the application of the approach during the conceptual design phase for bridge structures, detailed investigations of risks are carried out in paper III for a bridge case illustrating the application of risk assessments during the detailed design phase – see Section 5.3.

4.4.1 System definition & bounds

Before any assessment can be carried out, the system that is being investigated must be properly defined and the scope established. There are three main aspects of the system that are considered: human, structural and transport network – see Figure 4.5.

The human aspect consists of the bridge users as well as users of the surrounding transport network of which the bridge is an element. The structural aspect of the system consists of the physical elements – structural components – that make up the bridge structure including the substructure (foundations) and superstructure (bridge girder). The transport network is comprised of the traffic elements in the vicinity of the bridge including roads, railways, navigational waterways, and pedestrian/cycle paths. Determining the boundaries of the system is also important and should be specified when conducting the assessment. In this regard, a decision invariance principle could be adopted (Rodriguez-Nikl & Brown, 2012). This principle basically
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*Possible definition of system divided into human, structural and transport infrastructure sub-systems*
states that the system boundaries should be such that any further extension does not affect the decision being made.

### 4.4.2 Risk screening procedure

The complementary approach starts with a standard risk screening procedure as summarized in Figure 4.6. This process involves the identification of initiating hazards followed by a subsequent determination of relevant risk scenarios while attempting to screen non-critical risks based on qualitative or quantitative assessments. The screening process is conducted by considering the chain of events describing each scenario and determining appropriate strategies for mitigating the risks they represent. In total, four separate design strategies are possible:

1) the risk is considered insignificant (or out of scope) and the scenario is neglected,
2) resources are allocated for preventing the initiation of the scenario,
3) the element(s) directly affected by the hazard is(are) strengthened such that
damage cannot progress further, or
4) resources are allocated for limiting the consequences associated with further
progression of damage.
5) the risk is considered acceptable and no action is taken.

The determination of which strategy is chosen should be weighed against the amount
of resources required for implementing these strategies. If the third or fourth strategy
is chosen, further investigations may be necessary during the detailed design phases to
ensure local resistance is adequate or that the indirect risks associated with progression
are limited – e.g. by providing redundancy or ductility. Irrespective of which strategy
is chosen, it is important that the results of the initial risk screening are presented
during the later design stages. Furthermore, for those risks which are judged to be
critical – i.e. requiring additional attention than is achieved by the risk screening – it
should be ensured that these risks are adequately treated at later design stages.

In carrying out the risk screening, hazard scenarios have to be identified; this process
is referred as ‘scenario structuring’. A hazard scenario is a sequence of possible events
leading to damage of the structure. The first event (or combination of events) in the
hazard scenario – which initiates, or triggers, the hazard scenario – is known as a
hazard; see Figure 4.7. As was already mentioned, focus is on so-called accidental
hazards such as those shown in Table 4.2. Following the initiating hazard event there
are possible damage progressions in the structure (i.e. hazard scenarios) including an
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<table>
<thead>
<tr>
<th>Preceding events/circumstances</th>
<th>Initiating hazard event (triggering cause)</th>
<th>Follow-up events/circumstances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Possible fault mechanisms (enabling causes)</td>
<td>Possible damage progression (hazard scenarios)</td>
<td>Event with potential to damage bridge</td>
</tr>
</tbody>
</table>

Figure 4.7
Initiating hazard event (or triggering cause) – generic case
undamaged state scenario up to and including possible failure state scenarios. Associated with each scenario is a risk level which is evaluated from the likelihood of it occurring and the associated consequence severity.

A common way of estimating the risk associated with a given hazard is to construct so-called event trees. These are graphic representations of the possible sequences of events following an initiating hazard event; i.e. an inductive approach to modeling risks. Each vertex in the event tree represents different possible outcomes of an event. By assigning probabilities to these outcomes, the total probability associated with a sequence of events can be determined. This, in combination with the consequences associated with each scenario, then determines the level of risk. Figure 4.8 shows a basic event tree for determining the risks associated with an arbitrary hazard event \( E \); local damage of the element directly affected by \( E \) is indicated by \( D \) while any progression of damage beyond a local response is given by \( F \). Four scenarios are possible, denoted \( S_0, S_1, S_2 \) and \( S_3 \); associated with each of the scenarios are consequences \( C_0 \) (=0), \( C_1 \), \( C_2 \), and \( C_3 \):

\[ S_0. \text{ No initiation – the event does not occur (zero consequences); the risk is:} \]
\[ R_{S_0} = P_{S_0} \cdot C_0 = (1 - P(E)) \cdot 0 = 0 \]  
\[ (4.1) \]

\[ S_1. \text{ No local damage – initiation but damage is negligible; the risk is} \]
\[ R_{S_1} = P_{S_1} \cdot C_1 = P(E) \cdot (1 - P(D | E)) \cdot C_1 \]  
\[ (4.2) \]

\[ S_2. \text{ Local damage – initiation leading to damage but not further progression; the risk is:} \]
\[ R_{S_2} = P_{S_2} \cdot C_2 = P(E) \cdot P(D | E) \cdot (1 - P(F | D \cap E)) \cdot C_2 \]  
\[ (4.3) \]

\[ S_3. \text{ Global failure – progression of damage beyond local damage; the risk is:} \]
\[ R_{S_3} = P_{S_3} \cdot C_3 = P(E) \cdot P(D | E) \cdot P(F | D \cap E) \cdot C_3 \]  
\[ (4.4) \]

In equations (4.1) to (4.4) risks are defined as probability multiplied with the consequences; variations on the way in which risk is represented are also possible. For instance, for qualitative assessments, risk define as a set pair \( R = \{P,C\} \) is more appropriate; e.g. ordinal values 1 through 5 could be used representing a scale ranging from ‘very unlikely’ to ‘very likely’ for \( P \) and ‘insignificant’ to ‘catastrophic’ for \( C \). In large scale construction project, the evaluation of risks associated with different hazard scenarios may be time consuming involving complex simulations. However, for the approach proposed here, simplified models are desired. Such models may be available in the literature but further developments are needed. Papers IV & V for example,
form the basis for a simplified risk modeling approach to HGV collisions to bridge substructures which is presented in Section 5.4.2.

In the context of risk control in engineering design, it is important to realize how different design choices affect the risks associated with a certain hazard. To do this, it is convenient to first realize the connection between the event tree in Figure 4.8 and the risk screening process in Figure 4.6. The latter is basically about determining how resources should be allocated to control the risks associated with the different branches of the event tree. If the prevent strategy is opted, then local damage is to be avoided and efforts are made to prevent initiation and reduce the probability $P(E)$; thus the S1-S3 scenarios are to be avoided. Although it is obviously preferable that initiation is prevented, as the consequences are none, this may not be feasible due to a lack of resources. The withstand strategy entails utilizing resources to provide adequate local strength to reduce the probability of damage $P(D|E)$ and thus avoiding the S2 and S3 scenarios. Again, this may not be feasible due to the high magnitude of loading usually associated with the types of hazards given in Table 4.2. In this case, the S3 scenario cannot be avoided but must be controlled. Choosing the control strategy is thus an indication that local damage is tolerated (or unavoidable) while the progression of collapse, determined by $P(F|D)$, is addressed, e.g., by providing adequate redundancy or ductility in the damaged structure. This strategy may also

Figure 4.8
Event tree for initiating hazard event $E$
entail decreasing the consequences $C_3$ through, e.g., compartmentalization to limit damage progression, emergency response measures, or monitoring systems. Finally, the neglect or accept strategies indicates no direct action is to be taken and that the risks are either insignificant, out of scope, or acceptable. The next sections give an overview for how the probabilities and consequences can be evaluated.

### 4.4.2.1 Probability estimation – uncertainty modeling

In order to determine the probabilities shown in Figure 4.8, the uncertainties related to the hazard scenarios need to be considered. As a first step, a qualitative approach is possible. In this case, no quantitative values are determined for the probabilities but instead ordinal measures may be given; e.g., on a scale of 1-5. In this context, it is helpful to understand what factors are influential for the hazard scenario being considered; i.e. what factors influence the probabilities. Table 4.3 and Table 4.4 show influential factors for determining the probabilities associated with initiation, damage, and progression for two hazard scenarios given in Table 4.2 – HGV collisions to bridge support and scour of bridge foundations. Among these factors are some decision parameters (DP) – defined as factors that are dependent on decisions made in design. For example in the case of HGV collisions (Table 4.3) the distance between the roadside and the support structure depends on the design of the bridge; bridges with supports closer to the roadside are more vulnerable to collisions (initiation) than those with supports placed further away. While in the case of scour of bridge foundations placed in or near water, the depth of the foundation influences the likelihood of damage in case of initiation and bridges with more shallow foundations are more at risk.

If a quantitative assessment is desired, then stochastic models are required for calculating these probabilities. These models may be available in the literature or can be developed independently. The JCSS Probabilistic Model Code (PMC), for example, provides some guidance for the stochastic modeling of structural resistances as well as some extreme loads including vehicle collisions as well as ship and aircraft collisions (JCSS, 2001). Some additional sources useful for the probabilistic modeling of the accidental or extreme hazard scenarios given in Table 4.2 are mentioned in Table 4.5 – some general considerations regarding stochastic modeling of extreme hazards is provided in Vrouwenvelder (2000).

---

43 Papers IV and V for example consider the risks related to collisions from HGV traffic to bridge supports – a simplified model for estimating these risks is given in Section 5.4.1 based on these papers.
### Table 4.3
Influential factors – including decisions parameters (DP) – for probability estimations of HGV collision to bridge support

<table>
<thead>
<tr>
<th>Stage of scenario</th>
<th>Description</th>
<th>Influential factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initiation</td>
<td>Collision to bridge supports</td>
<td>Distance from roadside (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heavy vehicle traffic intensity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accident rate (run-off-road accidents)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Roadside conditions (barriers, slope) (DP)</td>
</tr>
<tr>
<td>Damage</td>
<td>Possible failure modes include flexure and shear</td>
<td>Characteristics of truck traffic (weight, speed, ‘stiffness’)</td>
</tr>
<tr>
<td></td>
<td>(localized or global)</td>
<td>Structural dimensions for support structure (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ductility of support (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dynamic material behavior</td>
</tr>
<tr>
<td>Progression</td>
<td>Collapse state: failure of supported spans</td>
<td>Level of redundancy of structure (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Structural dimension for bridge deck (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Connection between elements – load transfer (DP)</td>
</tr>
</tbody>
</table>

### Table 4.4
Influential factors – including decision parameters (DP) – for probability estimations of to scour of bridge foundation

<table>
<thead>
<tr>
<th>Stage of scenario</th>
<th>Description</th>
<th>Influential factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initiation</td>
<td>Scour of bed material underneath bridge foundations founded in or nearby flowing water</td>
<td>River discharge (flood) &amp; speed of flow (turbulence)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Characteristics of channel (area, depth, bed material, flood plane)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rate of erosion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Position of support, geometry (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bed protection, armouring (DP)</td>
</tr>
<tr>
<td>Damage</td>
<td>Undermining of foundations (loss of equilibrium), exposure &amp; subsequent failure of piles</td>
<td>Characteristics of foundation (depth) (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Characteristics of piles (depth, strength) (DP)</td>
</tr>
<tr>
<td>Progression</td>
<td>Collapse state: progression of failure to supported spans</td>
<td>Level of redundancy of structure (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Structural dimension for bridge deck (DP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Connection between elements – load transfer (DP)</td>
</tr>
</tbody>
</table>
In determining appropriate stochastic models it is important to consider the ‘principle of consistent crudeness’ mentioned in Section 3.1. During the risk screening, the goal is to compare estimated levels of risk for certain hazards and given the lack of available information at the early design stages, there is no point in using overly sophisticated models in an effort to increase precision. Thus simplified models are preferred at the early conceptual design phases (see paper II). If additional verification is desired during the detailed design phase, the models for determining risks can be altered to reflect the additional information that is available at this design stage (see paper III). However, even in these cases, too much complexity in the modeling should be avoided as the uncertainties inherent to the types of risks which are being investigated – i.e. accidental hazards – may not warrant overly sophisticated models.

Finally, a semi-quantitative approach is possible by determining probability severities – based on an ordinal scale – from probability values. This approach may be useful in

<table>
<thead>
<tr>
<th>Hazard scenario</th>
<th>Some useful sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGV collision to bridge substructure</td>
<td>Papers IV and V, section 5.4.1</td>
</tr>
<tr>
<td>HGV collision to bridge superstructure</td>
<td>Fu, Burhouse, &amp; Chang (2004)</td>
</tr>
<tr>
<td>Train collision to bridge substructure</td>
<td>UIC (2002), Björnsson (2010)</td>
</tr>
<tr>
<td>Vessel collisions to bridge</td>
<td>IABSE (1983), Larsen (1993)</td>
</tr>
<tr>
<td>Airplane collisions to bridge</td>
<td>CIB (1992)</td>
</tr>
<tr>
<td>Explosion / Fire</td>
<td>Winget, Marchand &amp; Williamson (2005)</td>
</tr>
</tbody>
</table>

In determining appropriate stochastic models it is important to consider the ‘principle of consistent crudeness’ mentioned in Section 3.1. During the risk screening, the goal is to compare estimated levels of risk for certain hazards and given the lack of available information at the early design stages, there is no point in using overly sophisticated models in an effort to increase precision. Thus simplified models are preferred at the early conceptual design phases (see paper II). If additional verification is desired during the detailed design phase, the models for determining risks can be altered to reflect the additional information that is available at this design stage (see paper III). However, even in these cases, too much complexity in the modeling should be avoided as the uncertainties inherent to the types of risks which are being investigated – i.e. accidental hazards – may not warrant overly sophisticated models.

Finally, a semi-quantitative approach is possible by determining probability severities – based on an ordinal scale – from probability values. This approach may be useful in

<table>
<thead>
<tr>
<th>Probability scale</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>In the order of magnitude of $&lt;10^{-7}$ per year ($&lt;10^{-5}$ for 100 years)</td>
</tr>
<tr>
<td>2</td>
<td>In the order of magnitude of $10^{-7}$ to $&lt;10^{-6}$ per year ($&lt;10^{-5}$ to $&lt;10^{-4}$ for 100 years)</td>
</tr>
<tr>
<td>3</td>
<td>In the order of magnitude of $10^{-6}$ to $&lt;10^{-5}$ per year ($&lt;10^{-4}$ to $&lt;10^{-3}$ for 100 years)</td>
</tr>
<tr>
<td>4</td>
<td>In the order of magnitude of $10^{-5}$ to $&lt;10^{-4}$ per year ($&lt;10^{-3}$ to $&lt;0.01$ for 100 years)</td>
</tr>
<tr>
<td>5</td>
<td>In the order of magnitude of $10^{-4}$ per year or more ($&lt;0.01$ for 100 years)</td>
</tr>
</tbody>
</table>

Recall, precision does not necessarily imply accuracy of predictions just as the number of decimals provided for a quantitative result is not an indication of how well the result reflect ‘reality’
comparing risks using risk severity matrices (see Section 4.4.3). The probability severity scale should be adjusted to reflect the relative low probabilities associated with accidental or extreme events. In other words, the ordinal scale may be shifted to more easily distinguish between varying degrees of likelihood; see Table 4.6.

4.4.2.2 Consequence modeling

The estimation of risks associated with the different hazard scenarios illustrated in Figure 4.8 requires that the consequences of damage to or failure of the bridge are considered; some previous investigations of costs resulting from bridge failure have been carried out by Wong, Onof, & Hobbs (2005). In modeling the consequences associated with a hazard scenario, different consequence types are considered. Considering system definition given in Section 4.4.1, the following three consequence types are considered in this thesis: (1) human casualties, (2) structural damages, and (3) disruptions to the transport network. The elements considered for each consequence type is given in Table 4.7 along with how these can be measured.

In general consequences can be designated as direct or indirect. Direct consequences are those consequences directly associated with the initiating event and local damage to the structure; i.e. C1 and C2 in Figure 4.8. Indirect consequences are associated with any follow-up damages to the structure; i.e. consequence C3 in Figure 4.8. In the case of indirect consequences, in which recovery may take an extended amount of time, the timeline for system recovery is important. In Figure 4.9 the timeline for system recovery is shown for the generic case (based on paper III). Four system states are distinguished in:

1. Damaged system – the state of the system in the immediate aftermath of failure.
2. Intubated system – emergency measures have been taken in direct response to the failure event; e.g. emergency response
3. Manipulated system – system functionality has been (partially) restored to an acceptable level to cope with system demands; i.e. long-term detours for rerouting traffic during reconstruction & repair operations

<table>
<thead>
<tr>
<th>Consequence type</th>
<th>Elements considered</th>
<th>Indicator (measure)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human casualties</td>
<td>Fatalities, injuries</td>
<td>Number of casualties</td>
</tr>
<tr>
<td>Structural damages</td>
<td>Repair/rebuild cost, clean-up cost</td>
<td>Monetary value</td>
</tr>
<tr>
<td>Disruption in transport</td>
<td>User delay costs, traffic management costs</td>
<td>Additional travel times, detour lengths</td>
</tr>
</tbody>
</table>

Table 4.7
Elements considered for each consequence type
4. Recovered system – full system functionality has been restored; i.e. the bridge has been re-opened for traffic

The transition between these three states is characterized by short term, medium term, and long term consequences. While human casualties and costs related to structural damages can be seen as more or less immediate consequences, the distinction between short term, medium term and long term consequences of disruptions to the transport network is important (see paper III). The time scale for these may be in the range of a few hours, a few weeks, a few months, or even years. Consider a bridge that has completely failed, causing traffic along its span and underneath it to cease. In the short term, which may be in the range of a few hours, traffic may be at a complete stand-still until measures have been put in place to alleviate the traffic situation. Traffic delays in the short term are perceived more negatively by society whereas given enough time, the traffic users become accustomed to changes in the traffic situation; e.g. as a result of detours (Trafikverket, 2012). Once detours have been put in place, delays occur as a result of longer travel times and perhaps also due to the need for replacement traffic (e.g. replacement busses for trains). Once conditions are restored for traffic running underneath the bridge, the only remaining long term consequences are related to delays for traffic that would benefit by crossing the bridge. This approach to dividing user costs according to short, medium, and long term was done in paper III; see also Section 5.3.

Modeling human casualties

In the case of human casualties, it is common to distinguish the severity of injury. For example, in the field of medicine and trauma care the abbreviated injury scale (AIS)

---

45 The AIS was developed by the Association for the Advancement of Automotive Medicine (AAAM) in the late 60s and is an anatomically based global severity scoring system that classifies each injury by body region according to its relative importance on a 6-point ordinal scale (http://www.aaam.org/about-ais.html)
is often used for ranking injury severity; the scale ranges from 1 to 6 indicating a minor to a major (fatal) injury. In case of multiple injuries, the so-called injury severity scale (ISS) – which is based on AIS – can be used in predicting mortality (see, e.g., Linn, 1995). In evaluating risks related to motor vehicle crashes the maximum AIS (or MAIS) has also been used (Blincoe, et al., 2002). In the context of risk assessments, human casualties may be indicated by the number of fatalities/injuries but monetary values are also common – i.e. a monetary measure for the value of a statistical life (VSL). This latter approach is useful as it allows for human consequences to be combined with other types of consequences (e.g. economic). However, it lends itself to an obvious ethical dilemma regarding the valuation of lives saved. Some information regarding the value of a statistical life (VSL) for road related injuries in Sweden can be found in Persson, Hjalte, Nilsson & Norinder (2000) and Hultkrantz, Lindberg & Andersson (2006); values are provided in Table 4.8 for reference (Trafikverket, 2012).

Human consequences are usually considered as indirect unless the function of the structural element directly affected by the initiating hazard is to prevent or reduce human casualties. Consider, for example, if an explosion were to occur on or underneath the bridge. The explosion poses a risk to those persons in its vicinity and a number of casualties may occur as a result. However, the function of the bridge is not to prevent these casualties as is the case, say, for a protective barrier surrounding an embassy. In the case of bridges, elements which fulfill similar purposes are usually non-structural; e.g. safety barriers. In general, the following cases could be lead to human consequences in considering risks from accidental hazards to bridges:

1. Users of bridge super-structure become injured, fatally or otherwise, as a result of the bridge deck collapsing
2. Users passing underneath the bridge become injured, fatally or otherwise, as a result of falling structural debris (i.e. a collapsing bridge deck) or as a result of colliding with the collapsed structure
3. Users of surrounding network are at more risk due to increased accident proneness resulting from changes to the traffic situation after a structural failure

<table>
<thead>
<tr>
<th>Injury severity†</th>
<th>Value of statistical life (VSL)</th>
<th>Material costs‡‡</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatality</td>
<td>22.3 million SEK</td>
<td>1.4 million SEK</td>
<td>23.8 million SEK</td>
</tr>
<tr>
<td>Severe injury</td>
<td>3.7 million SEK</td>
<td>0.7 million SEK</td>
<td>4.4 million SEK</td>
</tr>
</tbody>
</table>

† two types of casualties are considered: fatality and severe injury (according to definition from Swedish Transport Agency)
‡‡ includes estimated costs associated with medical treatments, administrative costs, emergency services and net production loss

Table 4.8
Value of risk reduction for road related fatalities and severe injuries in Sweden (Trafikverket, 2012)
For human casualties involving road users, the basic equation for estimating the total number of casualties, $N$, in these cases is determined based on the following:

$$N = P \cdot \frac{ADT}{24} \cdot \frac{L}{v} \cdot O \quad (4.5)$$

where $ADT$ is the average daily traffic intensity (vehicles/day), $v$ is the average speed of the vehicles on the road (km/h), $L$ is a reference length (km), $O$ is the average occupancy rate for the vehicles (persons/vehicle) and $P$ is a probability factor which considers the likelihood of casualties for the given scenario. The part of equation (4.5) to the right hand side of the factor $P$ is an estimate of the number of persons within vehicles on a given length of road, $L$, with traffic intensity, $ADT$, and average speed, $v$. The input values to equation (4.5) for each of the three scenarios are provided in Table 4.9. The equation for determining the probability of casualties related to the third case in Table 4.9 is determined from a model by Evans (1994), which is based on accident statistics involving vehicle collisions. The probability of a fatality (F) or severe injury (S) is estimated from a residual impact velocity $\Delta v$ according to:

$$P_{i\in F,S}(\Delta v) = \min\left\{\left(\frac{\Delta v}{\alpha_i}\right)^{k_i}, 1.0\right\} \quad (4.6)$$

where $k_F = 4.5$, $k_S = 2.5$, $\alpha_F = 112$ km/h, and $\alpha_S = 107$ km/h are constants determined from accident statistics (Evans, 1994). Observe that equation (4.6) assumes there is one occupant in the vehicle. For a vehicle with a velocity $v$ located at a distance $x$.

### Table 4.9
Variables for estimating human casualties resulting from bridge collapse – equation (4.5) (see paper II)

<table>
<thead>
<tr>
<th>Casualties involving:</th>
<th>Traffic intensity and speed (ADT, v)</th>
<th>Reference length (L)</th>
<th>Probability for casualties (P)†</th>
<th>Occupancy (O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road-vehicle users on the bridge as it collapses</td>
<td>Bridge traffic</td>
<td>Length of collapsed deck + $2 \cdot x_b (= v^2/a)$ ††</td>
<td>$P_F = 0.75$, $P_S = 0.25$ (assumed)</td>
<td>1.7</td>
</tr>
<tr>
<td>Road-vehicle users underneath the bridge as it collapses</td>
<td>Underpass traffic</td>
<td>Width of collapsed deck</td>
<td>$P_F = 1.0$, $P_S = 0$ (assumed)</td>
<td>1.7</td>
</tr>
<tr>
<td>Road-vehicle users colliding with the collapsed bridge</td>
<td>Underpass traffic</td>
<td>Breaking distance: $x_b = v^2/2a$ ††</td>
<td>Equation (4.12)</td>
<td>1.7</td>
</tr>
</tbody>
</table>

† two types of injury severity are distinguished: fatalities (F) and severe injuries (S)
†† $x_b$ is the breaking distance for speed $v$ and breaking deceleration of $a$
from the structure as it collapsed and decelerating by a breaking deceleration of \(a\), the residual velocity is given by:

\[
\Delta v = v \cdot \sqrt{1 - \frac{x}{x_b}} \quad ; \quad x < x_b = \frac{v^2}{2a}
\]  

(4.7)

where \(x_b\) is the breaking distance. At the distance \(x\) from the structure, the estimated number of vehicles \(dn_{veh}\) on a differential stretch of road \(dx\) is determined according to:

\[
dn_{veh} = \frac{ADT \cdot dx}{v}
\]

(4.8)

The total number of casualties is determined by integration of equation (4.8) together with equation (4.6) (and considering the number of occupants in a vehicle, \(O\)):

\[
N_{ieF,S} = \int P_i(\Delta v) \cdot dn_{veh} \cdot O = \int_0^{x_b} \min\left\{\left(\frac{\Delta v}{\alpha_i}\right)^{k_i}, 1.0\right\} \frac{ADT \cdot dx}{v} \cdot O
\]

(4.9)

For \(\Delta v < \alpha_i\), which is not unlikely given the speed limit on Swedish highways is usually 110 km/h – this becomes:

\[
N_{ieF,S} = O \cdot \frac{ADT}{v} \cdot \frac{x_b}{\alpha_i^{k_i}} \cdot \int_0^{x_b} \left(1 - \frac{x}{x_b}\right)^{\frac{k_i}{2}} dx
\]

\[
= \left(\frac{2}{k_i + 2}\right) \cdot \left(\frac{v}{\alpha_i}\right)^{k_i} \cdot \frac{ADT}{v} \cdot \frac{x_b}{v} \cdot O
\]

(4.10)

Rewriting this expression in the form shown in equation (4.5) yields the following:

\[
N_{ieF,S} = P_{ieF,S} \cdot \frac{ADT}{v} \cdot \frac{x_b}{O}
\]

(4.11)

where the probability for casualties is given by:

\[
P_{ieF,S} = \left(\frac{2}{k_i + 2}\right) \cdot \left(\frac{v}{\alpha_i}\right)^{k_i}
\]

(4.12)

and \(k_p, k_s, \alpha_p, \alpha_s\) are given in equation (4.6).

**Modeling consequences of structural damage**

The consequences of structural damages primarily include repair or rebuild costs but may also include additional costs associated with fixing damages to a structure. In
these cases, a monetary value is appropriate. Modeling these consequences requires determining the extent of damage to the structure for a given a hazard scenario. A simplified approach could be to estimate the costs as a proportion of the initial construction cost. For example, the ratio of bridge deck area damaged to the total area or the volume of damage to the total volume. An alternative approach would be to consider the damage costs in relation to the life-cycle cost for the bridge.

**Consequences of disruptions to transportation network**

Disruptions to the transport network include delay costs for the traffic users and perhaps also traffic management costs incurred by the regional or national transportation authorities. These types of consequences aren’t as easily quantified and may be indicated by additional travel times, detour lengths, or given as equivalent monetary values. Bridges are elements in a larger transportation network consisting of roads, railways, pedestrian lanes as well as navigational waterways. A primary function of the bridge is to provide (safe) passage over its spans and damage caused to the bridge can hinder this function and cause negative consequences for the surrounding transportation network. Traffic travelling underneath a bridge can be affected in a similar way. Thus in considering the risks related to hazards possibly affecting a bridge, it is important to consider the consequences to the traffic users. In fact, some studies that involve evaluating the costs for bridge failures found that the user costs dominate (Wong, Onof, & Hobbs, 2005). There are a number of ways in which to distinguish between the different ways in which these consequences can manifest. Usually, it is convenient to consider different modes of transport; namely:

- Road users
- Rail users (including trains & trams)
- Pedestrians & cyclists
- Users of navigational waterways

Estimations of the consequences related to disruptions of the transport network can

<table>
<thead>
<tr>
<th>Traffic type</th>
<th>VT per passenger (weighted†)</th>
<th>Passengers per vehicle (weighted†)</th>
<th>Total VT per vehicle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cars, private trip (90%)</td>
<td>90 SEK/hour</td>
<td>1.77</td>
<td>181 SEK/hour</td>
</tr>
<tr>
<td>Cars, business trips (10%)</td>
<td>291 SEK/hour</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td>Trucks (heavy traffic)</td>
<td>-</td>
<td>-</td>
<td>330 SEK/hour††</td>
</tr>
<tr>
<td>Equivalent value for all road vehicles (assuming 12% heavy traffic)</td>
<td>-</td>
<td>-</td>
<td>199 SEK/hour</td>
</tr>
</tbody>
</table>

† the weighted values are determined from ASEK 5 (Trafikverket, 2012)
†† includes operational costs
be done in various ways. A simple approach is to consider the volume of traffic that may be affected due to bridge failure. For example, these consequences could be quantified by considering the amount of traffic (in ADT) crossing the bridge or running underneath it that would experience delays or congestion as a result of a given hazard scenario. This approach was used for the case study presented in paper II, see Section 5.2. A more refined approach may be to determine costs associated with additional travel times for different modes of traffic. Finally, if it is desired that this consequence is to be combined numerically with the other consequence types, a monetary value for user delays can be evaluated based on the ‘value of time’ for a certain modes of transport; this approach was used in paper III – see Section 5.3. For example, in the case of road traffic, travel delay costs can be determined from:

\[ C_{TD} = \left( \sum_i VT_i \cdot ADT_i \right) \cdot t_d \]

(4.13)

where \( VT_i \) is the value of time for vehicle type \( i \), \( ADT_i \) is the daily volume of traffic affected and \( t_d \) is the additional travel time. The value of time can be distinguished between trip purposes (business or leisure), modes, and journey length (Maibach, et al., 2008). In Sweden this approach is common when determining socio-economic costs associated with infrastructure projects (Trafikverket, 2012). As a simplification, a single weighted value for value of time can be determined for road vehicles; see Table 4.10.

---

**Table 4.11**
Example for consequence severity level for different consequence types

<table>
<thead>
<tr>
<th>Consequence severity</th>
<th>Human consequences</th>
<th>Structural damages</th>
<th>Disturbances to transport network</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No casualties</td>
<td>No structural damages</td>
<td>Little or no effect</td>
</tr>
<tr>
<td>2</td>
<td>1 fatality, or</td>
<td>&lt; 5 % of the structure is damaged</td>
<td>Delays affecting &lt; 25 000 ADT</td>
</tr>
<tr>
<td></td>
<td>&lt;5 severely injured</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2-4 fatalities, or</td>
<td>5-25 % of the structure is damaged</td>
<td>Delays affecting 25 – 50 000 ADT</td>
</tr>
<tr>
<td></td>
<td>5-25 severely injured</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5-10 fatalities, or</td>
<td>25-75 % of the structure is damaged</td>
<td>Delays affecting 50 – 100 000 ADT</td>
</tr>
<tr>
<td></td>
<td>25-50 severely injured</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>&gt; 10 fatalities, or</td>
<td>&gt; 75 % of the structure is damaged</td>
<td>Delays affecting &gt; 100 000 ADT</td>
</tr>
<tr>
<td></td>
<td>&gt; 50 severely injured</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Combining consequences

The preceding sections describe approaches for modeling the consequences associated with human casualties, structural damages and disruptions in the transport network. This determines three separate measures of risk. Combining these measures to determine a single consequence measure for a hazard scenario can be done in a number of ways. To start, consequences can be represented by a set:

\[
C = \{C_H, C_S, C_T\} \tag{4.14}
\]

where \(C_H\), \(C_S\), and \(C_T\) are the different consequence types – human casualties, structural damages, and disruptions to the transport network. This approach is advantageous as no information is lost in presenting such results to a stakeholder – i.e. it is transparent. Combining the consequences to determine a single measure is also possible. However, this requires that the different consequence types are represented in the same way. One way of achieving this is by using an ordinal scale in which a consequence severity is defined; see Table 4.11. This approach was used, e.g., in the case study in paper II. Alternatively, a common unit of measure can be used to evaluate the different consequence types. In this regard, the use of monetary values is common; see previous sections.

If a common unit is used to represent the different consequence types, a single consequence measure can be determined by, e.g., choosing the most severe consequence:

\[
C = \text{max}\{C_H, C_S, C_T\} \tag{4.15}
\]

Alternatively, the consequences can be summed:

\[
C = C_H + C_S + C_T \tag{4.16}
\]

Finally, if there is a preference for avoiding a certain type of consequence in relation to another, then weighing factors may be used:

\[
C = \omega_H \cdot C_H + \omega_S \cdot C_S + \omega_T \cdot C_T \tag{4.17}
\]

where \(\omega_H\), \(\omega_S\), and \(\omega_T\) are weighing factors whose sum is equal to one; e.g., these factors could be given values such as 0.4, 0.25, and 0.35 respectively.
The preceding sections describe an approach for determining hazard scenarios and for estimating the probabilities and consequences associated with these. These factors in turn determine the risks associated with each hazard scenario. To evaluate the severity of these risks, different approaches are possible. A common method is to utilize a so-called risk severity matrix; see Table 4.12. In this case, ordinal scales are used to represent probabilities and consequences (see Table 4.6 and Table 4.11) which are combined in a matrix to determine a severity of risk – ranging from Low to Extreme High. Risks that place high in this ranking are then designated as ‘critical’ – i.e. risks designated High or Extreme High.

Using risk severity matrices is helpful during the risk screening in determining which strategy is to be chosen for the varying hazards; i.e. it provides a platform for comparing the relative risks associated with the ‘prevent’, ‘control’, ‘withstand’ or ‘accept’ strategies. The matrix also provides a platform for comparing the different design alternatives in the conceptual design phase. The risks from the accidental hazards, such as those given in Table 4.2, can be significantly influenced by the choice of conceptual design for the bridge structure. It is thus important that these risks are assessed early on in an effort to help control them more effectively. Compensating for decisions that have not considered these risks later on in the detailed design stage of the bridge could prove very costly. Consider, for example, the design of a bridge crossing a heavily trafficked waterway and the influence of the conceptual design choices on the risk for vessel impacts. The collapse of the Tjörn Bridge, in 1980 in Sweden, as a result of ship collision illustrates the importance of this concept. The collapse of the bridge cost the lives of 8 people who unknowingly drove to their deaths as visibility was poor at the time of the incident. The bridge was designed and built as a tubular steel arch bridge with a main span of 278 m. This particular solution was chosen for its aesthetic quality, while a suspension bridge was also

### Table 4.12

**Risk severity matrix for risk assessment**

<table>
<thead>
<tr>
<th>Probability scale</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>High</td>
<td>Extreme High</td>
<td>Extreme High</td>
<td>Extreme High</td>
<td>Extreme High</td>
</tr>
<tr>
<td>4</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Extreme High</td>
<td>Extreme High</td>
</tr>
<tr>
<td>3</td>
<td>Moderate</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Low</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>1</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

### 4.4.3 Comparing conceptual design solutions

The preceding sections describe an approach for determining hazard scenarios and for estimating the probabilities and consequences associated with these. These factors in turn determine the risks associated with each hazard scenario. To evaluate the severity of these risks, different approaches are possible. A common method is to utilize a so-called risk severity matrix; see Table 4.12. In this case, ordinal scales are used to represent probabilities and consequences (see Table 4.6 and Table 4.11) which are combined in a matrix to determine a severity of risk – ranging from Low to Extreme High. Risks that place high in this ranking are then designated as ‘critical’ – i.e. risks designated High or Extreme High.

Using risk severity matrices is helpful during the risk screening in determining which strategy is to be chosen for the varying hazards; i.e. it provides a platform for comparing the relative risks associated with the ‘prevent’, ‘control’, ‘withstand’ or ‘accept’ strategies. The matrix also provides a platform for comparing the different design alternatives in the conceptual design phase. The risks from the accidental hazards, such as those given in Table 4.2, can be significantly influenced by the choice of conceptual design for the bridge structure. It is thus important that these risks are assessed early on in an effort to help control them more effectively. Compensating for decisions that have not considered these risks later on in the detailed design stage of the bridge could prove very costly. Consider, for example, the design of a bridge crossing a heavily trafficked waterway and the influence of the conceptual design choices on the risk for vessel impacts. The collapse of the Tjörn Bridge, in 1980 in Sweden, as a result of ship collision illustrates the importance of this concept. The collapse of the bridge cost the lives of 8 people who unknowingly drove to their deaths as visibility was poor at the time of the incident. The bridge was designed and built as a tubular steel arch bridge with a main span of 278 m. This particular solution was chosen for its aesthetic quality, while a suspension bridge was also
suggested. Ironically, one argument in opposition of the suspension bridge was based on the risk that an aircraft may collide with its high pylons (Åkesson 2008). It can be argued that the failure of the Tjörn Bridge was ultimately attributed to design error, as the bridge crossed a navigational route used by large ships (some in excess of 200,000 tons) and the possibility of ship impacts was not adequately considered at the time of design. The structural form was in itself very sensitive to impact damages. Furthermore, passage of ships was intended for a narrow gap beneath the center of the bridge just 50 m wide while no barricades or warning systems were provided to prevent a ship veering off course during passage (Åkesson 2008). It is not unreasonable to assume that, had an assessment of risk been conducted in this case during the conceptual phase, the suspension bridge option would have had a significantly lower level of risk with regards to possible impacts, be it aircraft or ship, than the tubular arch bridge. This is not to say that choosing the arch bridge was the wrong decision. It merely indicates that more careful considerations were required to control the risks from ship collision that, unfortunately, had not been considered at the time of construction. Examples of other strategies may have included strengthening the arches to absorb impact damages, providing some form of protective barricades to prevent ships from veering off course or even providing some warning system or automatic gate at either entrance of the bridge hindering people from accidentally crossing in the event of a bridge collapse.

It is stressed that the evaluation of risk should rely on a risk-informed approach and not a risk-based approach. The risk severity matrix in Table 4.12 is not intended as a tool for risk acceptance in which, e.g., risks should be kept below a specified threshold. Instead, the risks determined using the aforementioned methods are intended to provide additional decisions support for (1) comparing conceptual design alternatives, (2) comparing strategies for risk reduction and (3) identifying critical hazard scenarios that may require further attention. Thus, in a risk-informed approach, estimated levels of relative risks are compared for different design choices rather than with some arbitrarily defined acceptance criteria. Relative risk measures are important in the context of managing low probability / high consequence risks. Any absolute measure of risk would likely include large uncertainties and the meaning of any such measure would be lost. Furthermore, the adjustment of acceptance criteria in such cases is difficult as any absolute measure for these types of risks falls within the domain of the zero infinity problem; see Section 4.2.

Conducting these assessments is a balancing act. During the early stages of design, there is less available information (greater uncertainties) while the influence of the decisions made may have a more significant effect on the safety of the resulting structure. It is important that the approaches used account for the degree of uncertainty present at that point in time. Thus basic models are more useful during the early conceptual stage whereas a refinement is possible at subsequent stages as more information becomes available. The use of risk assessment methods is useful as it revolves around asking the vital questions: what can go wrong here? how? and, what
can be done about it? Preventing an unforeseen costly occurrence then relies on having determined the right set of answers to these questions.

4.4.4 Evaluation of critical risks during detailed design

Once a conceptual design solution has been chosen, those risks which were determined as ‘critical’ during the conceptual design phase can be investigated further. These investigations can be more refined than those carried out during the conceptual design phase given the additional information available; i.e. in a similar way that risk assessments are treated on large scale construction projects. A fundamental difference, however, with the approach proposed in this paper is that the initial screening process limits such detailed investigations to only those risks considered ‘critical’. An example of such an in-depth risk assessment is conducted in paper III for a bridge case in the south of Sweden for the case of train collisions; see Section 5.3. In this case, the risks associated with train collisions to a bridge substructure were investigated in detail. This entailed quantification of the probabilities associated with the hazard scenario using probabilistic simulations. The consequences to the human, structural, and transport network aspects of the system were also quantified in terms of monetary values. More information on this case study is provided in Section 5.3.

It should be mentioned that although more refined approaches for the evaluation of risks are possible during the design stage, comparative assessments are still useful and a risk-informed approach is recommended here as well. In this case, the influence of detailed design decisions can be studied in the same way the conceptual design choices were considered in the previous sections. For example, different choices of structural detailing and connections can be compared to determine their influence of the critical risks.
Figure 4.10
Photographs of the old Tjörn Bridge – or Almöbron – (top) before and (bottom) after collapse. The bridge – which opened in 1960 – collapsed when the bulk carrier MS Star Clipper collided with the tubular steel arch at 1.30 a.m. on 18th January, 1980. Eight persons lost their live in the 7 vehicles that unwittingly plunged into the collapsed span. More information can be found in the official report (SHK, 1981) available on the Swedish Accident Investigation Authority’s (SHK) homepage (www.havkom.se).
This page is intentionally left blank
5. Crucial aspects of complementary approach

The use of risk analysis...requires interpretation and knowing what went into it. It requires determining whether the results make sense in the broader context of all the considerations involved. In short, it requires the exercise of judgment.

Steven G. Vick (2002, p. 139)

5.1 Introduction

The main advantages with the approach that was outlined in Section 4.4 are that it (1) broadens the scope of assessment, (2) can be applied during the conceptual design phase, and (3) is a supplement for the design codes. To exemplify these advantages, some crucial aspects of the approach are identified and investigated further; these form the bases for papers II to V which are appended at the end of this thesis:

1. Application of approach during conceptual design phase (refer to paper II)
2. Assessment of critical risks during detailed design (refer to paper III)
3. Modeling risks from accidental/extreme hazards (refer to papers IV & V)

In the first case, the possibility of applying the approach during the early design phases is highlighted. A case-study of a construction project in the west of Sweden was investigated and the available material from the conceptual design – in which multiple technical solutions were proposed – formed the basis of the assessment. In the second case, the assessment of critical risks during later design stages was identified. A detailed investigation of the risks from a single accidental hazard was conducted for a bridge in the south of Sweden. This example shows the effects of broadening the scope of assessment to include non-structural constituent of the system. The bridge was viewed as an element in the transportation system and failures of the bridge structure result in disturbances for the transport network. The case study reveals the significance that considering this relationship – between bridge and transportation system – has on the risks determined. The third crucial aspect of the complementary approach is related to how risks related to accidental/extreme hazards are modeled. Application of the complementary approach utilizes such models and it
is important that these are identified and developed for various accidental hazards. Simplified models are preferred – especially during the conceptual design phase. In this thesis, it was decided to develop a model for heavy goods vehicle (HGV) impacts to bridge supporting structures. Referring back to Section 2.2.1 the second most frequent failure cause (or mode) was collisions. Scour, which was the leading most reported cause, was not chosen as it requires special expertise in hydraulic engineering.
5.2 Marieholm Connection project case study

5.2.1 Background

The city of Gothenburg – Sweden’s second largest city with a population of approximately 550 thousand – is geographically divided by the Götaälv River, which crosses between its cultural city center and the Hisingen Island. The Hisingen Island has a population of approximately 130 000 and contains a large commercial sector. The transport connections across the Götaälv river are an integral part of not only Gothenburg’s but also Sweden’s transportation system. Currently there are four bridges and one tunnel crossing the river carrying a total of nearly 250 000 vehicles per day; see Table 5.1.

In 2007, a report issued by the Swedish Transport Administration (STA) revealed just how vulnerable these connections are to disruption and the scale of the consequences that would occur if they were to experience local closures (Vägverket, 2007). Increasing traffic demands coupled with the aging infrastructure of the river crossings increases the risk of traffic disruptions, congestion as well as decreasing road safety.

Table 5.1
Data on current road crossings across the Götaälv river – data from Vägverket (2007) and City of Gothenburg’s official website (www.goreborgstad.se)

<table>
<thead>
<tr>
<th>Name (year opened)</th>
<th>Type</th>
<th>Length (m)</th>
<th>Traffic† (veh/day)</th>
<th>Current Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Älvsborg Bridge (1966)</td>
<td>Suspension bridge</td>
<td>900</td>
<td>68 000</td>
<td>Reparations required today and in future. High traffic usage.</td>
</tr>
<tr>
<td>Tingstad Tunnel (1968)</td>
<td>Tunnel</td>
<td>450</td>
<td>117 000</td>
<td>Joints between tunnel sections separating; repair actions required in near future. Very high traffic usage.</td>
</tr>
<tr>
<td>Angered Bridge (1979)</td>
<td>Concrete box girder bridge</td>
<td>930</td>
<td>16 000</td>
<td>Relatively good condition but inefficient connections to surrounding road network</td>
</tr>
<tr>
<td>Jordfall Bridge (1965)</td>
<td>Bascule bridge</td>
<td>685</td>
<td>21 000</td>
<td>Repair works required in near future. Connecting roads not able to cope with increased traffic.</td>
</tr>
</tbody>
</table>

† Traffic values taken from 2010 for all except Jordfallsbron where the data is from 2007
Plans for a new transport connection across the river have been discussed to help alleviate this problem since the early 1990s and now a massive project is underway to construct such a connection within the next decade; this project is called the Marieholms Connection Project. The project involves creating two new road connections that help to mitigate the current traffic problems in the area including the highly utilized river crossings such as the nearby Tingstads Tunnel; see Figure 5.1:

1. A new connection between the E20 and E45 highway which would bypass the heavily utilized Olskroksmotet and Gullbergsmotet intersections.
2. A new Götaälv River crossing to alleviate high traffic demand of existing crossings.
Table 5.3
Overview of technical solutions considered in feasibility study for Marieholm Connection project including estimated total cost for each of the options (in million SEK)

<table>
<thead>
<tr>
<th>Solution</th>
<th>1. Connection E20-E45</th>
<th>2. Götaälv River Crossing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type</td>
<td>Cost</td>
</tr>
<tr>
<td>S1</td>
<td>Multi-span bridge</td>
<td>850</td>
</tr>
<tr>
<td>S2</td>
<td>Multi-span bridge</td>
<td>850</td>
</tr>
<tr>
<td>S3</td>
<td>Tunnel</td>
<td>1 500</td>
</tr>
</tbody>
</table>

The feasibility study, conducted by the STA, investigated the possibility for building a tunnel or a bridge solution for the first connection (Vägverket, 2003a). Multiple locations for the second connection were considered but a crossing located between Marieholm and Tingstad was found to be the most viable option; see Figure 5.1. A bridge and tunnel construction was examined as possible solutions for this crossing as well (Vägverket, 2003b). In terms of overall technical solutions involving both crossings, three options were considered: (1) a bridge-tunnel, (2) a bridge-bridge, and (3) a tunnel-bridge option. The tunnel-tunnel solution was discounted as it was considered unpractical (Vägverket, 2003b). Technical drawings for the proposed solutions are provided in Appendix A.

Table 5.2
Initiating hazard events considered for case study

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Initiating events</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE1</td>
<td>Heavy vehicle collisions to bridge supports</td>
</tr>
<tr>
<td>IE2</td>
<td>Heavy vehicle collisions to bridge superstructure</td>
</tr>
<tr>
<td>IE3</td>
<td>Train collisions to bridge supports</td>
</tr>
<tr>
<td>IE4</td>
<td>Vessel collisions to bridge substructure/superstructure</td>
</tr>
<tr>
<td>IE5</td>
<td>Collision from airplanes</td>
</tr>
<tr>
<td>IE6</td>
<td>Explosions/fire on or under bridge/tunnel</td>
</tr>
<tr>
<td>IE7</td>
<td>Scour of substructure</td>
</tr>
<tr>
<td>IE8</td>
<td>Extreme wind conditions</td>
</tr>
<tr>
<td>IE9</td>
<td>Seismic activity</td>
</tr>
<tr>
<td>IE10</td>
<td>Landslides and other soil/rock instability problems</td>
</tr>
<tr>
<td>IE11</td>
<td>Overloading/abnormal loading of bridge superstructure</td>
</tr>
<tr>
<td>IE12</td>
<td>Malevolence/terrorism (purposeful destruction or vandalism)</td>
</tr>
</tbody>
</table>
5.2.2 Risk screening & critical hazards

The risks that were considered are given in Table 5.2. Simplified models were used for determining the risks related to each of these hazards and for selecting which strategy should be chosen. Strategies were chosen for each of the hazards according to the risk screening procedure outline in Section 4.4.2. Table 5.4 gives an overview for the strategies chosen for each of the technical solutions S1, S2 and S3 given in Table 5.3. The critical hazards varied for the different technical solutions but included IE1, IE4, IE6 and IE7. A brief account of some of the hazards and the strategies chosen is given in the next sub-sections; more information is provided in paper II.

5.2.2.1 Neglected hazards

Hazards were neglected if their occurrence was not possible – e.g. as with vessel collision to tunnel – or if they were considered to have insignificant influence and outside the scope of assessment. These include seismic activity (IE9), overloading (IE11) and malevolence (IE12). Earthquakes are rare occurrences in Sweden and the most energetic earthquake on record occurred in 1904 with a magnitude of 5.5 on the Richter scale. In more recent time, the most energetic quake was recorded outside of Halmstad in 1985 with a magnitude of 4.6. Information about seismic actions in Sweden can be found via the Swedish National Seismic Network (www.snsn.se) which has collected seismological data on earthquakes in Sweden since the early 2000s. Earlier data for the a broader area of the Nordic countries can be found via the Nordic Earthquake Catalog maintained by the Institute of Seismology at the University of Helsinki (Ahjos & Uski, 1992). An estimation of the probabilistic seismic hazard was determined for Sweden, Finland and Denmark by

Table 5.4
Strategy determined for each initiating even for the different technical solutions

<table>
<thead>
<tr>
<th>Strategy (Figure 4.6)</th>
<th>Technical solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S1 (Bridge-Tunnel)</td>
</tr>
<tr>
<td>Ignore</td>
<td>IE4,IE9,IE11,IE12</td>
</tr>
<tr>
<td>Prevent</td>
<td>IE7</td>
</tr>
<tr>
<td>Withstand</td>
<td>IE1,IE3</td>
</tr>
<tr>
<td>Control</td>
<td>IE6</td>
</tr>
<tr>
<td>Accept</td>
<td>IE2,IE5,IE8,IE10</td>
</tr>
</tbody>
</table>

Wahlström & Gunthal (2000). The resulting seismic hazard map – for the region of Gothenburg – showed peak ground accelerations (PGA) of 0.035g for an exceedance probability of 10% in 50 years. Although, to the authors knowledge, there are no studies relating peak acceleration and damage potential in Sweden, data from the United States Geological Survey (USGS) on earthquakes in California indicate such accelerations – about 4% of gravity – have very light damage potential.\(^{47}\)

In the case of overloading, such occurrences may result if extreme abnormal loads occur or if the structure’s capacity for carrying vehicle loads is lower than expected or a combination of the two. The former case seems unlikely as the transport of abnormally heavy loads is commonly conducted in a way that the bridges to be crossed are verified to be adequate in carrying these loads. A lower strength, on the other hand, may be the result of some errors of construction or design and as such could be limited by having in place adequate quality control and checking of design and construction works. Finally, malevolence is considered outside the scope of assessment as specialized approaches may be required for assessing risks associated with intelligent attacks.

5.2.2.2 Accepted hazards

Hazards were accepted if the risks related to their occurrence were considered insignificant. Examples include heavy vehicle collisions to the superstructure (IE2), collisions from airplanes (IE5), extreme wind conditions (IE8) and landslides (IE10). In the case of collisions with the superstructure, the heights of the bridge elements over highways were relatively large, exceeding 5.2 m in most cases leading to relatively low likelihood levels – which were determined based on the minimum free height over a road. Furthermore, the consequences of impact were found to be relatively low in all cases. Considering collisions from airplanes, the risk was also found to be insignificant with the nearest airports located at distances of approximately 8.6 km and 18.2 km away from the bridge site. In both cases, the construction project was located well outside the area surrounding these airports which had designated height restrictions according to regulations provided by the Swedish Transport Agency (Transportstyrelsen, 2010). The orientation of the runways and air corridors were also such that planes should not be flying directly over the bridge (although no in-depth inquiries were made). Finally, if a collision from an airplane were to occur, the consequences would likely only be direct consequences which would have been unaffected by design choices related to the bridge structures for this project.

The risks of extreme winds were also determined to be acceptably low in all cases. A study of recorded wind speeds from data collected by the Swedish Meteorological and Hydrological Institute (SMHI) yielded characteristic speeds which were, unsurprisingly, the same as specified by the design code. Even considering loading

---

\(^{47}\) http://earthquake.usgs.gov/earthquakes/shakemap/background.php
corresponding to maximum recorded averaged wind speed in Sweden (44 m/s in Stekenjokk in 1995) would have a negligible effect on the types of bridge structures considered for the Marieholm Connection Project. Finally, risks of landslides were considered insignificant. A study by the Swedish Geological Institute (SGI) regarding the risk for bank erosion and landslides along the Götaälv River provided some background information for this decision (SGI, 2012).

5.2.2.3 Prevent, withstand or control?

The remaining hazards were then assessed to determine whether the prevent, withstand or control strategy was appropriate. In the case of vessel collisions (IE4) and scour (IE7), the prevent strategy was found to be the best option in relevant cases; see Table 5.4. In the case of vessel collisions, there was relatively low vessel traffic intensity on the River (Trafikkontoret, 2009) and the control of vessel traffic has been successfully adopted by existing moveable bridges that cross the river (e.g. the Götaälv Bridge built in 1939 or the Jordfall Bridge built in 1966, both of which are bascule bridges). Preventative measures include placing deflectors or other barriers and by carefully designing a system for controlling ship traffic along the Götaälv River. There have been ship collisions to bridges along the river in the past, including an incident involving the now replaced Tingstads railway bridge in 1977 as well as the Jordfall bascule bridge in 1979, both upstream of the proposed river crossing and the first just adjacent to it (Frandsen, 1983; Olnhausen, 1983). In the case of scour, the leading factor in determining risk was the depth of the foundation placed in water. Estimates of maximum scour depths around bridge piers were around 2 m using the method provided in Briaud et al (1999). Given the high level of uncertainty related to scour, special attention should be placed on the prevention and possibly also (future) monitoring of erosion rates of the bed material underneath foundations placed in the Götaälv River. Guidance can be found from a number of sources in the literature (Neill, 1973; Hoffmans & Verheij, 1997; Melville & Coleman, 2000; TAC, 2000; Arneson, Zevenbergen, Lagasse, & Clopper, 2012).

The withstand strategy was chosen for the vehicle collisions to the substructure (IE1) and train collisions to the substructure. The probabilities associated with the events were determined by using the models used in papers IV and V for the prior and from UIC (2002) for the latter – see Sections 5.3 and 5.4.1 for more information regarding the modeling of these two hazards. In both cases, it should be made sure that the bridge substructure is designed in a way to resist these hazards – i.e. during the detailed design phase. In the case of HGV collisions, a simplified design approach is provided in paper V that can be used at later stages such that adequate safety levels are achieved. For design to resist train impact, guidance is found in UIC (2002).

Finally, it was recognized that the risks of fire for the solutions with tunnels was a critical case requiring special attention. In fact, such assessments are often important factors for the design of long tunnels and a risk analysis should be performed to
account for such occurrences (see, e.g., Gehandler, Ingason, Lönnermark, & Frantzich, 2014). However, the investigation of risks from fire or explosions in tunnels is outside the scope of this thesis.

### 5.2.3 Review of main results and conclusions

The main purpose for the study was to consider risks from accidental or extreme hazards during the conceptual design phase for a construction case. In carrying out assessments of these hazards, critical scenarios were identified that may require more careful attentions at later design stages. The determining factor for the critical risks was the high level of consequences related to disruption in the transport network; see Table 5.5. A comparison of the different conceptual design alternatives yielded minor differences in the overall levels of residual risks related to the different hazards considered. However, the first solution (S1 – bridge-tunnel solution) did have the least number of critical risks and in this way could be considered the best option in terms of risks from accidental hazards.

<table>
<thead>
<tr>
<th>Consequences</th>
<th>Closure of E20-E45 connection</th>
<th>Closure of Götaälv River crossing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consequences to road users</td>
<td>39 000 ADT rerouted (long-term detour)</td>
<td>44 000 ADT rerouted (long-term detour)</td>
</tr>
<tr>
<td></td>
<td>Redistribution of traffic from 90 000 to 126 000 ADT for highly utilized Tinstad Tunnel</td>
<td>Redistribution of traffic from 101 000 to 138 000 ADT on existing E6 highway</td>
</tr>
<tr>
<td>Consequences for train users</td>
<td>No effect</td>
<td>Temporary closure of highly utilized train lines</td>
</tr>
<tr>
<td>Consequence severity (1-5)</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 5.5
Consequences to transport network following of closure of links in Marieholm Connection Project
5.3 Sjölundaviadukt case study

5.3.1 Background

The Sjölundaviadukt Bridge is located in the southern Swedish city of Malmö. The bridge was first completed in 1931 and in more recent years the need for renovating the bridge became more critical owing to the increased traffic demands from when it was first built. Thus a renovated bridge was commissioned and completed in the summer of 2010. A longitudinal section of the renovated bridge is shown in Figure 5.2.

The bridge is a post-tensioned reinforced concrete road bridge with 5 spans and a total length of around 170 m. A study by Björnsson (2010) investigated the performance of the bridge to some accidental hazard scenarios. Focus was on the impacts of derailed trains to the bridge sub-structure given that the bridge crossed numerous rail tracks. The probabilities associated with initiation, local damage, and bridge collapse were determined for all supports adjacent to railways. In paper III this investigation was taken further by evaluating the risks associated with these events.

5.3.2 Risk from train collisions

The risk related to train collisions with the substructure of the bridge were determined based on the event tree given in Figure 5.3. In total, three supports are positioned next to rail tracks resulting in a total of 9 scenarios for which risks were evaluated. The probabilities associated with these scenarios were estimated from models describing the different events in the event tree. To start, the probability of derailment was estimated based on past accident statistics in Sweden. The model for evaluating the annual derailment rate accounted for varying causes of derailment including heat distortion or misaligned tracks (Fréden, 2001). The likelihood that derailment would lead to a collision was evaluated by considering the angle at which the train derails in relation to the location of the structure. A simplified mechanical

Figure 5.2
Longitudinal section of the Sjölundaviadukt bridge located in Malmö, Sweden
model was adopted for modeling the behavior of the train as it approached the structure and the distribution function for the impact force was based on simplified impact mechanics. The probability of support failure was determined by considering this force in relation to the structural dimensions and the different possible failure modes (Björnsson, 2010). Finally, the collapse of the bridge deck was evaluated considering the dynamic effects of an instantaneously applied gravity load following the loss of a support. A Monte-Carlo simulation was used for determining the probabilities associated with each of these events; the results are given in Table 5.6.

Table 5.6
Annual intensity of train collisions to bridge supports and the conditional probabilities associated with support failure as well as follow-up failures – i.e. bridge failure

<table>
<thead>
<tr>
<th>Support</th>
<th>Collisions</th>
<th>Support failure†</th>
<th>Bridge failure††</th>
<th>Extent of collapse‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>9.89 x 10⁻⁶</td>
<td>7.30 x 10⁻³</td>
<td>1.00</td>
<td>1-2, 2-3, 3-4</td>
</tr>
<tr>
<td>3</td>
<td>1.04 x 10⁻⁴</td>
<td>3.42 x 10⁻⁵</td>
<td>1.00</td>
<td>1-2, 2-3, 3-4</td>
</tr>
<tr>
<td>4</td>
<td>1.00 x 10⁻⁴</td>
<td>2.94 x 10⁻³</td>
<td>0.97</td>
<td>3-4, 4-5, 5-6</td>
</tr>
</tbody>
</table>

† condition on collision
†† conditions on support failure
‡ i-j refers to failure of span between supports no. i and j
The annual marginal probability of bridge failure resulting from collisions due to train derailments was estimated at 3.7x10^{-7} which corresponds to a system reliability index of $\beta = 4.95$. This result is arguably within acceptable limits. However, there are currently no provisions in the design code for acceptable system failure probabilities.

The consequences associated with the different hazard scenarios were modeled and an equivalent monetary value was determined such as to combine the different consequence types – human, structural, and transport; refer to Section 4.4.2.2. In evaluating these consequences, the time to system recovery was also considered – see Table 5.7. Based on this assessment it was determined that the user costs associated with disruptions in the transport network dominated the total consequences of bridge failure. The total consequences were estimated at around 1 billion SEK, or about 100 times the original construction costs for the bridge. About 60% of the consequences in total were associated with disruptions to the road network.

Table 5.7
Timeline for recovery after bridge failure (see also Figure 4.9)

<table>
<thead>
<tr>
<th>System state</th>
<th>Time interval</th>
<th>Duration</th>
<th>Comment</th>
<th>Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_0$</td>
<td></td>
<td></td>
<td>Original undamaged system</td>
<td></td>
</tr>
<tr>
<td>$S_D$</td>
<td></td>
<td></td>
<td>Hazard event occurs</td>
<td></td>
</tr>
</tbody>
</table>
| Immediate    | -            |          | Time independent costs associated with immediate consequences of event | Human: Casualties as a result of collapse  
Structural: Material damages of structure, infrastructure and vehicles |
| Short term   | hours        |          | Time just after collapse of bridge. Emergency services called, traffic already on route redirected. | User costs: Delay costs for road and railway users requiring temporary detours and means of reaching destinations. |
| Medium term  | days/weeks   |          | Time required to clear road and railway debris to initiate train and road traffic under bridge | User costs: Additional travel costs due to detours for all traffic. |
| Long term    | years        |          | Time required to redesign/rebuild bridge and reopen traffic over bridge | User costs: Additional travel costs for road traffic over bridge. |
| $S_R$        |              |          | Functionality restored |
Finally, the probabilities and consequences could be combined to determined levels of risk. Both direct risks and indirect risks were estimated. The total risk, represented as the probability multiplied with consequence was determined at around 400 SEK which is very low. This illustrates one of the issues with representing risks in this way for systems exposed to rare hazards with high consequences; the result is an extremely low number multiplied with an extremely large number. Thus, the result loses any meaning.

5.3.3 Evaluation of bridge robustness

In addition to evaluating the risks associated with the different hazard scenarios in Figure 5.3 an index of robustness was also evaluated based on Baker, Schubert & Faber (2006):

\[ I_{rob} = \frac{R_{Dir}}{R_{Dir} + R_{Ind}} \]  

(5.1)

where \( R_{Dir} \) and \( R_{Ind} \) are the direct and indirect risks, respectfully. This measure of robustness is significant as it defined robustness in terms of risks and allows consideration of non-structural aspects. The results are given in Figure 5.4. It was found that the index of robustness was highly dependent on the repair costs.

![Figure 5.4](indexofrobustness.png)

Figure 5.4
Index of robustness for Sjölundaviadukt considering collisions from derailed trains to bridge supports
5.3.4 Overview of main results and conclusions

The main aim of the investigation of the Sjölundaviadukt case study was to study the risks related to a specified accidental hazard. In this context, the influence and importance of how the system was defined and bounded is highlighted; i.e. what factors are accounted for in determining consequences and risks. The reliability of the structure to withstand the hazard is arguably adequate but it is not clear whether this measure is suitable for addressing the risks associated with the hazard that was investigated. The issue is that the consequences associated with failure were very large. As an alternative approach, an index of robustness was evaluated based on the ratio of direct to total risks. However, problems were also identified with this approach as the result was highly dependent on assumption made in the assessment. This problem was accentuated given the fact that there was limited redundancy in the structure in the case of a localized failure. Although these conclusions were determined for only a single hazard scenario, it is probable that similar results would be obtained for other hazards given that the indirect consequences would, in all cases, be high – at least assuming the same models for estimating these consequences are maintained.

This case study helped highlight the general problem associated with quantification of robustness. In this case, the robustness measure used was heavily reliant on the assumptions made and how the system is modeled. Reviewing other measures of robustness available in the literature – some are provided in Björnsson (2010) – would likely lead to a similar conclusions. These measures, as has already been mentioned in Section 3.4.2.1, usually relate a structures performance when it is damaged and when it is intact. In the case of the Sjölundaviadukt Bridge, removal of any of the bridge supports would lead to collapse of the supported spans. Thus the robustness according to the aforementioned approaches would be quite low. On the other hand, the probability of system failure was quite low. In such a case, the meaning of the robustness measure is put in question. Should robustness be approached in some other way than through quantification? The uncertainties associated with its assessment certainly go a long way in favoring an alternative approach. Are we satisfied in knowing that the uncertainties of the robustness measure are of the same order of magnitude as the measure itself? For example, is Robustness = 0.6 ± 0.5 an acceptable answer? These questions are important to consider and finding answers to them is not easy; but it is important that they are asked.
5.4 Modeling risks from accidental hazards

One of the key aspects of the methodology described in previous sections is related to the modeling of risks. Simplified models for assessing the probabilities and consequences associated with a certain hazard are vital for carrying out the complementary approach described in Section 4.4. Although some models exist in the literature, these are sometimes cumbersome to calculate and require simulations to evaluate numerically. Such approaches are thus less appropriate during the conceptual design phase than during later design stages. For the general case, the risk associated with the (indirect) system failure scenario – i.e. if a progression of damage occurs following local damages – is given by the following equation:

\[
R = P(E) \cdot P(D \mid E) \cdot P(F \mid D) \cdot C(F)
\]  

(5.2)

where \(P(E)\) is the probability of the initiating event occurring; \(P(D \mid E)\) is the probability of (local) failure of elements directly affected by \(E\); \(P(F \mid D)\) is the probability of global failure – i.e. a progression of damage beyond the localized failure; and \(C(F)\) are the consequences associated with the failure scenario. The following sections outline a simplified approach for determining the risks associated with HGV collisions to roadside structures. This approach is based on results from papers IV and V in which the risks associated with vehicle collisions to bridge supporting structures were investigated based on accident statistics and traffic measurements taken on Swedish highways. First, however, a review of current design provisions for HGV collisions will be provided.

5.4.1 Background – design for HGV collisions

Provisions for collision loads to bridge structures have been around at least since the early 1970s (Dawes, 2003). The values to be used in design were usually determined from collision tests or back analyses of incidents involving HGV collisions with highway structures. Two cases were usually discerned:

1) Collision with bridge supports
2) Collision with bridge deck (from over-height traffic under bridge)

The first case was studied in depth in papers IV and V. Although collisions are interaction phenomena, design codes usually provide equivalent static values for impact load to be used in design. Table 5.8 provides some examples of the design collision force used in modern design codes. As can be seen, some different design approaches have been adopted in the cases provided. The Eurocodes, for example, rely on historical values for the impact force which have not been verified using reliability approaches – see paper IV. In Switzerland, however, some probabilistic
modeling was used to determine the value for the impact force in their codes. Finally, in the United States, an altogether different approach, based on assumed worst-case scenarios was used. The collision load provided in the LRFD Bridge Design Specifications (AASHTO, 2014) was determined from a crash test of a 36 ton truck impacting a rigid column at 80 km/h (Buth, Brackin, Williams, & Fry, 2011). One problem present in all cases is that the design values do not directly account for site-specific characteristics such as the distance of a structure from the side of the road, the volume of traffic on the road, the roadside slope, or the average velocity of HGVs on the road.

In paper IV the approach provided in the design codes were evaluated and more appropriate design values were determined using probabilistic simulations of impacts based on measured traffic data and accident statistics on Swedish highways. Then in paper V the reliability of structures – specifically reinforced concrete bridge supports – to withstand HGV impacts was investigated. It was found that design according to the Eurocodes was lacking and that the equivalent static impact forces should be increased to obtain more appropriate reliability levels. For example, for a target reliability of $\beta = 5.2$ – corresponding to consequence class CC3 according to Eurocode – the following design load is proposed (see paper V):

$$F_d = F_o + a \cdot \ln(n) - b \cdot d$$

where $n$ is the traffic intensity measured as HGVs/day, $d$ is the distance of the structure from the side of the road in meters, $F_o$ is a base impact load, and $a$ and $b$ are constants. For structures located alongside straight highways the values $F_o = 1400$ kN, $a = 100$ kN and $b = 50$ kN/m were provided. In this case the average speed of the vehicles was 80 km/h – which was found to be the case for HGVs on highways throughout Sweden – see paper IV. The influence of curved roads and sloped roadsides was investigated in paper IV while a simplified approach for evaluating the

<table>
<thead>
<tr>
<th>Code/country</th>
<th>Collision force†† (kN)</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eurocode (CEN, 2006)</td>
<td>1 000</td>
<td>Likely historical‡</td>
</tr>
<tr>
<td>Switzerland (ASTRA, 2005)</td>
<td>1 500</td>
<td>Based on probabilistic calculations</td>
</tr>
<tr>
<td>USA (AASHTO, 2014)</td>
<td>2 680 (increased form 1 780)</td>
<td>Based on full scale crash tests of rigid columns (36 ton truck impact at 80 km/h)</td>
</tr>
<tr>
<td>Other West-European codes† (see Vrouwenvelder, 2000)</td>
<td>1 000 or 1 500</td>
<td>common for highways</td>
</tr>
</tbody>
</table>

† many of the countries provided in the reference currently use the Eurocode
†† force for frontal impacts (impact angles may be provided – usually between 0 and 15 deg.)
‡ see, e.g., Dawes (2003)
The effect of a different average speed of the HGVs was presented in paper V. The next section of this thesis provides a simplified risk model for estimating the probabilities associated with HGV impacts to roadside structures based on papers IV and V.

5.4.2 Risk of vehicle collisions to bridge supports

The Swedish Transportation Authority (STA) requires that bridge supports that are within a specified distance from the roads edges shall be designed to withstand collision loading from heavy goods vehicles (HGV) – defined as vehicles with a gross weight in excess of 3.5 metric tons (Trafikverket, 2011). The width of this so-called safety region is given for newly constructed roads with a good standard of service (Vägverket, 2004). Observe that the width of the safety region is greater if considering the area outside the convex side of a curve than for the area inside a curve, this is shown in Table 5.9 and illustrated in Figure 5.5.

In papers IV and V, the risk of HGV collisions to bridge supports is considered. Paper IV uses a stochastic model for evaluating the collision loads to roadside structures; measured traffic data on Swedish highways and road accident statistics are used as inputs. Paper V then utilizes the results from the previous paper to investigate the reliability of reinforced concrete bridge supports designed to resist these loads. Based on both these papers, the basic model for determining the risks related to vehicle collisions is:

\[ R = P_{\text{coll}} \cdot P_{D|\text{coll}} \cdot P_{F|D} \cdot C_F \]  

(5.4)

where \( P_{\text{coll}} \) is the probability of a collision to a bridge support, \( P_{D|\text{coll}} \) is the conditional probability of the support failure given that a collision has occurred, \( P_{F|D} \) is the conditional probability of bridge collapse given that the support has failed and \( C_F \) are the consequences associated with the bridge failing. To reiterate the previous...
statement, the first term in equation (5.4) was determined in paper IV while the second term was investigated in paper V based on results from the previous paper; the last probability term will be discussed later on. The consequences of failure were discussed in previous sections.

5.4.2.1 Probability of collision

The probability of at least one collision from a heavy vehicle to a structure at a distance of \(d\) from the side of a highway with heavy vehicle traffic intensity \(n\) and for a reference period of \(T\) years can be determined from the following equation (for a Poisson failure process):

\[
P_{\text{coll}}(d, n, T) = 1 - \exp(-\lambda_{\text{coll}}(d, n, T))
\]  (5.5)

where \(\lambda_{\text{coll}}\) is the collision rate for a given structure at a distance \(d\) alongside the highway with a total traffic intensity of \(n\) vehicles per day. The collision rate was determined from probabilistic simulations of impacts to road-side structures based on traffic accident statistics and measurements taken on Swedish highways; see paper IV. Based on the results of these simulations, the following approximation was determined for collisions alongside a stretch of highway:

\[
\lambda_{\text{coll}}(d, n, T) = p_0(d) \cdot n \cdot T = (a_y \cdot \exp(-0.15d) \cdot 10^{-6}) \cdot n \cdot T
\]  (5.6)

where \(p_0\) represents the probability of at least one collision for a road with a traffic intensity of \(n = 1\) heavy vehicle per day and a reference period of \(T = 1\) year. The

---

48 The traffic intensity \(n\) is the total volume of daily traffic on the road; i.e. in both directions of travel. Equations (1) and (2) consider collisions to roadside structure to only one side of the road. If there are structures to either side of the highway, each structure should be checked separately and the results combined.
factor \( a_y \) accounts for the geometry of the road; \( a_y = 0.5 \) for structures alongside straight roads (\( R > 1000 \) m), 0.3 for structures alongside the concave side of the road and 0.7 for structures alongside the convex side of the road. Figure 5.6 compares the results based on the preceding formulae with the results of the probabilistic simulations for collisions to structures alongside straight roads. As can be seen, the approximation yields results very close to those determined from the simulations.

5.4.2.2 Conditional probability of bridge support failure given a collision

The conditional probability that a bridge support will fail due to a heavy vehicle impact can be estimated from the Hasofer-Lind reliability index (Nowak & Collins, 2000):

\[
P_{D_{\text{coll}}} = \Phi(-\beta) = \Phi\left(-\frac{\mu_R - \mu_F}{\sqrt{\sigma_R^2 + \sigma_F^2}}\right) = \Phi\left(\frac{\mu_F / \mu_R - 1}{\sqrt{V_R^2 + (\mu_F / \mu_R)^2 V_F^2}}\right)
\]

where \( \Phi(\cdot) \) is the cumulative distribution function (CDF) of the standard normal distribution and \( \mu_R, V_R \) and \( \mu_F, V_F \) are the mean value and coefficient of variation for the resistance of the structure to impacts and the impact force respectively. How each can be determined will be discussed.
The mechanical model for the collision event assumed the impact force was characterized by a step function with a constant magnitude $F_c$ and finite duration $t_d$. The probability distributions related to both variables were determined in the probabilistic simulations outlined in paper IV. Based on these simulations, it was found that the distribution for the collision force, given that an impact occurs, could be approximated by a normal distribution in which the mean value and coefficient of variation are estimated as functions of the distance of the structure from the side of the road, $d$:

$$\mu_{F_{c|\text{coll}}}(d) = 1500kN - 260 \cdot \ln(d)$$  \hspace{1cm} (5.8)

$$V_{F_{c|\text{coll}}}(d) = 0.3 + 0.07 \cdot \ln(d)$$  \hspace{1cm} (5.9)

Observe that the relative uncertainty of the force distribution increases the further away the structure is from the side of the road. Figure 5.7 and Figure 5.8 compare the results based on the preceding formulae with the results from the probabilistic simulations. It is recommended that equations (5.8) and (5.9) not be used for the position of structures distances in excess of 20 meters.

**Statistical parameters for impact force**

The mechanical model for the collision event assumed the impact force was characterized by a step function with a constant magnitude $F_c$ and finite duration $t_d$. The probability distributions related to both variables were determined in the probabilistic simulations outlined in paper IV. Based on these simulations, it was found that the distribution for the collision force, given that an impact occurs, could be approximated by a normal distribution in which the mean value and coefficient of variation are estimated as functions of the distance of the structure from the side of the road, $d$:

$$\mu_{F_{c|\text{coll}}}(d) = 1500kN - 260 \cdot \ln(d)$$  \hspace{1cm} (5.8)

$$V_{F_{c|\text{coll}}}(d) = 0.3 + 0.07 \cdot \ln(d)$$  \hspace{1cm} (5.9)

Observe that the relative uncertainty of the force distribution increases the further away the structure is from the side of the road. Figure 5.7 and Figure 5.8 compare the results based on the preceding formulae with the results from the probabilistic simulations. It is recommended that equations (5.8) and (5.9) not be used for the position of structures distances in excess of 20 meters.

**Figure 5.7**
Dynamic interaction force - mean value and coefficient of variation
Regarding the duration of the impact force, \( t_{\text{d}} \), it was determined that the probability distribution could be approximated by a lognormal distribution with a mean value of 0.25s and coefficient of variation of 25% - this corresponds to distribution parameters \( \mu_{\text{ind}} = -1.42 \) \& \( \sigma_{\text{ind}} = 0.25 \); see Figure 5.9. This approximation was found valid irrespective of heavy traffic intensity, \( n \), and the distance of the structure from the side of the road, \( d \).
Statistical parameters for resistance of structure to impacts

The next step is to determine the response of a structure subjected to an impact. At the preliminary stage of design, this cannot be determined directly as the exact dimensions of the support have not been determined. However, an approximation could be made by assuming that the structure has been designed using current design provisions. For example, the Eurocode specifies a tabulated static value of $F_d = 1000$ kN as a design impact load – see Table 5.8. If it is assumed that vehicle impact is decisive in the design of the structure, the mean value of the resistance of the structure could be estimated based on the following limit state function:

$$ g = F_d - R_d $$

(5.10)

where $F_d$ and $R_d$ are design values of the impact force and resistance – observe the design codes usually employ static equivalent approaches in which case the dynamic characteristics of loading and the structure are not considered. In the Eurocodes, a level I reliability approach is adopted and the design static resistance $R_d$ of the structure is determined by dividing the characteristic resistance $R_k$ – usually taken as the 5th percentile – with a partial safety factor $\gamma_R$. Assuming the resistance is log-normally distributed, the mean value can be determined from the following equation:

$$ \mu_R = R_k \sqrt{V_R^2 + 1} \cdot e^{-\Phi^{-1}(0.05) \sqrt{\ln(V_R^2 + 1)}} \approx \gamma_R R_d \cdot e^{1.644 V_R} $$

(5.11)

The safety factor, $\gamma_R$, and coefficient of variation, $V_R$, for static resistance will depend on which failure mode is dominant and which material is decisive for the resistance of the structure. Table 5.10 shows the results from equation (5.11) based on a design impact load of $F_d = 1000$ kN for a concrete column subjected to impacts for different failure modes. The material uncertainties are determined from the JCSS model code (JCSS, 2001) while the safety factors are from the Eurocodes. It is assumed that the partial safety factors include model uncertainties although this cannot be verified as they are specified according to material only.

<table>
<thead>
<tr>
<th>Failure mode</th>
<th>Decisive material property</th>
<th>$\gamma_R$</th>
<th>$V_R$</th>
<th>$\mu_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flexure</td>
<td>Steel yielding</td>
<td>1.15</td>
<td>0.05</td>
<td>1250 kN</td>
</tr>
<tr>
<td>Shear (without stirrups)</td>
<td>Concrete compression</td>
<td>1.5</td>
<td>0.15</td>
<td>1920 kN</td>
</tr>
<tr>
<td>Shear (with stirrups)</td>
<td>Steel yielding</td>
<td>1.15</td>
<td>0.05</td>
<td>1250 kN</td>
</tr>
</tbody>
</table>

† from Eurocodes (CEN, 2002)
†† from Probabilistic Model Code (JCSS, 2001)
Observe that bridge columns are rarely, if ever, constructed without any shear reinforcement and the second row in the Table 5.10 could be disregarded. As a result, the resistance of a concrete column designed for an impact of 1000 kN can be assumed to have a mean resistance of 1250 kN with a coefficient of variation of 5% (a log-normal distribution can be assumed):

\[ \mu_R = 1250 \text{kN} \]

\[ V_R = 5\% \]  

(5.12)  
(5.13)

**Accounting for dynamic effects – ductility & strain rate effects**

The resistance from earlier is based on a static response of the structure. Collisions are dynamic actions and the dynamic response of the structure should be considered. Two main phenomena should be considered: (1) the energy absorbed during impact from plastic deformations of the structure and (2) the effects of loading rates on the material properties of the structures. During an impact, energy is dissipated in the form of plastic deformations in the structure. The amount of energy that a structure can be absorbed depends on the deformation response and how much ductility is available. A simplified approach to this problem is to model the structure as single
degree of freedom (SDOF) system with an applied impulsive load $F(t)$. The monotonic load-response of the structure is assumed to be elastic-perfectly plastic with a yield threshold, $R_y$, and a ductility of $\mu = \frac{u_u}{u_y}$ where $u_y$ is the limiting deformation before yielding and $u_u$ is the ultimate allowable deformation of the structure; refer to Figure 5.10. If the duration of the force, $t_d$, is greater than half the period of vibration for the structure, $T_s$, then the maximum magnitude of impact force $F_{c\text{max}}$ that the structure can sustain without failure – i.e. without exceeding the available strain energy – can be determined from a work energy-strain energy balance as follows (Krauthammer, 2008):

$$F_{c\text{max}} \cdot u_u = R_y \cdot u_y \cdot \left(\mu - \frac{1}{2}\right) \quad \text{if} \quad t_d > 0.5 \cdot T_s$$ (5.14)

$$\Rightarrow F_{c\text{max}} = R_y \left(1 - \frac{1}{2\mu}\right)$$

Thus the resistance of the structure must be adjusted to account for the ductility available, $\mu$. For less ductile structures, the energy absorption is lower and, as a result, the structure is able to withstand less force than a similar structure that is more ductile. For equation (5.14) to be valid, it is assumed that the force duration is relatively long in relation to the period of the structure; specifically $t_d > 0.5T_s$. In these cases, the structure is able to respond fully in time before the load is ultimately removed. If the load duration is short, however, the structure will not be able to respond in time and equation (5.14) is no longer valid. The duration of the force, $t_d$, could be compared with the period of vibration for the structure, $T_s$, to determine the probability that equation (5.14) is in fact valid:

$$P(t_d < 0.5T_s) = \Phi \left(\frac{\ln 0.5T_s - \mu_{\text{int}}}{\sigma_{\text{int}}}\right) = \Phi \left(\frac{\ln 0.5T_s + 1.42}{0.25}\right)$$ (5.15)

The natural period of the structure $T_s$ is determined from the equivalent mass $m_E$ and the elastic stiffness $k_E = R_y / u_y$ of the structure:

$$T_s = 2\pi \sqrt{\frac{m_E}{k_E}} = 2\pi \sqrt{\frac{m_E \cdot u_y}{R_y}}$$ (5.16)

To determine the range of $T_s$ that is applicable for concrete bridge supports, a simplified study of an RC bridge column as shown in Figure 5.11 is carried out. The column is simply supported (for simplicity) and the influence of normal force is neglected as this would increase the structures stiffness, $k_E$, which in turn reduces the period of the structure, $T_s$. The position of the force is set at 1 m above the column base as is prescribed in the Eurocodes.
Table 5.11 shows the probability of the impact duration, $t_d$, being less than half the period of the structure, $T_s$, based on equation (5.15) for a 5 m column with different reinforcement ratios\(^{49}\) and depths. It can be seen that the probability from equation (5.15) is relatively low in all cases. As a result, it can be assumed that equation (5.14) is applicable in most practical situations relating to collisions with reinforced concrete bridge supporting structures.

In addition to the influence of the structures ductility, strain rate effects may also be considered. Materials exposed to loading at strain rates above about $10^{-5}$ s\(^{-1}\) will behave differently than for quasi-static loading. In general, there is an increase in the strength and, in some cases, the ductility of materials for high velocity loading. Experiments carried out by Popp of truck collisions to concrete columns yielded strain rates in the range of 0.1 to 20 s\(^{-1}\) (Popp, 1961). For B500 reinforcing steel, this corresponds to an increase in yield strength in the range of about 1.15 to 1.30 (Malvar, 1998).

Table 5.11
$P(t_d < 0.5T_s)$ for a 5 m column with varying cross section depths $d$ and reinforcing ratios $\rho_s$

<table>
<thead>
<tr>
<th>$d$</th>
<th>$\rho_s = 0.2%$</th>
<th>$\rho_s = 0.4%$</th>
<th>$\rho_s = 0.8%$</th>
<th>$\rho_s = 1.0%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 m</td>
<td>$2.1 \times 10^{-3}$</td>
<td>$1.1 \times 10^{-4}$</td>
<td>$9.6 \times 10^{-6}$</td>
<td>$4.9 \times 10^{-6}$</td>
</tr>
<tr>
<td>0.5 m</td>
<td>$2.6 \times 10^{-6}$</td>
<td>$5.2 \times 10^{-7}$</td>
<td>$1.5 \times 10^{-7}$</td>
<td>$1.1 \times 10^{-7}$</td>
</tr>
<tr>
<td>1.0 m</td>
<td>$1.5 \times 10^{-7}$</td>
<td>$6.4 \times 10^{-8}$</td>
<td>$3.4 \times 10^{-8}$</td>
<td>$2.8 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

\(^{49}\) The minimum reinforcement ratio for reinforced concrete columns is $\rho_{\text{min}} = 0.2\%$ according to the Eurocodes.

Figure 5.11
Simplified example of reinforced concrete column subjected to impact load
To account for strain rate effect effects, the yield strength $R_y$ for the structure from equation (5.14) should be increased:

$$F_{c,max} = DIF \cdot R_y \cdot \left(1 - \frac{1}{2 \mu}\right)$$

(5.17)

where the so called dynamic increase factor, DIF, is in the range of 1.15 to 1.30. It is assumed that the DIF is log-normally distributed with a mean value and coefficient of variation given by the following:

$$\mu_{DIF} = 1.20$$

(5.18)

$$V_{DIF} = 5\%$$

(5.19)

This corresponds to 75% of the DIF values lying in the range of 1.15 and 1.30. The static resistance from equation (5.12) and (5.13) can now be updated to account for the dynamic behavior of the support to impacts with equations (5.17), (5.18), and (5.19). The mean value and coefficient of variation for the resistance of the structure is then:

$$\mu_{R,dy} = \mu_R \cdot \mu_{DIF} \cdot \left(1 - \frac{1}{2 \mu}\right) = 1500 \text{kN} \cdot \left(1 - \frac{1}{2 \mu}\right)$$

(5.20)

$$V_{R,dy} = \sqrt{V_R^2 + V_{DIF}^2} = 7\%$$

(5.21)

Equation (5.20) shows the mean resistance as being less than $1.5 \cdot F_d$ ($=1000 \text{kN}$). Comparing this value with the results in paper V – where the ratio of $R_d$ to $F_d$ was 1.4 – indicates the approximation is appropriate. Since the coefficient of variation for the resistance, $V_R$ ($=7\%$), is relatively low in relation to that of the impact force, $V_F$ ($>30\%$), equation (5.7) can be simplified to the following:

$$P_{D_{coll}} = \Phi \left( \frac{\mu_F - 1}{\mu_R} \right) \approx \Phi \left( \frac{\mu_F - 1}{\mu_R} \cdot \frac{\mu_F}{\mu_R} \cdot \frac{\mu_F - 1}{\mu_R} \cdot \frac{V_F^2}{V_R^2 + \left(\frac{\mu_F}{\mu_R}\right)^2 V_F^2} \right)$$

(5.22)

The failure probability as a function of the distance of the structure from the side of the road can then be determined from equation (5.22) with input from equations (5.8), (5.9), and (5.20); see Figure 5.12.
Figure 5.12
Conditional probability of support failure given collision (for design force of 1000 kN)

In the preceding example, the shear response of the column was not considered. Shear failures from dynamic loading can be problematic for impulsive loads with very short durations. However, in paper \textbf{V} an assessment of a reinforced concrete column was carried out both for flexural and shear failure modes – in the case of the latter, it was found that the duration of loading was of a magnitude that the influence of shear was not significant.

5.4.2.3 \textit{Conditional probability of bridge failure given support failure}

In case the bridge support fails the response of the remaining structure must be considered. This of course depends on the layout of the bridge structure and how well it can redistribute loads if one of its supports is damaged. In this context, the type and arrangement of supports as well as the type of superstructure is important. Some examples of different bridge support types are given in Figure 5.13. In the first case, a single support is used – this is the base case. If instead multiple smaller supports or a wall is used, the risk from HGV impacts is altered. For example, in the former case although the overall likelihood of collisions increases, the likelihood for each support is only slightly affected (depending on the spacing of the supports). The probability that the support survives the impact is, however, decreased while the remaining bridge structure may still carry loads in the event of one support being removed. Similar figures can be determined for different types of superstructure. For example, if the superstructure is a continuous bridge – which is not unlikely for the type of bridge structures vulnerable to collisions – it may consist of a single bridge girder, multiple
For the special case of a continuous bridge deck, a simple check can be made regarding capacity of the bridge girder to carry an instantaneously applied gravity load at the location of the failed bridge support – this load is equal to the support reaction just prior to bridge failure and would include self-weight and perhaps a small portion of the traffic load (quasi-static value). Failure then occurs when the work done by the gravity load is greater than the strain energy available in the system:

\[ G \cdot u_{\text{max}} = \int_0^{u_{\text{max}}} R(u) du \]  \hspace{1cm} (5.23)

where \( u_{\text{max}} \) is the deformation capacity and \( R(u) \) is the response function of the deck at the location where the support failed. The instantaneously applied gravity load \( G \) is essentially the reaction in the bridge support prior to it being damaged.

---

Other bridge types such as cable-stayed, suspension or arch are less likely to be vulnerable to HGV collisions to their supports.
If the instantaneously applied gravity load $G$ exceeds a limit value, then failure will occur:

$$\text{if } G \geq \int_0^{u_{\max}} R(u) \, du \frac{u_{\max}}{u_{\max}} \text{ then failure occurs} \quad (5.24)$$

From the previous equation a limit state function can be formulated and the probability of deck failure given support damage can be evaluated directly:

$$P_{FD} = P(g < 0) = P\left( \frac{\int_0^{u_{\max}} R(u) \, du}{u_{\max}} - G < 0 \right) \quad (5.25)$$

Figure 5.14
Response of damaged bridge to local failure
The probability that the bridge deck collapses given local failure, thus depends on the available strain energy of the bridge deck. Some examples of different behaviors of the bridge deck are given in Figure 5.14. In the previous example, strain rate effects have not been considered but could easily be accounted for by adjusting the response function \( R(u) \) in equations (5.23) to (5.25) in the same way as was done in equation (5.17). It is, however, unclear whether such adjustments are necessary given the large amount of uncertainty involved.

The previous discussions have all been regarding how to determine whether a bridge is able to carry residual loading in the event of a support failure. In practical cases it may be difficult to fulfill this criterion and a strategy of compartmentalization may instead be warranted. This strategy aims at minimizing the spread of global collapse following a local failure; i.e. the structural system is segmented such as to prevent damage progression beyond a certain limit. Such was the approach used in designing the Confederation Bridge in Canada. The bridge is a 12.9 km long prestressed concrete frame bridge with 43x250m continuous spans (Tadros, 1997). Assuming that one of the piers failed, the bridge deck itself would have to be designed to withstand residual loading from a 500 m span which is arguably a futile endeavor. Instead, hinges were incorporated into the design of the bridge such that removal of one of the piers would limit the collapse to a 750 m long segment of the bridge – see Starossek (1999).
6. Conclusions and future work

6.1 Summary and conclusions

In concise terms, this thesis set out to investigate and improve the control of risks related to accidental hazards in the engineering design of bridge structures. Four research questions were formulated based on this objective and are given in Section 1.2. The following is a summary of the main results and conclusions of the thesis in relation to these questions.

The first research question asked: what can be learned regarding how risks have been and are currently being treated in engineering design. In addressing this question historical approaches to risk control were first reviewed. The advancement of design approaches was often in reaction to past failures. Safety as a design concept was controlled by using engineering judgment coupled with experimental observations and experience. Safety factors were increased if failures occurred often and decreased based on experience of past successes. There was, however, in reaction to this subjective approach to safety, a feeling that safety concepts needed to be rationalized. In viewing current approaches to structural safety – in which design is controlled through the use of design codes – this milieu of scientific rationalization is ever present. One consequence of this is that codes have grown in size and become more and more complex.

The second research questions asked: how effective are current approaches for risk control and specifically related to the treatment of risks from accidental hazards. Current design approaches for treating risks are mostly based on code-compliance. It was found that relying on this approach results in some risks being inadequately treated in engineering design. Furthermore, these risks are such that changes to the design codes are not enough and instead a complementary approach is needed. An overview of the limitations of codified design was provided. Among these limitations is the design codes inadequacy in treating risks from accidental hazards. Investigations were carried in the specific case of HGV collisions to roadside structures and it was found that design based on current codified approaches results in structures with reliability levels below those prescribed by the codes in conventional design situations. To address this specific issue, alternative design formulae were provided based on simulations of HGV impacts using traffic measures and accident statistic on Swedish Highways.
In investigating the limitation of codified approaches, insight was gained regarding the third research question which asked: can a risk-informed approach be used as a complement to codified design. It was proposed that such an approach is in fact appropriated in this regard as it helps to address the inadequacies of the design codes. Although similar approaches have been used in the design of large-scale structures these are rarely used in the design of more conventional bridge structures. A framework for the complementary approach is provided which has three main advantages. To start, the approach is holistic and broadens the scope of assessment to consider an entire structural system rather than single components as well as including non-structural elements which are significant in a design-decision making context; i.e. human, transportation and economic aspects. Secondly, it is possible to apply the approach during the conceptual design phase of the bridge structure and as such helps provide additional decision support during these early stages – such support is also useful for evaluating design choices made during the detailed design phase. Thirdly, the approach is a complement to the current design codes as focus is on design situations for which the codes are inadequate. In this regard, risks from accidental risks were singled out.

The fourth and final research question asked to identify crucial aspects of the complementary approach that should be developed further. Three crucial aspects were identified: (1) the application of the approach during the conceptual design phase, (2) the in-depth investigation of critical risks during later design stages, and (3) modeling approaches for risks from accidental hazards. For the first aspect, a case study was conducted of a construction project in Sweden in which the complementary approach is applied during the conceptual design phase. The risks from various accidental hazards are investigated for different conceptual design alternatives (proposals) and appropriate strategies for mitigating these risks were also determined. These investigations provided additional decision support for comparing the design alternatives while identifying critical risk that should be investigated in more detail at later design stages. The second crucial aspect was developed by conducting a second case study in which an in-depth investigation of risks related to a single hazard scenario – train collisions – was conducted for an existing bridge. The aim with this investigation was to evaluate risks in a holistic way and these investigations included detailed considerations of extra-structural system aspects for modeling consequences related to human casualties, structural damages and disruption in the transport network. The results from this case study revealed the significance of broadening the system scope when conducting risk assessments and the inherent difficulties associated with treating risks related to accidental hazards. In addition, it was found that determining the robustness of the structure is not trivial and current risk based approaches can be highly sensitive to modeling assumptions. The third and final crucial aspect of the approach that was developed related to the manner in which risks are modeled; and, more specifically, how probabilities associated with accidental hazards can be evaluated. An in-depth evaluation of the case of HGV collisions to
bridge supports is undertaken as it was found that the current design codes are inadequate in treating these risks. A simplified method for determining the probabilities associated with initiation and damage from HGV collisions was presented based on these investigations. Finally, some guidelines were given regarding the assessment of the bridge response given that the bridge supports were damaged as a result of an HGV collision.

To sum up, the main findings of this thesis can be divided into three main contributions. To start, a framework for a holistic risk informed complementary approach to the design codes is formulated. Then, to develop this concept further, background information useful for applying this approach in practice is provided which forms the basis for further developments of the approach in the future. This background information includes data useful for evaluating risks related to different accidental hazards in the design of bridge structures; e.g., models are provided for estimating risk levels. The third contribution of this thesis is the in-depth investigation of HGV collision loads and the development of alternative design approaches to those provided in current design codes. In this regard, alternative design loads are determined which result in more consistent reliability levels than is provided by current codified approaches while a simplified model for evaluating risks with this hazard is also developed. This model can be easily applied in the design of bridges while models for other types of accidental hazards could be developed in the future. Overall, it is hoped that the information provided in this thesis is helpful for further developing the complementary approach proposed with the ultimate aim of implementing such approaches in the design of conventional bridge structures in practice.

### 6.2 Reliability, validity & generalization

This thesis investigated risks related to accidental hazards and the treatment of these risks in the design of bridge structures. A complementary risk-informed approach to current codified design was advocated to more appropriately treat these risks. While the approach investigated in this thesis focused on conceptual design and on accidental hazards, it could certainly be extended to include investigations during the detailed design phase of the bridge structure as well as investigating risks during the construction phase; a phase for which safety considerations are rather inconsistent. In addition, other hazards that were not mentioned in this thesis could be integrated into the approach. With regards to the case studies conducted, similar investigations could be carried out on other bridge construction projects.

In previous sections, it was mentioned that the human element in safety management has been viewed as something external introducing unwanted variability into the equation; i.e. the designation of human error as a cause of failures. This is in contrast
to some modern views of human error which see the human element as something integral to the system and realizes the role that humans have in attaining and ensuring safety. In this context, humans are not a factor in the system that needs controlling and focus is instead on conceiving the system such that it is conducive for creating safety (and thus avoiding failures). I will make the claim that the concepts underlying the approach outlined in this thesis has this same aim. It wants to push forward the view that the designer is central to ensuring safety and not an external element of the decision process that should be better controlled. If the designer better understands what the aims are in relation to design, and is provided the ability to personally play a bigger role in determining strategies for achieving this aim, chances are that an atmosphere more conducive to ensuring success is created than for situation in which the designer is seen as something that needs to be better controlled.

Overall, it is important to encourage more holistic thinking in engineering design of even the most conventional of structures. There is thus a need for creating and integrating processes which are conducive to such thinking in the design and construction of common structures. To help realize this aim, current regulatory requirements may need to be adjusted to better accommodate the type of approach advocated in this thesis – such is the case for structural design at least in Sweden. While adjustments to regulation helps create more autonomy for the engineer, guidance for carrying out complementary risk assessments could be provided in handbooks sanctioned by the relevant building authority. Ensuring such assessments are accomplished in a satisfactory way could also be overseen by these authorities. In the case of bridge design, it was proposed in paper I that a potential candidate for overseeing and ensuring the validity of such assessments could be the relevant transportation authority responsible for the bridge; i.e. the owner.

### 6.3 Future work

Focus has been on the overall framework for the risk-informed approach advocated in this thesis while some critical aspects have been investigated in detail; e.g. risk screening during conceptual design phase of bridge. Owing to the holistic nature of the method, a full treatment was not possible and there are aspects of the methodology that should be developed further. These include further developing models for estimating effects of other accidental hazards (as mentioned early), more in-depth evaluations of damage progression in bridges resulting from localized failures, investigations of application of different approaches for quantification of risks, and the possible incorporation of probabilistic or risk-based decision making theory.
One specific issue that could be investigated further is the problem of how to successfully implement a complementary risk-informed approach in practice. In this regard, some additional factors have been identified which would need to be investigated further. These factors were identified by the author during his own investigations both in reviewing the available literature as well as in carrying out the case studies mentioned in previous sections.

- Personal responsibility (of engineers)
- Documentation (of design)
- Quality assurances (design checking)
- Organizational & communication issues (interrelations between design-teams, construction-teams, management, clients, public, etc)
- Logistics
- Time constraints
- Financial constraints
- Integration with existing protocols

The aforementioned factors reveal the complexity of the problem and indicate the important issues that should be investigated in more detail in the future. Any further investigations would require a deeper understanding in behavioral and cognitive aspects of engineering practice; the reader is referred to Vincenti (1990), Vick (2002), Jonassen, Strobel, & Lee (2006), Gainsburg, Rodriguez-Lluesma, & Bailey (2010), and Trevelyan (2010) for reference.

Finally, future studies should include an investigation of what obstacles need to be overcome such that the proposed approach can be successfully implemented in practice. One issue that this author has observed, corroborated by discussions with some colleagues, is the apparent unwillingness of the engineering community (at least in Sweden) to adopt risk based approaches in design. This opposition may be founded in misconception of what such approaches entail coupled with the fact that these approaches are outside the scope of 'traditional' structural engineering practices. On the other hand, there are those that advocate the use of more advanced finite element models in conventional design of structures while it should not be forgotten that such models are only as accurate as the input data used to run them. Such approaches are thus questionable when it comes to the design of structures for accidental hazards as these situations involve masses of uncertainty.
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Appendix A – Marieholm Connection Project Drawings

This appendix contains technical drawings for the proposed conceptual design alternatives considered in the feasibility study for the Marieholm Connection Project.
Figure A.1
Connection E20-E45 - Bridge option
Figure A.2
Connection E20-E45 - Tunnel option
Figure A.3
Bridge option for Götaälv River crossing
Figure A.4
Tunnel option for Götaälv River crossing
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