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Investigation and compensation of the nonlinear response in photomultiplier tubes for quantitative single-shot measurements
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A concept for time-sensitive optical detectors is described that shows how to confirm whether the detection device is operating in the linear response regime. By evaluating the recorded time decay of a thermographic phosphor, even weak saturation effects far from obvious situations can be identified and further related to either optical or electrical saturation. The concept has been validated by running a PMT detector close to saturation and exposing it to the optical signal decay of two different thermographic phosphors, La$_2$O$_2$S:Eu and CdWO$_4$. It was confirmed that short but intense light exposures at the beginning of an individual time decay influence the detector response for the rest of the decaying signal including temporal areas, where the anode current has dropped well below the manufacturer specified current limit. Such situations are common when applying, e.g., phosphor thermometry where it is necessary to retrieve the full decay curve from a single-shot event, i.e., standard techniques based on single-photon counting are omitted. Finally, means of compensation are introduced in order to facilitate the retrieval of useful information from the measurement data when operation in the non-linear response regime is inevitable. © 2012 American Institute of Physics.

[http://dx.doi.org/10.1063/1.3693618]

I. INTRODUCTION

The purpose of an optical detector is to convert incoming light into a measurable signal, principally electronic, which is proportional to the light intensity. While there are many different types of detectors, all are applied in one of two ways: to reproduce light intensity in a temporally resolved manner, e.g., photodiodes or photomultiplier tubes (PMTs); to integrate the light intensity over time, e.g., CCD detectors. Both applications can be used for quantitative measurements, providing that the signal response is linear (linear response region), or that corrections can be made when the input-to-output signal is nonlinear. The linear response region for detectors is often defined relative to the noise threshold and a maximum value such as anode current or digitizer limit; however, in practice, saturation effects can be seen at values much lower than these perceived extrema.

When measuring phosphorescence decay times with a PMT, for investigation of phosphor thermometry, it was found that the photomultiplier settings for gain and exposure level were linked to variations in the measured decay time, though levels were below the proscribed limits. This behavior was consistent with saturation phenomena. The purpose of this paper is to present a simple method to determine the true linear response region for any temporally resolved optical detector, as well as presenting a method to correct measurements outside the linear response region. For consideration of similar effects in integrating optical detectors see Ref. 1, where an image intensified CCD is investigated.

Photomultiplier tubes are perhaps the most widely used electronic tool in spectroscopy, having been applied in every manner of optical measurement. The PMT provides opto-electrical conversion combined with internal electrical amplification, see Figure 1, making it suitable for low light level measurements. They are temporally resolved detectors; depending on circuitry they can resolve, in real time, the impingement of single photons on the detector, or measure continuous streams of photons. It is the ability of a PMT to operate continuously that is used in phosphor thermometry to measure the temperature dependent phosphorescence decay. For a more in-depth description of the working principles of a PMT, see Hakamata et al. For a detailed model of photomultiplier gain, see Moatti.

Significant efforts have been made to characterize non-linearity in PMTs thus far. Sauerbrey, for example, published a substantial experimental study of PMT nonlinearity in which five essentially independent sources of photomultiplier nonlinearity were measured. According to Ref. some sources of PMT nonlinearity can be easily avoided as they are introduced by external circuitry connected to the PMT. Complementary to Sauerbrey’s work, Aspnes and Studna designed a circuit for improving photomultiplier linearity. More recent work dealt with the calibration of non-linear photomultiplier response. In 2003, Vičić et al. used an ultraviolet pulsed-light source and determined the response of a photomultiplier within a range of light intensities from single photoelectrons up to well beyond the linear response region. Whilst

![FIG. 1. Schematic construction of a PMT with 13 dynodes.](image-url)
maintaining an “excellent agreement” between their measured data and the fitted model, Vičić admitted that the procedure described in Ref. 9 was “extremely computer-intensive.”

It is not in the scope of this paper to present yet another in-depth discussion of PMT physics; rather, a rapid and easily accessible tool is constructed to properly evaluate the operating region of the PMT. To this end, a simple view of PMT behavior was adopted for temporally resolved, non-photon-counting instances. Ideally, the PMT response is a linear relationship between photon flux and output current. The linear response is susceptible to two independent processes that drive the PMT into the nonlinear response region when approaching saturation.

The first process, photocathode bleaching, occurs when the photocathode is struck by a sufficient number of photons per time interval to deplete the valence band in the photocathode. A radial voltage drop at the photocathode is caused by large current densities and a certain time is needed for the photocathode to recover and re-enter the linear response region.

The accumulation of local electric fields inside the PMT accounts for the second process. At high gains, a space charge builds at the anode and last few dynode stages. This space charge electrically shields and decelerates advancing electrons. Hence, increasing electrical gain above a certain threshold drives the dynode chain into the saturated region. This is often considered as the major source of saturation in PMTs.

The total detector response, can be understood as the product of the optical- (photocathode) and the electrical (dynode chain) response functions. These processes are not discrete, as the number of electrons arriving at the anode, and thus gain saturation, depends on the photocathode sensitivity and the amount of incoming light. Alternatively, reducing incoming light intensities will suppress the development of a space charge (as does lowering gain or applying a higher voltage across the last few dynodes). As a result, uncorrected quantitative measurements can only be performed if the PMT is operated in the linear region for both of these two responses.

Most PMTs are specified to run at a maximum DC output current of 100 μA, which equals approximately 6×10^5 electrons/ns released at the last dynode. This current value can be understood as the absolute limit for linear dynode operation, though the photocathode may already be saturated due to the incoming light flux. According to Becker and Hickl, this maximum output current can be increased almost by a factor of 1000 to around 100 mA when operating in the PMT in “pulsed” mode, mostly because the PMT can recover, to some extent, from bleaching and space charge accumulation in between two adjacent pulses.

A motivation for extending the output current beyond 100 μA is to increase the output signal: most PMTs come with a load resistance of 50 Ω, meaning that the readout instrument’s input resistance has to match in order to avoid back and forth reflection (“ringing”) of the signal in the cable. By Ohm’s law, a current of 100 μA over 50 Ω generates a maximum voltage of 5 mV, close to the lower resolution limit of common digital oscilloscopes. This often results in unacceptably low signal/noise ratios when digitizing the analog current, without time averaging or special amplification electronics. When approaching pulse lengths of as much as a few milliseconds, as in some cases of phosphorescence, it is dubious that these enhanced limits still apply, and caution should be exercised when extending the PMT workspace by exceeding the anode’s current limit.

II. DATA ACQUISITION AND EVALUATION

Temporally, resolved intensity decay curves were acquired for two different phosphors (La_2O_2S:Eu with 2 at. % Eu and CdWO_4) in order to generate different optical intensity time-distributions that the detector has to reproduce. The major difference between these two phosphors is an intense, short-lived, fluorescence peak, that is present for the La_2O_2S:Eu, but is missing in the CdWO_4 time decay (see Figure 2).

Each phosphor was excited by a 10 Hz pulsed, Q-switched and frequency tripled (355 nm, La_2O_2S:Eu) or frequency quadrupled (266 nm, CdWO_4) Nd:YAG laser (Quantel Brilliant B). Low laser pulse energies between 70 and 140 μJ were used in order to avoid saturating the phosphor. The resulting phosphorescence was imaged onto a photomultiplier module (Hamamatsu H6780-04) after passing an interference filter, centered at 540 nm (FWHM = 10 nm) for the La_2O_2S:Eu phosphor and 450 nm for CdWO_4 (FWHM = 40 nm). The filters were placed in front of the detector to eliminate spurious laser radiation and to spectrally isolate the phosphorescence emission.

In the PMT, a nominal electrical gain can be chosen within the range of 10^2 to 10^6 (Ref. 12), depending on the amount of optical signal that is available for collection. The gain number is defined by the ratio of output electrons divided by photocathode electrons. The photomultiplier output current was read out by a 350 MHz digital oscilloscope (Lecroy WaveRunner WA6030) at an input resistance of 50 Ω, allowing sampling of decay times as short as a few ns at a dynamic range of 8 bit.

FIG. 2. A comparison of similar phosphorescence decays for La_2O_2S:Eu (at 540 nm, T = 518 K blue dots) and CdWO_4 (at 450 nm, T = 387 K, black triangles). The gray area indicates the time window in which the decay time is determined.
Both phosphors offer emission peaks that decay exponentially after laser excitation. The time decay can be approximated by

\[ I = I_0 \cdot \exp \left( -\frac{t}{\tau} \right), \tag{1} \]

where \( I_0 \) is the initial emission intensity, \( t \) is time and \( \tau \) is the decay time of the phosphorescence, i.e., the time after which the intensity has decreased to \( 1/e \) of the initial emission \( I_0 \).

To extract the time constant \( \tau \) from the measured decay curves, a Levenberg-Marquard fitting algorithm (MATLAB) has been applied, that varies \( I_0 \) and \( \tau \) and iteratively adapts the \((n+1)\)th fitting window region according to the \( n \)th evaluated decay time \( \tau_n \) until stability is achieved. As indicated in Figure 2 (grayed out), the fitting window was chosen to range from \( 0.5\tau_n \) to \( 4.5\tau_n \). Further details on the iterative decay time algorithm can be found in Ref. 14.

For obvious reasons, the recorded phosphorescence decay time \( \tau \) is a measure of the time-distribution of the detector output signal \( S_{\text{out}}(t) \). Therefore, \( \tau \) is also a suitable target for analyzing the linearity of a detector’s input-to-output signal conversion. In other words, the detector operates in the linear region when the evaluated decay time is purely dependent on the light source and thus insusceptible to minor changes regarding detector gain and light exposure. Consequently, the detector linearity can be analyzed either by changing the electrical amplification (gain) or by attenuating the light before it hits the detector. In case of linear operation the evaluated decay time will be constant, regardless these changes that were made on the detector side.

In a simplified approach that emphasizes how detector saturation distorts the output signal, detector response functions were simulated according to

\[ S_{\text{out}}(I_{\text{in}}) = S_{\text{max}} \cdot \left[ 1 - \exp \left( -\frac{I_{\text{in}}}{S_{\text{max}}} \right) \right] \tag{2} \]

where \( I_{\text{in}} \) is the incoming signal intensity and \( S_{\text{max}} \) is the maximum signal output intensity. Such response curves were plotted in Figure 3(a) together with the response curve of an ideal detector indicated by the black solid line. By inserting a phosphorescence intensity distribution as \( I_{\text{in}} \) into equation (2), a distorted detector output signal can be obtained, which is shown in part (b) of Figure 3 for each corresponding response curve from Fig. 3(a). A least squares exponential fit according to equation (1) was performed within the indicated time window illustrated in grey. The graph in Figure 3(c) displays the associated decay times, which clearly depend on the saturation level, that was defined by how much the initial output (see Fig. 3(b), black curve) signal was reduced due to detector saturation in percentage.

As displayed in Figure 4, the time decays of CdWO4 and La2O2S:Eu exhibit a strong temperature dependence between 300 K and 600 K, which makes them a sensitive remote temperature sensor, for example in engine applications.4,15,16

Both phosphors combined have a common range of decay times from 10 μs down to 100 ns. This broad overlap region is beneficial as it allows achieving similar decay times by keeping the two phosphors at different temperatures. This

FIG. 3. Example on how different saturation states in the detector (a) change the shape of the output time-signal (b) and the evaluated decay time (c). The time decay in black corresponds to an average of 100 measured decay curves from La2O2S:Eu at room temperature.

in turn enables the impact of an intense initial peak (present for La$_2$O$_2$S:Eu, absent for CdWO$_4$) on the detector response to be studied by comparison under otherwise similar operating conditions.

III. RESULTS

A. Saturation analysis using phosphorescence time decay

For 100 consecutive laser shots at room temperature, the La$_2$O$_2$S:Eu phosphorescence decay time $\tau$ is displayed in Figure 5(a). At a PMT gain of 4700 and mean laser pulse energy of 70 $\mu$J, the spread in phosphorescence decay time ranges from 103.5 $\mu$s to 104.2 $\mu$s. According to the measurement data displayed in Figure 4, the spread corresponds to a temperature interval from 294 K to 299 K. What initially looks like a statistical distribution due to noise in the signal or temperature variation (see Figure 5(a)) becomes a linear trend when the measurement points are re-arranged according to the output signal voltage $S_{\text{out}}(t = 0.5\tau)$, see Figure 5(b). $S_{\text{out}}(t = 0.5\tau)$ is equal to the very first readout voltage within

![](image)

FIG. 5. La$_2$O$_2$S:Eu phosphorescence decay time at 296 K using gain 4700 and 100 consecutive laser shots at $\sim$70 $\mu$J (a). In graph (b), the same data has been re-arranged according to the first output voltage within the fitting window $S_{\text{out}}(t = 0.5\tau)$. Blue dots represent decay times obtained by using an iteratively changing time window (see Ref. 14) whereas the red circles illustrate the same data evaluated in a fixed time window.

the fitting window, see Figure 2 for an example. Its average value is 4.75 mV, which corresponds to 95 $\mu$A in PMT output current at 50 $\Omega$ oscilloscope input resistance. The spread in voltage is about 3 % and corresponds to laser energy shot-to-shot variations that induced proportionally shifting phosphorescence yields. According to Ref. 12, an output current of 95 $\mu$A is still below the 100 $\mu$A specified limit of the cw PMT operation. However only half a decay time earlier (see Figure 2), where the phosphorescence signal coincides with spurious laser reflexes, i.e., 52 $\mu$s prior to the fitting window start position, the PMT was struck by far more photons, corresponding to 20 mA PMT output current (not shown in Figure 5) which is 200 times higher than the specified cw limit, but still only about 1/5 of what would be the limit for pulsed operation according to Ref. 13.

The results from Figure 5 are obtained taking two different approaches: An iteratively changing fitting window that adapts its size and position according to the length of each individual decay curve (red circles) and a fixed time window for all curves, which was determined by the average iterative fitting window (blue dots). As can be seen in Figure 5, the method of data reduction has an influence on its own upon the obtained results. Similarly, it can be shown that even low level spurious background radiation can have an effect on measurement accuracy. However, being able to reproduce the intensity dependence of $\tau$ with a fixed time window is an evidence for a physical change in decay time, showing that these effects are not simply induced by evaluating different time windows. Even though the results in Figure 5(b) overlap quite nicely, the slope for the iterative time window (blue dots) is a little higher accounting for the slight differences in the window positions: Due to the slight multi-exponential time decay that characterizes phosphorescence emitted by La$_2$O$_2$S:Eu (see Figure 2), a decay time evaluated in an earlier part of the curve results in a smaller value compared to a decay time evaluated slightly later in the same curve. In summary, the trends shown in Figure 5 can clearly be interpreted as a distortion of the temporal signal shape that correlates with the amount of light hitting the PMT. The different intensities were induced by laser shot-to-shot variations and cannot be avoided, which makes this dependence a concern for any quantitative, time dependent optical measurement involving lasers. The positive slope is in agreement with what would be expected from a saturation effect (see Figure 3). However, it remains yet unclear, whether the saturation was caused by photocathode bleaching and/or by applying too high electrical amplification.

For investigating the source of saturation further, Figure 6 displays two measurement series of time decays, taken at 382 K, this time using two different gains (4700 and 7400) at constant mean laser energy of 70 $\mu$J.

The two point clusters shown in Figure 6 correspond to the lower gain value (left) and the higher gain (right), and incorporate a series of 100 laser shots each, represented by the spread in x-direction. For a linear responding detector, the two point clusters in Figure 6 were expected to collapse in y-direction into one single decay time. Hence, PMT saturation shows its effect by linearly distributing the decay times as a function of PMT output...
An interesting observation is that both clusters are positioned to each other such that the individual slope from each gain measurement matches the other data cluster. In other words, the slope caused by variation from the photocathode’s amount of primary electrons (shot-to-shot based) is identical to the cluster offset slope that is caused by elevating the gain. From these observations it is possible to conclude the following:

1. Since both point clusters show a non-constant decay time distribution – both gain measurement are subject to a nonlinear detector response.
2. The gain-driven cluster offset indicates electrical saturation: If the slope within each cluster was only due to photocathode saturation – the second point cluster would result in similar decay times obtained at higher output voltages, i.e., a cluster offset parallel to the x-direction.
3. The saturation seen in Figure 6 is purely gain-driven with no significant contributions of photocathode saturation, meaning that if the number of primary photoelectrons would be increased, the decay curve shape would change the same way as if the gain is increased. If also the photocathode was subject to saturation, the individual point cluster slopes would not match the gain-based cluster offset slope.

Figure 7 shows data that is similar to those that was presented in Figure 6, only this time at an elevated temperature of 519 K. The laser energy was kept low again to 70 μJ and two gain values are compared to each other (4700 and 8400).

From a comparison with Figure 6 the cluster offset slope is a factor of 84 smaller in Figure 7. Also, the relative decay time spread in each measurement increased as shorter decay times become more difficult to evaluate. Since the phosphorescence intensity decreases towards higher temperatures, the PMT voltage at gain 4700 for 382 K (see Figure 6) is almost twice as high as for 519 K (see Figure 7) for the same mean laser pulse energy. Additionally, the decay time at 519 K was 71 times shorter than for 382 K in Figure 6, reducing the mean light exposure time. Therefore less load was put on the dynode chain, which could explain the reduced cluster offset slope, seen in Figure 7.

B. Compensation approach

Operating outside the linear workspace of a detector is often required due to the higher signal intensity availed. However, the distortions in the response signal due to saturation are a source of systematic error. Nevertheless, a compensation that accounts and corrects for these effects is possible, providing systematic changes in the response are mapped into a library and thus can be sufficiently predicted. In practice, a biased result originating from a slightly saturated signal can be transformed into an unbiased result by extrapolating it towards lower signal levels into the linear operating region, using a slope proposed by the detector library. For probe techniques that rely on calibration rather than an absolute physical quantity, such as thermographic phosphorescence, the compensation is simplified because the reference is not restricted to the linear detector operating region: Any signal output can become a reference for extrapolation. For further considerations, the reference was chosen as the PMT-readout voltage \( S(t = 0.5τ) \) recorded over 50 Ω.

The upper part (a) of Figure 8 shows the PMT decay response slope \( \mathrm{d}τ/\mathrm{d}S \) for \( \text{La}_2\text{O}_2\text{S}:\text{Eu} \) decays as a function of temperature together with corresponding decay time values (blue dots) that were taken from the calibration curve in Figure 4. The spline interpolation (red dashed line) can be used to correct decay times obtained in the nonlinear detector regime. It refers to an output reference voltage of \( S_t(t = 0.5τ) = 4.8 \text{ mV} \) at the start of the decay window, for which the calibration was performed.

As the comparison between Figure 6 and 7 suggested, the slope declines for shorter time decays, probably due to the competition between saturation and space charge recovery that was briefly discussed above. The spline interpolation...
detector distorted decay times evolve, the correction of voltage within the decay evaluation window. Knowing how the phosphor was calibrated (blue dots), when correcting from recorded at a output voltage of $S_1(t = 0.5\tau) = 4.8$ mV, which refers to the first output voltage within the decay evaluation window. Knowing how detector distorted decay times evolve, the correction of $\tau_1$ recorded at a output voltage of $S_1(t = 0.5\tau)$ can be performed to the reference value $\tau_r$, at reference voltage $S_r$ according to equation (3),

$$\tau_r = \tau_1 - \frac{\partial \tau_1}{\partial S} \left|_{\tau_1} \right. (S_1 - S_r).$$

Although $\partial \tau_1/\partial S$ is initially unknown because it requires knowledge over $\tau_r$, it can be approached iteratively by starting with $\partial \tau_1/\partial S > 0$ and $S_1 > S_2$; it follows that $\tau_1 > \tau_r$, and $\partial \tau_1/\partial S(\tau_1) > \partial \tau_1/\partial S(\tau_r)$ as seen in Figure 8(b), meaning that the first iteration $\tau_2(S_1)$ will underestimate $\tau_r$ when correcting from $S_1$ against $S_r$. In a second iteration step, the slope $\partial \tau_1/\partial S(\tau_3) < \partial \tau_1/\partial S(\tau_r)$ can be used to correct $\tau_1(S_1)$ towards $\tau_1(S_1) < \tau_1(S_1)$, which in turn is an overestimation of $\tau_1$. Since $\tau_3$ already is a closer estimate of $\tau_1$ compared to $\tau_1$, the iterative solution converges oscillating towards $\tau_r$, granted that $\partial \tau_1/\partial S$ is monotonic. Considering $\partial \tau_1/\partial S > 0$ and signal intensities smaller than the reference, i.e., $S_1 < S_r$, a similar argumentation results in $\tau_1$ converging towards $\tau_r > \tau_1$, however this time without oscillations. In summary, if measurements of a certain decay time are taken at output voltages $S_1$ different from the reference signal $S_r$ for which the calibration was performed, the decay time has first to be corrected towards that reference signal intensity before the decay time can be converted into a temperature. It is, however, important that the PMT is corrected for the same type of signal/phosphor, as indicated by the earlier assumption that the detector might be affected by pre-existing saturation states. To test this hypothesis, the PMT was now used to detect similar time decays from La$_2$O$_2$S:Eu and CdWO$_4$ at laser energies adjusted to generate the same output current for both signals within the investigated time window. Since the gain was identical in both cases, the laser energy was adapted to compensate for the two different phosphorescence yields and to account for the spectral photocathode sensitivity within the corresponding emission wavelengths such that the same amount of primary electrons were released from the photocathode. The experiment is set up in a way that an ideal time gated PMT, switched on only during the evaluated time window, should have no means to distinguish the two different phosphorescence emissions. However the PMT used here also recorded a peak voltage prior to the evaluation window, that was about 54 times higher for the La$_2$O$_2$S:Eu phosphor than for CdWO$_4$. In Figure 9, the results for the two cases are displayed, showing a horizontal response distribution for CdWO$_4$ in contrast to the results obtained with La$_2$O$_2$S:Eu. The bigger spread in PMT voltage for CdWO$_4$ is due the higher signal yield for CdWO$_4$ that required less, and thus more unstable, laser excitation energy.

According to Figure 9, the decay time slope has drastically changed by the presence of the peak prior to the fitting window in which the decay time was evaluated. It can thus be concluded that strong and saturating peaks in the beginning have an impact on the time progression of the detected signal. As long as these peaks cannot be avoided by some sort of time-gating, detector compensation should also take into account the time dependent photon emission curve of the light source that is to be investigated.

FIG. 8. PMT decay response slope for La$_2$O$_2$S:Eu (red circles) as a function of phosphorescence decay time (a) and as a function of temperature (b). The black arrows in graph (b) indicate how a measured decay time $\tau_f(S_1)$ can be iteratively corrected towards $\tau_r$ at reference signal output $S_r (< S_1)$ for which the phosphor was calibrated (blue dots).

FIG. 9. Comparison of response slopes for two different phosphors (blue dots: La$_2$O$_2$S:Eu at 473 K; black triangles: CdWO$_4$ at 308 K) at similar decay times, using equal PMT gains (4700 and 6300) and laser energies that yield the same decay signal voltages.
IV. CONCLUSIONS

In this paper, a novel test procedure is described that can be used to determine the linear operating region of any optical detector, capable of performing time-resolved measurements. Additionally, information is provided on how such a detector can be operated outside the linear regime as is often required when signal decay time information must be retrieved from single-shot measurements. The procedure was applied to the extended afterglow of thermographic phosphors and compares evaluated signal decay times as a function of electrical gain and incident intensity by creating a detector response database. By evaluating and comparing the recorded time decay within the response database even weak saturation effects (far from obvious situations) can be identified and further related to either photocathode or dynode saturation.

These saturation events introduce a systematic error on quantitative measurements results. Such errors can be corrected towards a reference value from the detector’s response database. The reference value needs to be part of the linear response regime in most cases. However, if the reference value is used only to calibrate another quantity – as it is for phosphor thermometry – any value from the detector response database can be chosen as a reference.

Furthermore, a comparison of the decay signals from CdWO₄ and La₂O₂S:Eu has shown that an accurate correction for PMT non-linearity should also consider the history of the signal, e.g., the photo-current at the start of the decay. It is thus important from a compensation point of view to use the same sort of signal for both, the actual measurement and the generation of the response database.
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