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Summary

For most applications trying to interpret the real world uncertainties will be an important factor to consider, which is also true for Life-Cycle Assessment used for estimating total environmental impact during the life-cycle of products, services, buildings, structures, roads etc. The construction and usage of infrastructure are major causes of emissions and energy use, thus making it even more important for society to aim at reducing this impact. One way of reducing environmental impact is by using LCA to show improvements for specific items and/or benefits of using a specific solution over another.

To be able to use LCA, or any other calculated estimation, for comparisons it is of great importance to incorporate effects of uncertainties and to understand where such uncertainties have their sources. Otherwise, any attempt on comparing two solutions will be flawed and there is a risk for bias towards a specific solution.

The aim of the work presented in this report have been to describe and discuss the types of uncertainties present in a LCA, and to discuss their importance, source and influence. An extensive review of the current state of the art of both uncertainties in general and specifically for LCA have been performed to find the most common ways of including uncertainties in LCA, with focus on the possibilities and limitations of different types of methods.

It was found that many previous attempts on including uncertainties in LCA exists, and they showed that it is now possible to using probabilistic methods such as Monte Carlo simulations to incorporate uncertainties in LCA-tools, since the computational capacity have increased. The common problem for all previous studies and the study presented here is the availability of validated input data including uncertainty estimations. Initiatives exist for data quality control; however, they do not fully consider the effect of uncertainties, and typically have been limited to the consideration of variations in emission factors only. Other factors such as system boundaries and choices made by the user have a much larger influence on the result than a small variation in the emission factor itself.

To evaluate this, the basis for a methodology considering uncertainties in LCA and possibilities for controlling these uncertainties is presented. The methodology is based on general definitions of uncertainties to be able to understand the source and characteristics of each affecting parameter and for making informed decisions on how to reduce the uncertainty depending on the purpose of the LCA. This kind of methodology will especially be valuable for raising awareness of uncertainties in LCA for different stages of the building process.

The possibility of including uncertainties in a LCA-tool for infrastructures in also presented, showing possibilities for studying the sensitivity of the input parameters and the propagation of uncertainties. A case study is used to demonstrate these possibilities, showing the importance of considering uncertainties in all input parameters. It is shown that the influence of other factors apart from the emission factors can be large, such as material amounts and expected service life, and that they have to be considered if reasonable results are sought. It should be noted, however, that the case study presented in this report serves illustrative purposes and includes significant simplifications.
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1 Introduction

1.1 Background

Decisions on investments concerning large infrastructures involve the consideration of several aspects such as costs during different phases of construction and asset management, societal benefits expected by the services the infrastructure provides, impacts on the environment, safety of users, sustainability and resilience etc. The various costs related to operation, maintenance and demolition can be expressed in monetary units and considered using a cradle-to-grave approach with Life Cycle Cost (LCC) methodology. However, besides the costs of resources committed to different phases of the project, environmental and social impacts can also be significant. To put a “price tag” on these issues is more difficult and involves large uncertainties.

The transportation network uses energy and impacts the environment, both due to emissions from traffic and emissions from construction, operation, utilization and maintenance and deconstruction of the infrastructure. Large infrastructure projects use resources intensively and contribute significantly to emissions of greenhouse gases (GHG) by using large amounts of fossil fuels, concrete, steel, bitumen etc. during construction. Another large part of the environmental impact from the infrastructure comes from the operation and utilization phases (mainly lighting, and fuel consumption). Environmental impacts of transport infrastructure are often assessed throughout the entire life cycle utilizing Life Cycle Assessment (LCA) (Stripple, 2001; Stripple and Erlandsson, 2004). A standardized framework for LCA is given in ISO 14040 (2006) and ISO 14044 (2006).

To be able to estimate the environmental impact of infrastructures, practical methods and tools are needed, since the number of variables often are large. One such example is a tool used by the Swedish Transportation Administration (Trafikverket), Klimatkalkyl, that can, to some extent, estimate the climate impact and required energy of the infrastructure using LCA methodology (Toller and Norberg 2017). Other tools and programs are also available such as e.g. GaBi (Thinkstep 2018), SimaPro (SimaPro 2018) and SULCA (VTT 2018).

In order to make a proper comparison using LCA, the system boundaries must be similar. Preferably, the assessment should be made from cradle-to-grave, i.e. from construction phase, through operation, maintenance and utilization until disposal. However, the system boundaries are often drawn to include construction, operation and maintenance only, using a cradle-to-gate approach (Figure 1). The reason of not including disposal is that it is unlikely that transport infrastructure is completely demolished, while the utilization phase is normally not included due to the technical differences between traffic and the actual structures. The problem with excluding the utilization phase is that further considerations, such as fuel consumption and financial responsibility, are neglected. Furthermore, in some cases such as in Klimatkalkyl, impacts due to transports are also neglected, where transports refer to the transportation from the production of the components and products to the site, while in other tools and calculations the impact of transports is included. This confirms the importance of consistent system boundaries, since this difference may lead to differing LCA-results.
Another problem is that these tools for estimating environmental impacts use extensive input data from sources with varying reliability and include several assumptions. The results are often used to compare and choose between alternatives and support decisions. Therefore, important information for the decision maker would be the quality of the result, i.e. the uncertainty of the prediction.

Uncertainty and variability is present at all stages of an LCA. Some uncertainties arise from lack of knowledge on the true value of a quantity and can be reduced by more research and efforts to find better data and by estimating the validity of and uncertainties in the results. Other variation on the other hand stems from the natural heterogeneity of values, such as natural variations between geographical locations or variations over time.

Another difficulty when predicting environmental impacts is the level of complexity in the calculations. Since the amount of input parameters is large, due to the complexity of the environment itself, it is necessary to have a high level of detail in the LCA-tool. However, for practical applications, limitations and boundaries have to be defined and different models will therefore have different levels of complexity, which will affect the validity and reliability of the outcome and introduce new uncertainties. Thus, the complexity of different levels of abstraction within one model needs to be consistent with the purpose of the investigation. This is summarised by Elms as the “principle of consistent crudeness”, which states that the quality of the output of a model is dominated by the quality of the crudest input or of the model itself (weighted according to the sensitivity of the output to that input) (Elms 1985).

The increased focus on environmental impact and energy use have led to governmental regulations and target reduction levels. In Sweden this has led to a regulation for the Swedish Transportation Administration (Trafikverket), where demands are set on mandatory reduction of CO₂-equivalent emissions of 17-30 % for infrastructure projects, depending on the completion year, compared with the emission level by 2015 (Trafikverket 2017). The question then arises on how reliable the reference level is and on how we can be certain that a suggested reduction really meets the demands? As of now, when no consideration of uncertainties is included in Klimatkalkyl and other tools, the reference values has to be conservative enough to consider all possible outcomes. A comparison will also be difficult to assess without considering uncertainties, and the shown reductions may be irrelevant and difficult to verify.
1.2 Purpose, objectives and scope

The main purpose of this report is to show the importance of considering uncertainties when performing life cycle assessment (LCA) for infrastructure assets and to give an overview of the possibilities and limitations. The main objectives of the report are to:

- Illustrate the benefits and limitations of including uncertainties on the validity of results for calculations of environmental impacts by
  - Providing an overview of possible methods for including uncertainties in LCA;
  - Explaining the importance and effect of uncertainties;
  - Giving a state of the art concerning methodology for including uncertainties.

- Propose a methodology for reducing uncertainties related to processes included in infrastructure LCA by
  - Categorising and understanding the type of uncertainties involved;
  - Demonstrate methods for including uncertainties in a LCA-tool;
  - Demonstrate how the proposed methodology may be applied.

Due to limitations in available uncertainty data for LCA-applications, no actual uncertainty values are used in the calculations. The report will instead focus on the possibilities and effects on the results when uncertainty analysis is included with generic uncertainty values assigned. This lack of reliable input data is, in itself, a major uncertainty that will be discussed in later chapters of the report.
2 Notations

Below follows a list of used notations and abbreviations in the report.

ANOVA  Analysis of Variance

\( c \)  Sensitivity factor

CED  Cumulative Energy Demand

CO  Carbon-oxide

\( \text{CO}_2 \)  Carbon-dioxide

COV  Coefficient of Variation

EPD  Environmental Product Declaration

GHG  Green House Gases

GSA  Global Sensitivity Analysis

GWP  Global Warming Potential

ILCD  International Reference Life Cycle Data System

LCA  Life Cycle Assessment

LCC  Life Cycle Cost

LCI  Life Cycle Inventory

LCIA  Life Cycle Impact Assessment

OAT  One At the Time

PCR  Product Category Rules

\( S \)  Sensitivity coefficient

\( \sigma \)  Standard deviation

VMEA  Variable Mode and Effect Analysis

Other notations are also listed in the Appendix, these will however not appear in the other parts of the report.
3 LCA – an overview

A system analysis is a tool that allows a product to be analysed through its entire life cycle, from raw material extraction and production, via the material’s use to waste handling and recycling. The most common tool for system analysis of environmental impacts is the Life Cycle Assessment (LCA) methodology. The LCA methodology is described in, for example, the standards EN ISO 14040 (2006) and 14044 (2006). In a life cycle assessment, a mathematical model of the system is designed. This model is of course a representation of the real system, including various approximations, assumptions, variations and uncertainties.

The LCA models are built up of different equations. Basically, one can distinguish between models with single equations for each process module calculated per performance unit for that specific process module and models that are based on an equation system for the entire model. The equation system gives several advantages, e.g. better possibilities for recycling flows (loops), but is often limited to linear equation systems. The results from the model are then dependent on the values and assumptions in the model and the model results are valid for these values and assumptions. The LCA methodology allows us to study complex systems, where interactions between different parts of the system exist, to provide as complete a picture as possible of the environmental impacts of, for example, a product.

An LCA is usually made in three steps with an additional interpretation step, see ISO standard. In the goal and scope definition, the model and process layout are defined, along with a specification of the functional unit which is the measure of performance that the system delivers. In the Life Cycle Inventory analysis (LCI), the material and energy flows are quantified, where each sub-process has its own performance unit and several in- and out-flows. The processes are then linked together to form the mathematical system being analysed. The final result of the model is the sum of all in- and out-flows calculated per functional unit for the entire system.

The life cycle impact assessment (LCIA) is defined as the phase of life cycle assessment aimed at understanding and evaluating the magnitude and significance of the potential environmental impacts for a product system throughout the life cycle of the product. The impact assessment is performed in consecutive steps including classification, characterization, normalization and weighting. The LCIA phase also provides information for the life cycle interpretation phase, where the final environmental interpretation is made. In many cases, only classification and characterization are performed due to the uncertainty of the methodology for normalization and weighting. As shown above, not only the value of the different parameters used in the model can vary but also the model itself (model layout, calculation strategies, scope and coverage of the model, impact assessment method, methods for normalization and weighting etc.). This indicates that an uncertainty calculation can be very complex and include many different types of uncertainties. It is thus important to distinguish between different types of uncertainties and variations, and to establish control over the calculations of uncertainties and to define its purpose and goal.
4 Uncertainty and uncertainty analysis

This chapter gives general descriptions of uncertainty and related analysis methods. For more information, see e.g. Blom (1989), Benjamin and Cornell (2016), Cacuci (2003). Several of the statistical terms and concepts used in this report can be found in Appendix A.

4.1 Uncertainties – general definitions

Consideration of uncertainties and variations has become important parts of our current view on how we perceive the real world around us on how we make judgements and decisions. When predicting the outcome of processes, besides random variation, other sources of uncertainty will influence the prediction including e.g. model errors, parameter uncertainties, and human mistakes. These various types of uncertainties may be classified in different ways, see e.g. Ditlevsen & Madsen (1996).

One possible classification is to distinguish between aleatory and epistemic uncertainties. The former refers to the underlying, intrinsic uncertainties, e.g. the scatter in the output of production processes within a population of suppliers. The latter refers to the uncertainties due to lack of knowledge, uncertainties that can be reduced by means of collecting additional data or information, better modelling and better parameter estimation methods.

In statistical modelling, the main focus is on three kinds of uncertainties (Ditlevsen and Madsen, 1996), namely:

- Random variation or physical uncertainty, i.e. the uncertainty identified with the inherent random nature of a phenomenon, e.g. the variation geometrical dimensions of supposedly identical components of bridge. Sometimes also called scatter, randomness or noise.
- Statistical uncertainty, i.e. the uncertainty due to statistical estimation of model parameters based on available data, e.g. the estimation uncertainty of parameters in a regression model describing emission levels as a function of certain product property. Generally, observations of the realizations of a random variable do not represent it perfectly and as a result there may be bias in the data as recorded. Furthermore, different sample data sets will produce slightly different statistical estimates.
- Model uncertainty, i.e. the uncertainty associated with the use of simplified relationships to represent the real characteristic of a given phenomenon, e.g. how different factors contribute to emissions in an LCA calculation is only a model of the real processes resulting in emissions. Modelling uncertainty is often a result of lack of knowledge and can be reduced with improving the understanding of the underlying phenomena and available information.

The first type of uncertainty, random variation, is clearly an aleatory uncertainty, whereas the others should be regarded as epistemic uncertainties, as they can be reduced through better knowledge. Various types of uncertainties valid for LCA purposes are described more in chapter 5.
4.2 Uncertainty analysis methods

4.2.1 General

Several methods exist for the analysis of uncertainties. From a statistical modelling point of view, the choice of model complexity can be categorized as a first moment, a second-moment or a full probabilistic model.

Here, a brief review of the different levels of methods is given, focusing on describing assumptions, advantages and disadvantages of each method. For more details on the methods, see, e.g., Ditlevsen & Madsen (1996). Later on, we will discuss what statistical model complexity is suggested for LCA and some specific methods and techniques will be introduced.

4.2.2 First-moment methods

In first-moment methods, only the first statistical moments, i.e. the mean values are considered. Therefore, first-moment methods do not consider any uncertainties. Typically, life cycle assessments of infrastructure projects are deterministic calculations of environmental impacts, and thus do not provide information about the uncertainties associated with the final results. One way to provide such information, at least at some extent, is to systematically analyse the changes in each parameter, i.e. the sensitivity of the outcome with regard to the studied variable.

4.2.3 Second-moment methods

Second-moment methods include the variances of the actual variables in the calculation, as opposed to the first-moment method where only mean values are considered. Since the second-moment method takes both the mean value and the variance into account in a rational way, it is a large step towards a relevant probabilistic result compared to a first-moment method. However, it is simple enough to be used even for very complex physical relationships. Caution is needed when the response function is highly non-linear and a linear approximation may result in large errors, e.g., in cases of periodic components, strong interaction effects or higher-order terms. However, in many cases, a simple transformation of the response makes the linear approximation more reasonable.

One second moment method is The Variation Mode and Effect Analysis (VMEA), which can be used to investigate the effect of uncertainties and identify critical areas for reducing unwanted variation (Chakhunashvili et al., 2004; Johansson et al., 2006; Johannesson et al., 2013).

In the concept development phase, VMEA is useful for identifying sources of variation and establish the possible knowledge about them. In VMEA, both uncertainty and variability can be considered and it uses only the standard deviation to characterize the distribution of the uncertainty sources. Furthermore, it is first order since it uses a linear model with use of sensitivity factors.

The VMEA method is based on characterizing each source by a statistical standard deviation and calculating its sensitivity with respect to the target function. The VMEA method combines these into the total prediction uncertainty, denoted \( \tau \), which is obtained by the root sum of squares of the uncertainties:
\[ \tau = \sqrt{\tau_1^2 + \tau_2^2 + \tau_3^2 + \cdots + \tau_i^2} = \sqrt{c_1^2\sigma_1^2 + c_2^2\sigma_2^2 + c_3^2\sigma_3^2 + \cdots + c_i^2\sigma_i^2} \] (1)

where \( \tau_i \) is the resulting uncertainty from source \( i \) and is calculated as the product of the sensitivity coefficient \( c_i \) and the uncertainty \( \sigma_i \) of source \( i \).

The relationship between a target variable \( Y \) and an uncertainty source \( X \) can analytically be described by the function \( Y = f(X) \). For example, the target \( Y \) could be the emission produced by constructing a certain bridge component, whereas an uncertainty source \( X \) is a quantity of concrete needed for the construction of that specific component. The sensitivity \( c \) of \( Y \) to \( X \) can be expressed as the first derivative of the function \( f \):

\[ c = \frac{df}{dX} \] (2)

The sensitivity determines how much of the uncertainty that is transferred to the target variable and it will depend on the point, \( \mu_x \), at which it is calculated.

The uncertainties in VMEA are quantified using the standard deviation of the uncertainty source. The assessment can be based on expert judgement, e.g. by estimating the variation range of a parameter, which is translated into a standard deviation \( \sigma \). Another approach is to judge the uncertainty directly in terms of relative uncertainty, i.e. in terms of percentage uncertainty.

The implementation of VMEA is easy; since no probabilistic function definitions are needed. The input information uncertainty is reduced to a minimum, i.e. to a scalar measure of the standard deviation of each source. The total uncertainties can then be calculated analytically, thus no special software is required (simple Excel spreadsheets can be used).

### 4.2.4 Full probabilistic methods

In a full probabilistic approach, higher moments of the variables are included, i.e. a full representation of the probability distribution of each variable is used. Such an approach could be beneficial e.g. in LCA calculations as it gives a complete description of related equations and parameters and will also provide a distribution for the result or output possible to use in subsequent analyses.

Unfortunately, there is a strong limitation on the use of such methods, since the exact distributions of the input variables are usually not known. Without proper knowledge, the input distributions must be constructed by subjective choices, and the output might give results with false accuracy. Furthermore, this approach is computationally more demanding than the lower level methods. However, several advanced sampling algorithms exist to reduce the required amount of computation.

The most common method for full probabilistic approaches is the Monte Carlo simulation, which is a technique that consists of generating a large number of virtual samples based on random cumulative distributions. Based on the distribution, stochastic parameters and importance of each input variable, it is possible to get information on the mean and variability of the results. The main benefit of this method is that it is possible to get statistical estimates of the output, e.g. in our case information on the uncertainty in the result. A drawback is that information on the input variables concerning their uncertainty is needed. This, however, is, as stated earlier, a common problem for all possible methods for including uncertainty in LCA-calculations, since it is difficult to find uncertainty data for input variables.
Another problem with using Monte Carlo simulations is the number of simulations needed for convergence. In most cases, more than 10000 simulations are needed for finding a reliable result. For a calculation with a small number of parameters, this is not a significant issue, since it will not take much time, but for more complex problems and calculations with a large number of parameters, as in many LCA applications, this may give very long simulation times.

Sampling methods exist for reducing simulation time, some popular ones are:

- Latin Hypercube sampling
- Importance sampling
- Directional simulation
- Adaptive sampling

For more information regarding these sampling techniques, see e.g. Melchers (1999), Kroese et al. (2011).

With the development of faster computers, the possibility for using full Monte Carlo simulation have increased and is widely used today. In the case study presented in chapter 7 in this report, only full Monte Carlo simulation is used, since the examples are limited in scope and thus suitable for full simulations.

4.3 Uncertainty propagation

Once the uncertainties of the original data are determined, the data are used in the mathematical model, which for LCA consists of mathematical equations or equation systems. When the input data with its corresponding uncertainties are used in the equations, both the values and the uncertainties are calculated in the models. The uncertainties from the original data will thus propagate in the model equations to a final uncertainty.

Assume two variables \(x\) and \(y\) with its corresponding uncertainties \(\Delta x\) and \(\Delta y\). From these variables, the resulting variable \(z\) with its uncertainty \(\Delta z\) can be calculated by using mathematical rules. In Table 1, some mathematical rules are summarised; the rules assumes as large uncertainty interval as possible, a worst case scenario. The table shows how uncertainties propagate in some basic calculations (addition, subtraction, constant multiplication, multiplication and division, product of powers, and a general method for functions). More information regarding uncertainty propagation can be found in e.g. Berendsen (2011).

As most LCA models are based on linear equations or linear equation systems, the equations for uncertainty propagation found in Table 1 can be considered as the most important for the understanding of uncertainty propagation in LCA. In the same way as above, the uncertainty propagation can be calculated for many different functions. The table below only shows some examples. The last row in Table 1 shows a general way of calculating the uncertainty propagation.

Another source of uncertainty propagation is related to the communication of results, data and figures (Berendsen 2011), for LCA and other processes. In the communication of different figures, different information is transferred. The number represents the numerical value of the parameter you want to communicate. This value can be exact but is usually accompanied by an uncertainty. It is important to distinguish between the calculated value and the uncertainty. When presenting results, the value of the parameter that will be communicated is usually rounded off to an appropriate number of significant figures to indicate an uncertainty in the number. A common rule for rounding figures is that the last significant figure should be of the same order of magnitude as the uncertainty. However, this also implies that there is some knowledge about the size of the
uncertainty. In complex systems like an LCA model, the information of uncertainties in the calculations is usually rather poor. The rounding process can then be quite random and, in order not to give an impression of too accurate data in the models, it is often decided to round off strongly when presenting the final results. In this way, the values of the parameters are mixed with their uncertainties, in a sometimes undesirable manner.

When a number is rounded off, a rounding error occurs (Berendsen 2011). If the rounding is strong, a significant rounding error can be achieved. Rounding errors can also accumulate in large calculations. Due to these reasons it is recommended to only round off the final results that are communicated and not intermediate calculations. Rounding of the final results can however lead to problems in the development of large LCA models with many input datasets, since the numbers then are assigned with rounded figures. To reduce the rounding errors in LCA models, it should be recommended to also communicate, transfer and use data that are not rounded off but the pure calculated figures from the models. For analysis and increased readability, rounded off values with an appropriate number of significant figures should still be used and presented.
<table>
<thead>
<tr>
<th>Application</th>
<th>Rules for error calculations applicable to Average deviation</th>
<th>Rules for error calculation applicable to Standard deviation</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addition and subtraction: (z±Δz)=(x±Δx)+(y±Δy) or (z±Δz)=(x±Δx)–(y±Δy)</td>
<td>Δz=</td>
<td>Δx</td>
<td>+</td>
</tr>
<tr>
<td>Multiplication by a constant (z±Δz)= a*(x±Δx)</td>
<td>Δz=a*Δx</td>
<td>Δz=a*Δx</td>
<td>Multiply the uncertainties with the constant</td>
</tr>
<tr>
<td>Multiplication and division (z±Δz)=(x±Δx)*(y±Δy) or (z±Δz)=(x±Δx)/(y±Δy)</td>
<td>(\frac{Δz}{z} = \frac{Δx}{x} + \frac{Δy}{y})</td>
<td>(\frac{Δz}{z} = \sqrt{\left(\frac{Δx}{x}\right)^2 + \left(\frac{Δy}{y}\right)^2})</td>
<td>Use relative errors and add all relative errors to calculate the resulting relative error</td>
</tr>
<tr>
<td>Products of powers (z±Δz)=(x±Δx)^m*(y±Δy)^n</td>
<td>(\frac{Δz}{z} =</td>
<td>m</td>
<td>\frac{Δx}{x} +</td>
</tr>
<tr>
<td>General for R=f(x, y, z…)</td>
<td>(ΔR = \left</td>
<td>\frac{∂f}{∂x}\right</td>
<td>Δx + \left</td>
</tr>
</tbody>
</table>
5 State of art – Uncertainty incorporation in LCA

5.1 Methodological state of the art

Attempts to include uncertainties and variations in Life Cycle Assessment have been numerous during the past decades. The importance and impact of the uncertainties on the results and validity of the assessment have contributed to the increased research focus this topic has received during this period. LCA has, as have been mentioned before, been utilized in many different areas and industries where the environmental impact is significant. The topics for the LCA are therefore widespread between many differing areas, even though the inclusion of uncertainties is a common denominator. Here follows a brief description of a number of such attempts with a short analysis of the method used and its usefulness.

One of the first attempts of considering uncertainty in LCA was presented by Huijbregts (1998a, 1998b) who described ideas for a framework that included a categorisation of uncertainties. Here, uncertainties were divided into 6 categories: 1) parameter uncertainty; 2) model uncertainty; 3) uncertainty due to choices; 4) temporal variability; 5) spatial variability; 6) variability between sources, where the categories can be seen as sub-categories to aleatoric or epistemic uncertainties.

The uncertainty due to choices considers uncertainties induced in LCA due to subjective choices that are needed concerning e.g. weighting of different greenhouse gases, and can be reduced by standardizing the LCA procedure. Temporal variability considers the difficulties in including time-dependent variations in e.g. factories and other production, where emissions may vary during and between individual days while it is common to use yearly average in LCA. Spatial variability is related to differences in environment, e.g. emissions for different geographic locations. Uncertainty due to variability between different sources is very important for manufacturers, if a generic emission value is used instead of factory specific, the result from the LCA may be either beneficial or unfavourable depending on the emissions at the actual factory.

In the second part (Huijbregts 1998b), a case study was presented where parameter uncertainty and uncertainty due to choices were included through the use of stochastic modelling. A limitation was the possibility to use this modelling for a large number of parameters due to computational capacity. A solution for this was suggested, in which a broad sensitivity analysis is performed initially with a full stochastic modelling only including key parameters. The lack of accurate data was also pointed out as a limiting factor for obtaining results that can be used in comparisons.

Björklund (2002) chose to include even more categories apart from those described by Huijbregts (1998a, 1998b) and also divide the parameter uncertainty into sub-categories, with the new categories: 1) data inaccuracy; 2) data gaps; 3) unrepresentative data; 4) epistemological uncertainty; 5) mistakes; 6) estimation of uncertainty. The first three relate to the parameter uncertainty, while the other new categories are related to difficulties and deficiencies in understanding the studied system and LCA-method. Although, the above categorisation is useful, it contains subjective elements and might not be fully consistent.

Björklund (2002) also presented a review of possible methods for sensitivity analysis and uncertainty analysis that can be utilised within LCA. A common factor for using the different methods is the lack of data, thus limiting several methods severely. It is also pointed out that the usefulness of including uncertainties in LCA is not only the quantitative numbers, but also that it gives an opportunity to improve the solution or system used. Even though the numbers can’t be
verified completely, to find sensitive parameters and indicative uncertainties may influence the results positively and contribute to better environmental impact since they will increase the understanding of the role of uncertainties.

Another review of uncertainties in LCA and possible methods for quantification was presented by Baker and Lepech (2009). They point out that since LCA is a flexible tool that can be applied for many different fields, it is difficult to develop a general method for incorporating uncertainty. It can be more valuable to characterise uncertainties in a specific field, as in our case with infrastructure, and for different stages of a process.

Hoxha et al. (2017) studied the effect of uncertainties in input parameters for an LCA by focusing on variations in building materials for 30 building projects in France. As input, values from the EPD-system (EPD 2015) were obtained with the output focused on non-renewable energy, waste and global warming potential. To incorporate uncertainties, an analytical method based on Taylor series expansion and Analysis of Variance (ANOVA) was used. With this method, uncertainties can be included by mean and variance of the parameter and the relative contribution to the environmental and uncertainty impact for each parameter can be calculated. A more detailed description can be found in the paper. The input values were obtained from either database values or in discussion with experts, which may limit the validity of the output values.

The results in this study showed that the variability and uncertainties for the building materials used as input have a large impact on the possibility to compare different alternatives. The difference in GWP have to be larger than 15-20 % to be able to say that one alternative is better than another, due to the variability in the results. This indicates that comparisons between different buildings can be made, but the difference has to be significant, which may be problematic when choosing between options for a single project.

Geisler et al. (2005) assessed uncertainty in LCA using generic uncertainty factors for situations where no specific data exists. The studied case was two plant-protection products using Monte Carlo simulation for propagating parameter uncertainty. The parameters were all assumed to be lognormal distributed, which often is the case in studies where values below zero is unrealistic. No significant differences were found in the comparison between the results, which the authors suggested was due to a large uncertainty in the impact scores. The uncertainty was about 40 % for GWP, making this a bit larger than what has been found in other studies. The study points out the importance of considering the real variation in input parameters, since it was difficult to find any possible generic uncertainty factors. Small differences between products will then provide small differences in impact, while model uncertainties and uncertainties due to choices are better to treat by transparent regulations.

Another method for handling uncertainties in LCA was proposed by Olivetti et al. (2013) with the aim of reducing the time of a probabilistic analysis. They used so-called probabilistic underspecification for assessing the uncertainty of each parameter. Depending on how much information that was available and what type of result is needed, distributions can be assigned at different specified levels. A combined distribution can be used for lower levels with less specified input parameters, which then may reduce computational time. A Monte Carlo simulation is the basis of this analysis as well; this further confirms the usefulness of this method. The same method has also been used by Tecchio (2015) and was originally developed by Patanavanich (2009).

Bisinella et al. (2016) did not assess the uncertainty in LCA as much as they assessed the sensitivity of the parameters to find a method for observing the most influential. An analytical formulation was used and compared with Monte Carlo simulations, to establish whether the method could correctly predict the most influential parameters. The analytical method was based on Global Sensitivity Analysis (GSA) and error propagation theory, and thus derived from already established methods. The results showed that this method gives similar values for the final variance of the LCA results as for the Monte Carlo simulation, which makes it useful for finding
influential parameters. It can’t be used to find any differences between two different LCAs however, since it does only provide variation. The usefulness of the method is then limited for situations where comparisons are necessary or where a Monte Carlo simulation may be performed within reasonable time limits.

A similar study was performed by Lacirignola et al. (2017) where global sensitivity analysis was used to identify key parameters in a LCA case. The basic idea is to use GSA to perform an analysis where the variances of the individual parameters are related to the variance of the output. By this, it is possible to see how large influence each parameter has on the result. A drawback with this method is that you need the distributions and its parameters; if you have this it can be just as good to perform stochastic modelling. The results of GSA are heavily influenced by the initial assumptions; this was also concluded in the study.

The global sensitivity analysis was also used by Cucurachi et al. (2016) to more systematically find the most important parameters in an LCA including uncertainties. The case used has limited value when compared to infrastructure LCA due to few parameters, which makes any conclusion on the methods suitability difficult. Their aim was to find some common ground for GSA in LCA, but they conclude there is still a lack of common ground due to limited studies using this methodology.

Zhang et al. (2016) used a Monte Carlo simulation to estimate uncertainty propagation for a LCA of a bridge in China. Another part of the study was to assess different distribution types and their validity for the analysis. The results showed that a normal distribution was best suited for most parameters due to the uncertainty of the estimation. It was also found that for energy consumption, the variability in the results for the case study was quite low, only 6 %. For other impacts such as human health the variation was much larger, up to 40 %. This shows that the desired output may govern the level of uncertainty significantly and that the system boundaries are of great importance.

Batouli et al. (2017) attempted to compare different types of pavements by the use of LCA incorporating uncertainties via a Monte Carlo simulation. The variation was based on an assumption of a coefficient of variation of 10 % for all input variables, thus leading to a distribution for the final outcome. The results showed that even with a crude uncertainty assumption such as this, it is possible to distinguish between two different solutions. It was also shown that the pavement with lowest impact in the construction phase gave an enormous impact due to future maintenance, emphasizing the importance of the system boundaries in the LCA.

Another study on LCA for pavements was performed by Yu et al. (2017) where the problem of using data from different sources was addressed. They used Monte Carlo simulation with data adapted with a weighting system to compare environmental impact for bitumen. To include variation in data quality, the approach from Ecoinvent with a data quality pedigree matrix was adopted (see chapter 5.3.1 for a description of this Ecoinvent approach). A distribution was assigned to each parameter based on the data quality index, with a difference in type of distribution based on this index. The weighting was performed to make certain that data with higher quality was given a larger influence over the final results, even though it provided less variation. From the study it was concluded that the method can be used for determine how good an estimate is and if differences between products are significant. The data quality was also here the most important factor for getting a usable result from the LCA, but the methodology used can be valuable in some cases.

Mackenzie et al. (2014) accounted for uncertainties when comparing the environmental impact from two different pig farming systems in different regions in Canada. They used a combination of specific measured data and input data from Ecoinvent database with distributions based on the most suitable form, normal, lognormal or triangle distribution. A Monte Carlo simulation with 1000 repetitions was performed, giving results for 5 different impact categories including GWP.
The results showed no significant difference between the two systems, despite a significant difference in several input parameters. They found however that it is possible to efficiently use Monte Carlo simulation to incorporate uncertainties when suitable distributions are available.

Another area in which LCA has been frequently used is in waste management. Clavreul et al. (2012) attempted to quantify uncertainties in such systems using different methods. A case study was set up to compare the different methods for uncertainty analysis with input values from a waste management database. The methods in question were three forms of sensitivity analysis, scenario analysis, uncertainty propagation and uncertainty contribution. The results of the analysis led to a proposal for a framework where different steps can be taken depending on what kind of result that is needed, see Figure 2. This procedure could be useful for other interest areas than waste management, although the same problems with lack of input data are present for this area as well.

![Figure 2](A sequential approach for quantitative uncertainty analysis. (Clavreul et al. 2012))

One interesting study comparing different LCA methods and cases for buildings was presented by Säynäjoki et al. (2017). In the study, a review of LCA studies found in literature was made with the focus of comparing the results and see if it could be possible to use LCA for producing policy guidelines at the current state of the art. 116 cases were analysed, with three different types of LCA methodology found in these cases; process LCA, input-output LCA and hybrid LCA, using differing ways of defining the LCA. The variations in results in the studied cases were large, the total amount of CO₂/m² gross area varied from 0.03 to 2.0 tonne, see Figure 3. A difference deemed much too high for any comparative analysis to be possible between the different cases. The reasons for the large variation were difficult to assess, but the largest factor was the choice of LCA method. Still, the differences using the same method were large, thus showing that input data and especially the choices made by the user have a large influence on the results. The authors suggested, in line with the thinking in this report, that since LCA will give different results depending on the method, program and person, transparency is at the present time the most important factor for being able to use LCA results in a reliable way. Otherwise, it is possible to show policy makers results that seem acceptable, when they in reality can’t be used in comparison with other results.
One extensive survey of different methods that may be used for analysis of uncertainty propagation in LCA was performed and presented by Groen et al. (2014). To demonstrate the usefulness of the different methods, three case studies of varying complexity were shown with the same coefficient of variation in each input parameter. The tested methods were full Monte Carlo simulation, Latin Hypercube sampling, Quasi Monte Carlo sampling, Analytical uncertainty propagation and fuzzy interval arithmetic. For an explanation in detail of the different methods, we refer to Groen et al. (2014), since it is not relevant to include them here.

According to their results, the most efficient methods concerning computational time and accuracy were Latin hypercube sampling and Quasi Monte Carlo sampling. The two fastest methods were the analytical and fuzzy interval, however, they did not give sufficiently accurate results. Full Monte Carlo simulation provided good results but was time consuming in comparison with the other methods, but the differences are small. The study shows that the method chosen is not the most influential factor for uncertainty analysis, but that it is important to use it in a consistent manner.

The study by Groens et al. (2014) was mostly based on findings from Lloyd and Ries (2007) who performed a survey of approaches for analysing uncertainty in LCA. The survey covered 24 LCA studies, which included uncertainty analysis, studying which methods that were commonly used and trying to review their suitability for enabling better decisions. The most common method for incorporating uncertainty was some kind of stochastic modelling, which is in line with the other findings in this report. Most used was the Monte Carlo simulation with distributions for the input parameters, where the data were estimates from either databases or as generic values. They also found that in different studies, the opinion on which is the most suitable method varies. Some authors suggest that stochastic modelling cannot be used, however, since there is a lack of data while others specify that it is impossible to use anything else due to the size of the analysed system.

An interesting aspect found by Lloyd and Ries (2007) is that only 33 % of the analyses included model uncertainties in the calculations. Since the model uncertainties have a very large impact on the results, this is surprising. They could not find a common reason for excluding this in the studies, but it shows that even if parametric uncertainties are included, the result might not be reliable. They also conclude that even though uncertainties exist in LCA, it is possible to use quantitative uncertainty analysis to improve decision making by giving estimates on the likelihood that one alternative will have lower impact than another using stochastic modelling.

Basson and Petrie (2007) suggest that uncertainties affecting the outcome of the result and uncertainties that hinder valuation between different results can be separated and treated differently. They developed an approach for considering uncertainties as described, using Monte carlo simulation, for estimating uncertainties from the input parameters, as they labelled...
“technical uncertainties”. The uncertainties related to valuation of different results, “valuation uncertainties”, were treated with a multiple criteria evaluation methods and sensitivity analysis.

To test their method, a case study was performed on a power plant with two different solutions for upgrading the capacity. In the study, the Monte Carlo simulation was first used to estimate performance scores for the two solutions for different categories such as various environmental impacts and financial cost. The comparison was then performed using value functions where the worst and best values for each solution were used as range. To obtain these functions, it is also imperative to use some kind of weighting function considering typical values that decision makers would be willing to accept for each category. The design scenarios could then be compared for the two solutions using this approach. In this particular case, the value functions overlapped due to the uncertainties involved, which was expected. It was however possible to see that one solution tended to be better than the other. By providing more information on the solutions and not only showing one value for each, the complexity of the decision is however shown and a better basis for this decision is given.

Lasvaux et al. (2015) made a comparison on how LCA is affected by the use of different input data. Product specific data was used in comparison with generic data from databases to find out how large influence this can have on the results. No specific method for including uncertainty was used, the study points however out the importance of data quality. For the comparison, the data was obtained from either Ecoinvent database (Ecoinvent 2015) or the EPD-system where product specific data was obtained. For GWP, the difference was as large as 26 % depending on the type of data, while for other indicators the difference was even larger. It shows the importance of the data quality, but also the possibility for improvement in the manufacturing industry. If product specific data can be used, it gives an incentive for improving the environmental footprint for a product.

Gou and Murphy (2012) performed a case study on biopolymers to investigate the effect of the time horizon of the results of an LCA, from 20 years of use to infinity. They used Monte Carlo simulation for incorporating uncertainties, with different tests to see the reliability of the results. The data was obtained from literature or databases using the pedigree matrix approach for the uncertainties. The results showed that the time horizon can have a large influence on the results, which was somewhat expected. This confirms the thinking in the building industry that the whole service life has to be included when estimating environmental impact, and not just manufacturing or short time periods.

Liu et al. (2013) compared uncertainty analysis using Monte Carlo simulation with fuzzy set theory for LCA of a factory in Taiwan. The methods were only compared from a theoretical point; it is difficult to draw any conclusions on the usefulness based on their findings. It is pointed out however, that fuzzy set theory using probabilistic distributions will significantly reduce the number of simulations needed.

A slightly different approach with stochastic modelling was presented by Lo et al. (2005), where Monte Carlo simulation was combined with Bayesian inference. This was suggested as a possibility for better considering simulations where lack of data is a problem. The Bayesian inference was used to update the input for the Monte Carlo simulation using newly observed data. The use of this methodology is limited, since newly observed data could be inserted directly into the simulation with similar impacts on the results.

Røyne (2016) studied the effect of system boundaries on uncertainties in the result of LCA for forest products. As expected, the inclusion of different phases such as usage and manufacturing of a product have a large impact on the results. Also, the total number of activities included has a large influence, where the result depends on were in the supply chain the boundaries are set.
An alternative method for including uncertainties could be the use of reliability theory. This has been used successfully in various applications such as structural engineering, chemical engineering and manufacturing industry for decades. The general idea is to reduce the number of calculations needed compared with Monte Carlo simulation by the use of a limit state, which specifies a certain condition. The probability of meeting this condition can then be calculated with reliability analysis methods, see e.g. Stewart and Melchers (1997) or Nowak and Collins (2000) for a detailed description of the actual reliability calculation methods.

The possibility of using reliability theory in LCA has been studied by Wei et al. (2016). The main aim of their study was to use reliability analysis as a tool for comparing different LCA results for two insulation systems and by this give support for decisions concerning environmental impact. The method is based on a limit state equation saying that insulation A is better than insulation B, and the probability of this statement being true is calculated. In the study, the number of influencing parameters is limited to 5 for each insulation. A full Monte Carlo simulation is also performed, which enables a comparison between the two methods. Their conclusion is that reliability analysis can be used efficiently for this kind of comparison and that the time is less for this calculation compared to Monte Carlo simulation.

To be able to use reliability analysis with LCA would be a powerful tool, since it enables comparisons between different solutions and products. There are however problems with using this type of analysis, one of them being limitations in data availability. For reliability analysis, we need to know the distribution type, mean value and standard deviation just as for other methods. Another major drawback is the number of parameters in the analysis. In reliability methods in engineering, we do not have that many parameters, which may cause problems in a LCA with several thousand input parameters since the methods may be difficult to apply.

Another challenge could be the definition of the required limit state function. In reliability analysis, the limit state function describes the goal we have as limit, e.g. in structural engineering it can be failure of a structural member, and we calculate then probability of exceeding that limit state. This limit state can be difficult to define for LCA, as it is not clear what we want to achieve with this limit. A poorly defined limit state may give results that are unreliable and hard to interpret.

### 5.2 Overview summary of methodology

The previous section shows that many studies exist on how to treat uncertainties in LCA. There are many possible methods for including uncertainties in a LCA-tool, the difficulty is to find a method that is not too complex but still provide reasonable results. A summary of the analysis methods used for uncertainty analysis in the studied papers and reports is shown in Table 2. Here, it can be seen that stochastic modelling using Monte Carlo simulation is the most common method found in literature. Other methods exist, which may reduce computing time, a factor that may limit the use of Monte Carlo simulation. Several methods have only been used for a small number of parameters; this may be a limiting factor since many LCA have a very large number of input values. A major challenge is perhaps not computation of the total uncertainty itself, but the quantification of the uncertainties in the input parameters, especially if it requires the description of the probability distribution functions.
<table>
<thead>
<tr>
<th>Author</th>
<th>Uncertainty analysis</th>
<th>Sensitivity analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Monte Carlo sampling</td>
<td>Latin hypercube sampling</td>
</tr>
<tr>
<td>Mackenzie et al. (2014)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Hoxha et al. (2017)</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Geisler et al. (2005)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Olivetti et al. (2013)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Patanavanich (2009)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Tecchio (2015)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Bisinella et al. (2016)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Lacirignola et al. (2017)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cucurachi et al. (2016)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Zhang et al. (2016)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Batouli et al. (2017)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Yu et al. (2017)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Clavreul et al. (2012)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Groen et al. (2014)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Basson and Petrie (2007)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Gou and Murphy (2012)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Liu et al. (2013)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Lo et al. (2005)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Wei et al. (2016)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Heijungs et al. (2014)</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Many authors point out the importance on input data and the lack of appropriate values. Attempts have been made to consider this generically by the use of standard values for distribution parameters. This can be valuable if the aim is to show the effect of uncertainties, but may not improve the actual level of uncertainty for the results. In a worst case scenario, this may even contribute to results that give fewer incentives for improving a product or process since the impact of this may not give better results due to other uncertainties being more influential. A more simple method using sensitivity analysis may therefore be more appropriate for showing improvements for specific processes or products. In chapter 7 of this report, both full probabilistic and a more simple analysis using sensitivity factors are demonstrated in a case study to show to possibilities for each type of method.
5.3 Data quality

The data quality has, from the beginning of the LCA applications, been identified as a very important aspect and a base for reliable LCA results. In the ISO 14044 standard, which regulates the performance of LCA, methods to ensure data quality have been included. The methods are more of a supervisory and controlling nature than quantitative in order to calculate the uncertainties in input and final results. The aim of the methods is more to check the reliability of the data used and define its background, source, quality and application. The data sources can be very different from theoretically calculated data from literature to measurement data from one or several production units. In the ISO standard, the quality is described in a specified way. Information about the data sets used should address the following: time-related coverage, geographical coverage, technology coverage, precision (e.g. variance), completeness, representativeness, consistency, reproducibility, sources of the data, and uncertainty of the information. The extent of the information can vary significantly and such data can also be difficult to obtain. Other important information is layout of the LCA models and strategic choices such as allocation and handling of avoided processes in system expansion.

One of the most common systems to regulate LCA calculations is the Environmental Product Declaration system (EPD 2015) based on ISO 14025:2006 Type III. The aim of the EPD system is to standardize how an LCA shall be performed for e.g. a specific product group. Specific rules called Product Category Rules (PCR) are developed for each product category in order to equalize the calculation and in that way reduce the unwanted variations, especially for the comparison of the environmental performance for the products. Many different aspects are regulated, which are specific for the product group. The EPDs contain the LCA results and are published at the EPD-system’s web site (www.environdec.com). To verify that there is no bias in the delivered data, or intentional fraud designed to have a better-looking product, a verification system based on independent verifiers exist in the EPD-system. In the EPDs, where the LCA results are published, no uncertainty data is available. The reason for this is that it has been very difficult to obtain such data and hardly any LCA study includes such information. It would thus be desirable if any kind of uncertainty assessment could be included but this requires developed methods and standards for such implementation. There is an overconfidence in the efficiency of regulations and their ability to reduce uncertainty, since many factors that affect the results such as model uncertainties and uncertainties due to choices are very difficult to reduce with regulations of the input parameters.

Another regulation system for collecting data and performing LCA was developed by the EU, called the ILCD-handbook (ILCD 2010a, ILCD 2010b). This handbook consists of several documents, regulating what kind of information is needed and how data should be collected. It also provides guidelines for how the actual impact analysis should be performed. To assess data quality, there is a rating system where different aspects of the data can be rated according to some subjective categories. After this rating, the different rating categories are combined into a final data quality rating for the data set. The five criteria listed are overall data quality, method for LCI, nomenclature, review and documentation.

The main issue with this type of data quality system is that it is difficult to capture effects of uncertainties useful in LCA-calculations. It is efficient enough to use for estimating how good an individual result is in relation to the mentioned categories and the related rating grades, but it is difficult to assess how good a result is in relation to other LCA-calculations using other data. Since the data quality review is subjective, the review should be made by the same independent expert for all data sets. This is not realistic due to the amount of time needed for such a task, which means that different data sets are still difficult to compare. To study the effect of data quality and impact of uncertainty and variations, another approach is needed.
5.3.1  Ecoinvent

The Ecoinvent database aims to standardise data for LCI covering many different activities, a detailed description can be found in Weidema et al. (2013). The data found here are intended to be used as background data for processes and activities where project specific data are hard to find. The database consists of data that have been obtained during many years and from a large number of sources. It is possible for e.g. a manufacturer to supply their data to Ecoinvent, thus providing the database with up to date values and ensuring that their product has the correct environmental impact.

When using data from Ecoinvent, it is important to consider the uncertainties that arise though the use of such values. In the data quality guideline (Weidema et al. 2013), a procedure for estimating the uncertainty and variation in a parameter is described. The procedure consists of different steps depending on the type of values for a specific dataset. If it is a large sample, the distribution and standard deviation can be calculated directly. For a small sample, an approximate standard deviation can be calculated, which is related to the range of the given data set.

For the common situation where only one source of information exists with only one specific value, the procedure suggests that a lognormal distribution is used and that the standard deviation is calculated based on the type of parameter and quality of the data. A default basic uncertainty is given based on the general uncertainty in a parameter. As an example, the database specifies a larger variation for CO emissions than for CO₂ emissions, since they show a larger uncertainty in calculations. These factors are based on expert judgment, and are thus not real validated values.

An additional uncertainty is added to the basic uncertainty based on data quality indicators. A matrix approach is used, see Table 3 (Weidema 2003). The quality of the data is assessed by five indicators; reliability, completeness, time of collection, geographical correlation and technological correlation. The additional variance that should be added to the basic variance can then be obtained depending on how the data is placed in these five categories.

The approach for assigning uncertainty to parameters described in Ecoinvent is useful for getting a data interval, but it still requires the user to assess the data and it is a crude method for obtaining such specific numbers. Since the purpose of including uncertainties is to get more reliable results, there is a risk that if subjective values are used, it may still give subjective results giving a false sense of more accuracy. It does not consider model uncertainty, which may be the most crucial part of the analysis.
Table 3. Pedigree matrix used to assess the quality of data sources (Weidema 2003)

<table>
<thead>
<tr>
<th>Indicator score</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5 (default)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reliability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verified data based on measurements</td>
<td>Verified data partly based on assumptions or non-verified data based on measurements</td>
<td>Non-verified data partly based on qualified estimates</td>
<td>Qualified estimate (e.g. by industrial expert)</td>
<td>Non-qualified estimate</td>
<td></td>
</tr>
<tr>
<td><strong>Completeness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Representative data from all sites relevant for the market considered, over an adequate period to even out normal fluctuations</td>
<td>Representative data from &gt;50% of the sites relevant for the market considered, over an adequate period to even out normal fluctuations</td>
<td>Representative data from only some sites (&lt;&lt;50%) relevant for the market considered or &gt;50% of sites but from shorter periods</td>
<td>Representative data from only one site relevant for the market considered or some sites but from shorter periods</td>
<td>Representative data from only one site relevant for the market considered or some sites but from shorter periods</td>
<td></td>
</tr>
<tr>
<td><strong>Temporal correlation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 3 years of difference to the time period of the dataset</td>
<td>Less than 6 years of difference to the time period of the dataset</td>
<td>Less than 10 years of difference to the time period of the dataset</td>
<td>Less than 15 years of difference to the time period of the dataset</td>
<td>Age of data unknown or more than 15 years of difference to the time period of the dataset</td>
<td></td>
</tr>
<tr>
<td><strong>Geographical correlation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data from area under study</td>
<td>Average data from larger area in which the area under study is included</td>
<td>Data from area with similar production conditions</td>
<td>Data from area with slightly similar production conditions</td>
<td>Data from unknown or distinctly different area (North America instead of Middle East, OECD-Europe instead of Russia)</td>
<td></td>
</tr>
<tr>
<td><strong>Further technological correlation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data from enterprises, processes and materials under study</td>
<td>Data from processes and materials under study (i.e. identical technology) but from different enterprises</td>
<td>Data from processes and materials under study but from different technology</td>
<td>Data on related processes or materials</td>
<td>Data on related processes on laboratory scale or from different technology</td>
<td></td>
</tr>
</tbody>
</table>
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6 Methodological aspects for uncertainty evaluation

6.1 General aspects

Most data and especially LCA data sets contain variations, an aspect that needs to be handled for any type of input parameter. Some kind of average value is often used to describe these varying values in one number. The uncertainty is the component that characterizes the variability of the estimated values. Thus, the uncertainty needs to include all the different types and sources of variations. As has been stated before, there are many different types and sources of variations for LCA calculations and models. The handling of these variations in calculations results in different uncertainties for the data, it is therefore important to carefully study these variations with their different origins and content. Some may be handled with uncertainty analysis methods, while others are more difficult to incorporate or may even have to be excluded such as intentional errors, mistakes or misunderstanding of a process. In the three following lists below, examples of different variations that are related to LCA is given. The three lists also include an example of categorisation of the variations into; model variations, variations in input data and variations due to mistakes or intentional errors.

Variations/Uncertainties related to the LCA model used and the boundary conditions chosen for the calculations:

- System boundaries, not covering all relevant processes or parameters.
- Wrong boundaries, only part of the process is included e.g. construction phase but not user phase if this is wanted.
- Simplifications of the system and cut-off criteria, processes not calculated from the source and to end-of-life.
- Choice of methods and other technical information, e.g. choice of end-of-life, recycling, closed or open loop, system expansion and avoided processes.
- Allocation assumptions and methods.
- Choice of functional unit. Is the functional unit actually completely equal for all aspects in a comparison?
- Choice of characterization factors.
- Choice of what to analyse in the study.
- Interpretation of the results.
- Normalization of the results (weighting, assessment of environmental impacts).

Variations/Uncertainties related to the input data in the model and where this data is obtained:

- General data quality (specific LCA data from an object or general database data).
- Wrong input data.
- Physical variation in a parameter e.g. variations in raw materials, fuel, weather conditions etc.
- Statistical variation in a parameter.
- Measurement uncertainties of parameter data.
- Rounding errors in input data obtained from other LCA-results.
- Different manufacturing processes.
- Different design of a product with the same function e.g. different bridge constructions.
• Age, operation and maintenance aspects of the studied object.
• Geographical placement of project site.
• Future or existing infrastructure i.e. is the object already built so data can be available.
• Is it one specific infrastructure object or the mean of several objects.
• Assumed service life for construction products and processes.
• Time relevance, when was the data collected.

Variations/Uncertainties related to actual mistakes or misunderstanding of LCA concepts. Related to the other categories:
• Intentional errors – fraud.
• Calculation errors – random mistakes.
• Calculation errors – wrong assumptions, lack of knowledge.
• Misconceptions when collecting data or choosing the appropriate model.

As shown in the lists, these uncertainties will cover many different aspects and levels of the uncertainty analysis. It is also apparent from the examples that uncertainties consist of many different components, which together give a total uncertainty. The effect of the various uncertainties can also be very different. For example, the impact of choosing different boundaries for the analysis may give a much larger impact on the results than a physical variation in one parameter. It is therefore important, in the discussion of the effects of uncertainties, to regard the actual influence. A very important aspect when dealing with uncertainties in LCA is thus to take into account the variations of all the different components. In this way one can assess the different variations and also include or exclude different components. The situation is of course different when developing a new LCA dataset than trying to assess the uncertainties of an unknown but existing LCA dataset. In a new LCA dataset, it is thus possible to control which variations are to be included in the calculations. For example, for a dumper transport in a construction site, the diesel consumption can vary significantly due to several reasons such as hilly terrain conditions, if it's rainy and muddy, the driver's skill etc. The question then is which of these variations are appropriate to include in the dataset and if data is available for the different variations. In this way, the uncertainty can be controlled to some extent. This way of thinking can be applied especially when the dataset will be used for comparison, for example, in an Environmental Product Declaration (EPD) and can then be a part of the Product Category Rules (PCR). To include variation that will include rain condition, as in the dumper example above, can be directly misleading and increase the uncertainty in the comparison of the EPDs.

In the lists above, an attempt to categorize the different types of variations has been made. As can be seen, many of the listed sources of uncertainty can fall into more than one category. In the literature on uncertainties there are different ways to categorize the different types of uncertainties. The following list gives an example that is more comprehensive than in our example above. (Kennedy et al., 2001, Wikipedia).

Parameter uncertainty: Uncertainties emanating from input parameters whose exact values are unknown and cannot be obtained.

Parametric variability: Uncertainties emanating from the variability of input variables of the model.

Structural uncertainty: Uncertainties emanating from the deviation between the structure of the mathematical model and reality.

Algorithmic uncertainty: Uncertainties emanating from approximations in mathematical calculations e.g. incomplete algorithm, numerical solved equations, rounding errors etc.
Experimental uncertainty: Uncertainties emanating from the variability of experimental measurements, also known as observation errors.

Interpolation uncertainty: Uncertainties emanating from data that are obtained by interpolation or extrapolation in the absence of actual data.

Another way of categorising could be to just use the basic levels of aleatoric and epistemic uncertainties described in chapter 4. This will be further explored in the next section of this chapter. This type of categorisation can make it easier to check, handle and control the variations in a systematic way. To exclude or include different variations in an LCA dataset affect not only the uncertainty of the dataset but also the actual underlying variations in the dataset. This decision is always difficult to do because it will affect the entire dataset but is a very important aspect. The decision can be made by the practitioner of the LCA but it can also be standardised.

Thus, based on the categories described, it is possible to assess which uncertainties that should be included in an LCA model and which uncertainties that are more appropriate to handle through legislation and standardisation. Effects due to uncertainties related to parameters, model, spatial and temporal variabilities and variability between sources are suitable to analyse with probabilistic methods, while other categories such as uncertainties due to mistakes and lack of understanding of the system or method, or intentional errors are difficult to include in such an analysis and are therefore normally not included. As a comparison to this, it can also be mentioned that when collecting LCA data for a process, neither, for example, data for accidents are included, but the process is described under normal operating conditions. This should also be taken into account in an uncertainty analysis.

6.2 Aleatoric or epistemic uncertainties in probabilistic model validation – proposed methodology

LCA models are usually very complex mathematical models with a lot of various input data. As already has been shown, the input data comes with an uncertainty. There are also deviations between the model and the reality and sometimes, the reality (the real process) is not constant either. This will of course lead to uncertainties in the results from the model. Concerning the available information, there is also a difference between a process where you have access to primary data for the process and an unknown process where you only have an LCA dataset for the process (usually without any information about uncertainties). This is thus the situation that needs to be handled. The question here is how to deal with the uncertainty in such a situation.

As shown before, it can be a good start to take a closer look at the different types of variations that lead to the uncertainties. Which are the most fundamental uncertainties and which can be excluded or avoided? For this purpose, a new categorisation can be introduced based on the general definitions of uncertainty found in chapter 3. The new categories are only two - aleatoric (aleatory) uncertainties and epistemic uncertainties. These two categories are explained below:

Aleatoric (aleatory) uncertainty: Aleatoric uncertainty emanates from the natural randomness in a process. Thus, this uncertainty represents the variations that are unknown and cannot, in principal, be controlled by mathematical methods and more knowledge about the process. An example of such an uncertainty is the white noise from a measurement instrument or variability of material strength. This category usually also includes uncertainties that, in practice, are not possible to calculate even if a theoretic possibility can exist. This is thus a “true uncertainty” that
cannot be eliminated or excluded. However, new knowledge can, in principal, transfer an aleatoric uncertainty into the next category that is the epistemic uncertainty.

**Epistemic uncertainty:** Epistemic uncertainty emanates from variations which are due to a lack of knowledge, and can be reduced and controlled by obtaining more information. Some of the epistemic uncertainties, however, are not calculated in practice because of different circumstances. Examples of this can be effects that are neglected in a process or effects of intentional simplifications of a model. This type of uncertainties could, in principle, be handled or eliminated in the construction process of the LCA data set.

As shown above, there is thus a possibility to divide the uncertainties into two basic groups – aleatoric and epistemic uncertainties. These are caused by many different variations in the model that needs to be sorted and handled, see Table 4. A good start is to calculate the total aleatoric uncertainty. This uncertainty represents the minimum uncertainty that can be achieved in the LCA model. The aleatoric uncertainties represents, for example, measurement uncertainty for a measuring instrument and these uncertainties cannot, in principle, be avoided or improved. This value represents thus the base for the uncertainty and should always be presented separately.

In addition to the aleatoric uncertainty, there are also epistemic uncertainties. This uncertainty is built up of different varying components, which, in principle, are possible to control by improved measurements, or include or exclude from the total variability. A developer of an LCA dataset can then determine, to some extent, the variations to be considered in the dataset and provide measurements of corresponding variations in the measured values. In this way, the uncertainties for a data set can be regulated. The uncertainties are thus not something given from the beginning, but something that can be affected.

In a case where you do not have access to basic process data and where you still need to assess the uncertainties, the situation is obviously more difficult. Even here, however, one could use the proposed strategy when approximating uncertainties. In some cases, LCA data builds on theoretical calculations of a process. In these cases, it may be easier to calculate the uncertainties as you have better control over what the process data contains than when actual measurement data is used since there is often a lack in background data for the measured values.

Table 4  A schematic example of an uncertainty calculation for an LCA.

<table>
<thead>
<tr>
<th>Type of uncertainty</th>
<th>Type of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Epistemic uncertainties</strong></td>
<td>Epistemic variation 1</td>
</tr>
<tr>
<td></td>
<td>Epistemic variation 2</td>
</tr>
<tr>
<td></td>
<td>Epistemic variation 3</td>
</tr>
<tr>
<td></td>
<td>…</td>
</tr>
<tr>
<td></td>
<td>Epistemic variation N</td>
</tr>
<tr>
<td></td>
<td>Σ total epistemic variability</td>
</tr>
<tr>
<td><strong>Aleatoric uncertainties</strong></td>
<td>Aleatoric variation 1</td>
</tr>
<tr>
<td></td>
<td>Aleatoric variation 2</td>
</tr>
<tr>
<td></td>
<td>Aleatoric variation 3</td>
</tr>
<tr>
<td></td>
<td>…</td>
</tr>
<tr>
<td></td>
<td>Aleatoric variation N</td>
</tr>
<tr>
<td></td>
<td>Σ total aleatoric variability</td>
</tr>
<tr>
<td><strong>Total uncertainty</strong></td>
<td>Total variability</td>
</tr>
</tbody>
</table>
However, basic variations in the process to be studied are suggested not to be included as variations but as different objects with different LCA models. Here, however, one must make an assessment of what is appropriate for the specific case. Regarding variations that may be caused by accidents, mistakes, ignorance or intentional errors, it is suggested that these are not included in a general uncertainty calculation. However, such analyses can of course be made for special purposes.

6.3 Methodology – illustrative example

To exemplify this methodology, the uncertainty in emissions from using a dumper truck is estimated using this procedure. The first step is to identify the aleatoric uncertainties relevant for this process, either by measurements performed by yourself or by a credited third party. Using Table 4 as reference, we obtain an uncertainty factor for the aleatoric uncertainty, which represents the minimum variation we can have. Note that the values are only assumed examples used for illustrative purposes and no real measurements have been performed, these values should therefore never be used as reference for other studies!

Since the purpose of this example is to illustrate how this methodology may be applied, the approach is kept simple by assuming that all variables are independent and that the uncertainty is represented with the variance of each variable, e.g. the square root of the standard deviation. For a real case, variances may not be available or relevant. In such a situation it may not be possible to use addition for the uncertainty values; rules of uncertainty calculation have to be followed (see chapter 3 and e.g. Berendsen 2011). The values are used for illustrative purposes only; other numbers will give differing results.

Table 5  Initial aleatoric uncertainties, estimations for a dumper truck. In the example, variance is used as uncertainty factor

<table>
<thead>
<tr>
<th>Type of uncertainty</th>
<th>Type of variation</th>
<th>Uncertainty factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epistemic uncertainties</td>
<td>Epistemic variation 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Epistemic variation 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Epistemic variation 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>…</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Epistemic variation N</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ total epistemic variability</td>
<td></td>
</tr>
<tr>
<td>Aleatoric uncertainties</td>
<td>Measurement noise, fuel ($l$)</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Meas. noise, engine ($l$ to km)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Statistical uncertainty</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Physical, fuel (fuel quality)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Physical, engine (engine efficiency)</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>$\Sigma$ total aleatoric variability</td>
<td>0.095</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>Total variability</td>
<td></td>
</tr>
</tbody>
</table>

In this example we have included uncertainties related to physical parameters, fuel and engine, used to power the dumper, measurement uncertainties related to the actual emission values and statistical uncertainties related to the number of measurements available.
The total aleatoric uncertainty for use in the LCA calculation may then be obtained from this table. This procedure is similar to the current formats found in Ecoinvent and other sources where an uncertainty factor can be estimated using variances obtained from different sets of rules (Weidema et al. 2013). If only aleatoric uncertainties were present, this number could be used in the calculations as input. In real situations however, the epistemic uncertainties will have an impact on the result. As previously stated, this influence has to be related to the actual purpose of the LCA in the specific case studied.

The second step of the procedure is to identify the possible epistemic uncertainties and assign numbers to these. Since such numbers are difficult to measure with measuring tools, they have to be found by expert judgment or interviews. In this example, the numbers are estimated by the authors. Using the same table for identifying the uncertainties we can obtain the following:

Table 6  Initial epistemic uncertainties, estimations for a dumper truck. In the example, variance is used as uncertainty factor.

<table>
<thead>
<tr>
<th>Type of uncertainty</th>
<th>Type of variation</th>
<th>Uncertainty factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epistemic uncertainties</td>
<td>Driver variability</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Weather conditions</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Surrounding environment (terrain,</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>topography)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tire conditions</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Maintenance of engine</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Maintenance of fuel tanks</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Seasonal variations</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Σ total epistemic variability</td>
<td>0.42</td>
</tr>
<tr>
<td>Aleatoric uncertainties</td>
<td>Σ total aleatoric variability</td>
<td>0.095</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>Total variability</td>
<td>0.515</td>
</tr>
</tbody>
</table>

As can be seen in Table 6, the epistemic uncertainties are assumed much larger than the aleatoric, which is in-line with previous descriptions in this report. This is due to the large variability that comes from the various sources included in this category. There is e.g. a very large variability depending on the weather conditions, since a lot more fuel will be consumed if the ground becomes muddy and slippery due to rain. These epistemic uncertainties are, according to the authors, the main reason for why uncertainty values and variations of up to 100% are reported in other studies, since they can have a large influence.

When studying epistemic uncertainties in more detail, it can be seen that many of the included parameters may not be relevant in all LCA applications. If one wants to find an appropriate value for e.g. documentation, a large epistemic uncertainty including many different types of possible and perhaps peripheral variations, may not be relevant or even misleading. The same can be true if one wants to compare or improve emissions from dumpers, then the uncertainty related to e.g. weather, surrounding topography and tires might not be relevant. The actual relevant uncertainty and variability could therefore be much smaller than the value given in the table, since it depends on the use and purpose of the LCA. If it is included, the influence may be so large that other uncertainties are no longer of importance. The purpose of the LCA is therefore the most important factor governing the uncertainty level since it will influence which uncertainties that are of interest.

In a procurement situation, it is therefore important to be specific about the preconditions of the LCA. Epistemic uncertainties that affect all bidders may e.g. be excluded from the procurement
process since they are not relevant for the outcome. Other factors, such as maintenance, could be controlled by regulations on suitable intervals, making the uncertainties possible to be reduced. For a case where e.g. the maintenance has been regulated, the external conditions have been removed and the driver variability is reduced, the uncertainties can be estimated to the values in the example below:

Table 7  Final uncertainty factor depending on application. In the example, variance is used as uncertainty factor.

<table>
<thead>
<tr>
<th>Type of uncertainty</th>
<th>Type of variation</th>
<th>Uncertainty factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epistemic uncertainties</td>
<td>Driver variability</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Weather conditions</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surrounding environment (terrain, topography)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Tire conditions</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Maintenance of engine</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Maintenance of fuel tanks</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Seasonal variations</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Σ total epistemic variability</td>
<td>0.08</td>
</tr>
<tr>
<td>Aleatoric uncertainties</td>
<td>Σ total aleatoric variability</td>
<td>0.095</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>Total variability</td>
<td>0.175</td>
</tr>
</tbody>
</table>

Here it can be seen that the large variance in the first case has been heavily reduced due to these regulations, where specific measures have been taken. It could also be argued that the driver variability is not relevant in a procurement, which may reduce the uncertainty value even further.

This example shows the possibilities of this methodology, where an open description of the uncertainties may give a larger understanding of the influencing factors and which factors that are possible to reduce. The methodology may as a next step be developed further, to include cases with more parameters and to be adapted to e.g. the EPD-system and efforts should be made to find verified numbers for the input data.
7 Propagation of uncertainties in LCA-calculations

In the previous chapter, the possibility to evaluate the uncertainty of a parameter based on basic definitions of uncertainties was presented and discussed. To find the estimated environmental impact the input parameters are used in some kind of LCA-tool where the final result can be calculated. This chapter shows how the uncertainty of input parameters may propagate in a LCA-calculation, along with the possibilities and limitations in including uncertainties, using the tool developed by Trafikverket, Klimatkalkyl, as a base. This specific tool is based on the EPD-system and uses a web application for the LCA calculations, where the web application is based on previously used Excel-spreadsheets (Toller et al 2015). In this study, Klimatkalkyl version 3.0 has been used, this is not the latest version of Klimatkalkyl, a newer web-based version exists, with the difference being a small update in emission factors. The validity of the demonstration is not affected by this however, since the underlying equations are the same from version 3.0.

As was described in the introduction of this report, Klimatkalkyl only includes certain parts of the life-cycle since it is difficult to assign the emissions from the usage, mainly in form on emissions from traffic, to the structure itself. If such phases were included in the analysis, the results may differ. In this demonstration, only the construction phase and the input materials are included in the LCA since the purpose is to demonstrate the possibility to use probabilistic methods with Klimatkalkyl. It has been shown in other studies that the traffic has a very large impact on the final emissions from the infrastructure, see e.g. Batouli (2017) for a study on the impact of choosing different pavements.

To demonstrate this uncertainty propagation, a case study has been performed. The study is focused on a section of E6 which includes a tunnel and a bridge. This case was chosen due to the interests of the financer Trafikverket/BBT and the project participants. Since no actual uncertainty data is available, the purpose of the case study is to demonstrate effects of including uncertainties for different types of parameters and to compare different uncertainty analysis methods and LCA-models. This has not been done in previous studies, where generic numbers such as the ones used here have only been assigned to the emission factors and not to the other influencing parameters. To find actual uncertainty values, the methodology in the previous chapter may be applied when this has been validated and confirmed.

This chapter includes a description of the cases, followed by a short summary of the used analysis methods, relating to earlier descriptions, and the LCA-models. The chapter is concluded with presentation and analysis of the results.

7.1 Description E6 Bridge and Tunnel

In the case studies original data from Trafikverket has been used based on the planning of a newly built 7.5 km section of the E6 highway in Sweden. The studied road section has a width of 18.5 m with a maximum allowed speed of 110 km/h. It includes a 250 m long tunnel and a 150 m long bridge, 5 shorter bridges, a rest area and a designated turnaround point.

LCA analyses of the tunnel and the main bridge have been carried out using Klimatkalkyl 3.0. The main input data for the calculation is listed in Table 8 and Table 9. The specific environmental impact values for different materials and processes contributing to the Global Warming Potential (GWP) and Cumulative Energy Demand (CED) used in the calculations are listed in Table 10.
Table 8 Tunnel input data.

<table>
<thead>
<tr>
<th>Materials/processes</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rock excavation</td>
<td>56938</td>
<td>m³</td>
</tr>
<tr>
<td>Cement grouting</td>
<td>38</td>
<td>t</td>
</tr>
<tr>
<td>Rock bolts (steel)</td>
<td>12884</td>
<td>m</td>
</tr>
<tr>
<td>Shotcrete</td>
<td>13267</td>
<td>m³</td>
</tr>
<tr>
<td>Concrete (cast in place)</td>
<td>6418</td>
<td>m³</td>
</tr>
<tr>
<td>Steel (reinforcement)</td>
<td>320</td>
<td>t</td>
</tr>
<tr>
<td>Other materials</td>
<td>5</td>
<td>t</td>
</tr>
<tr>
<td>Barrier elements</td>
<td>967</td>
<td>m</td>
</tr>
<tr>
<td>Lining (polyester)</td>
<td>10000</td>
<td>m²</td>
</tr>
<tr>
<td>Cable trays (steel)</td>
<td>1000</td>
<td>m</td>
</tr>
</tbody>
</table>

Table 9 Bridge input data.

<table>
<thead>
<tr>
<th>Materials/processes</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete (cast in place)</td>
<td>6250</td>
<td>m³</td>
</tr>
<tr>
<td>Steel (reinforcement)</td>
<td>625</td>
<td>t</td>
</tr>
<tr>
<td>Steel (structural)</td>
<td>250</td>
<td>t</td>
</tr>
<tr>
<td>Concrete (piles)</td>
<td>500</td>
<td>m</td>
</tr>
</tbody>
</table>

Table 10 Specific environmental impact values.

<table>
<thead>
<tr>
<th>Materials/processes [unit]</th>
<th>GWP [kgCO₂e/unit]</th>
<th>CED [MJ/unit]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel (reinforcement)[kg]</td>
<td>0.72</td>
<td>13.1</td>
</tr>
<tr>
<td>Steel (structural)[kg]</td>
<td>1.5</td>
<td>10.1</td>
</tr>
<tr>
<td>Steel (galvanized)[kg]</td>
<td>1.87</td>
<td>26.3</td>
</tr>
<tr>
<td>Concrete [kg]</td>
<td>0.107</td>
<td>0.75</td>
</tr>
<tr>
<td>Cement [kg]</td>
<td>0.715</td>
<td>4.135</td>
</tr>
<tr>
<td>Gravel [kg]</td>
<td>0.004</td>
<td>0.103</td>
</tr>
<tr>
<td>Polyester [kg]</td>
<td>2.7</td>
<td>78.4</td>
</tr>
<tr>
<td>Explosives [kg]</td>
<td>2.5</td>
<td>29.7</td>
</tr>
<tr>
<td>Diesel [l]</td>
<td>2.87</td>
<td>39.05</td>
</tr>
<tr>
<td>Electricity (Nordic mix) [kWh]</td>
<td>0.0973</td>
<td>1.74</td>
</tr>
</tbody>
</table>

With the specified input parameters, the results using Klimatkalkyl are presented in Table 11. These results could be used as a reference for the probabilistic calculations described in the following subsections. Note that the results are only emissions and energy use related to the construction phase of the bridge and tunnel, no emissions from usage phase are included here.
Table 11 Deterministic results.

<table>
<thead>
<tr>
<th></th>
<th>GWP [tCO₂e]</th>
<th></th>
<th>CED [GJ]</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Per year</td>
<td>Total</td>
<td>Per year</td>
</tr>
<tr>
<td>Tunnel</td>
<td>2995.8</td>
<td>28.7</td>
<td>27502.7</td>
<td>265.8</td>
</tr>
<tr>
<td>Bridge</td>
<td>2372.2</td>
<td>19.8</td>
<td>23654.4</td>
<td>197.5</td>
</tr>
</tbody>
</table>

7.2 Methods

Two methods have been used to analyze the case studies. First a sensitivity study was carried out “manually”, i.e. changing the values of various input parameters in the original LCA model, i.e. the Excel-based Klimatkalkyl. The main idea behind this is that LCA is typically carried out using a software tool, which is often, at least partially, a black box to the user, i.e. not all calculation steps are necessarily transparent and not all aspects of the model can be controlled by the user. In complex cases this could lead to implementation errors which introduce further uncertainties in the process. The results of the sensitivity analysis can be directly used for a VMEA analysis (described in chapter 3) without the need of any complex algorithm or tool.

The second method chosen for the analysis of the case study was Monte Carlo simulation and carried out in Matlab (MathWorks, 2017). The effect of including uncertainties has been analysed at different levels as explained in the next subsection.

7.2.1 Sensitivity analysis and VMEA

A local sensitivity analysis has been performed on the case study regarding the environmental impact of the construction of a bridge. Following the structure of the spreadsheet-based LCA tool by Trafikverket, the environmental assessment of each project (e.g. the construction of a bridge) is based on two quantitative indicators, the “equivalent carbon dioxide”, which accounts for the total emissions (in ton) of greenhouse gases released in the atmosphere and the “energy consumption” (in MJ). These two indicators are reported both in their global form (i.e. as a total value for the whole project) and in their “per year” form, thus leading to a set of four outputs to be considered in the analysis. The response of those outputs to small variations in all the inputs having a nonzero nominal value has been the focus of the sensitivity analysis. The nominal values of the inputs have been taken from the spreadsheet itself under the column “utgångsläge”.

There exist many possible approaches to sensitivity analysis of computational models and the literature on the subject is vast, see Saltelli et al. (2001) for an introduction. Here, a local One-At-the-Time (OAT) method was used. Each input has been varied by 10% around its nominal value and the following sensitivity coefficients have been evaluated

\[ S_{ij} = \left( \frac{\partial Y_i}{\partial X_j} \right) \frac{X_{j0}}{Y_{i0}} = c_{ij} \frac{X_{j0}}{Y_{i0}} \]  

(3)

where the indexes \( i, j \) run over the sets of outputs \( Y_i \) and inputs \( X_j \), respectively and \( Y_{i0} \) is the output values evaluated at the nominal values of the inputs \( X_{j0} \). The derivative in Eq. 3 has been computed numerically via a central difference formula.
The transparent interpretation and the minimal computational effort required to obtain the sensitivity coefficients have to be balanced to the limitations of this approach, which are intrinsically related to its local nature. The validity of the results of a sensitivity analysis based on those coefficients is confined to relatively small variations of the inputs, where the size of “small” is dependent on the underlying computational model. Furthermore, interactions between inputs are not captured by OAT methods. In order to overcome these limitations, global methods for sensitivity analysis have to be considered, which however present their own drawbacks in terms of computational resources for convergence and possibly uncontrolled assumptions about input distributions. An approach inspired by design-of-experiment techniques can offer a valuable alternative in some cases (Saltelli et al., 2001).

The sensitivity coefficients defined in Eq. 3 can be also seen as the basic building blocks for a local uncertainty analysis, i.e. a method to compute the propagation of uncertainty from inputs to outputs based on the linearization of the response function in the neighborhood of a given nominal point, as suggested in VMEA. The output uncertainty in this framework is expressed through its variance (i.e. second statistical moment) and computed according to the following equation

$$\sigma_{Y_i}^2 = \sum_j c_{ij}^2 \sigma_{X_j}^2,$$

where \( \sigma_{X_j}^2 \) are the variances of the inputs, which have to be measured or estimated from the available data. Eq. 4 assumes that all the inputs are statistically independent and defines the relative contribution of each input factor to the total uncertainty of the output. No distribution is assumed neither for the input nor for the outputs, contrarily to what happens instead with sampling methods based on Monte Carlo technique or its variants.

7.2.2 Monte Carlo

In the Monte Carlo simulation, the distribution functions of the uncertain parameters need to be defined, yet as shown previously in Table 2, it is the most popular method to include uncertainties in infrastructure LCA. This is because it is relatively simple to use and the computational efforts in LCA are typically not too demanding.

In the studies listed in Table 2 the focus has been on studying the uncertainties in the emission factors. However, as shown in the previous section other type of uncertainties also play an important role and have a significant influence on the results. To illustrate this Monte Carlo simulations have been carried out at different levels of uncertainty considerations. For a more detailed description of the Monte Carlo method, see chapter 4 and e.g. Kroese et al (2011).

7.3 Results and analysis

7.3.1 Sensitivity analysis

In the sensitivity analysis each input variable of the LCA are changed systematically. In the current example Klimatkalkyl was considered as a “black box” and for each input parameter the nominal value was changed by ±10% and the outputs calculated. By this method it possible to quantify the effects of each variable has on the results without considering the underlying calculation steps. Figure 4 and Figure 5 show for the bridge example which input variables
actually contribute to the total CO₂ emission and the total energy demand respectively (dashed lines indicate contribution to yearly impact values). This, however, might not be clear for the analyst, therefore in the presented case study all variables have been included in the analysis.

Figure 4 Parameters contributing to total GWP of the bridge.
Figure 5 Parameters contributing to total CED of the bridge.

The interpretation of the sensitivity coefficients defined by Eq. 3 is straightforward: the percentage variation of output $Y_i$ with respect to its nominal value (that is obtained by setting all inputs at their nominal values) as input $X_j$ is changed by 10% from its nominal value. The results of a local sensitivity analysis based on the coefficients in Eq. 3 are shown in Figure 6.
Figure 6 Results of the sensitivity analysis performed on the four outputs of the spreadsheet-based LCA tool by Trafikverket for the bridge case study: (upper row) equivalent CO₂ emissions (total and per year of assumed service life) and (lower row) energy consumption (total and per year of assumed service life). The graphs show the percentage variation in the output with respect to the nominal value for a 10% variation in each input.

7.3.2 VMEA

In the Variation Mode and Effect Analysis the sensitivity factors, determined in the previous sensitivity analysis, were used to sum up the effects of the variations in the input parameters and estimate the total uncertainty. To illustrate the simplicity of the method, it was done in a simple Excel sheet. This provides an easy and transparent way to see how uncertainties propagate from the input to the output. There is no need to define distribution for the uncertain input variables, only the variance need to be determined e.g. based on the method described in chapter 5. The main principle is very similar, however, here the influence of various uncertainties is assumed to be different due to the importance of the parameter.

For the purpose of illustrating the local uncertainty propagation approach, we assumed variances of 0.01 for all inputs (corresponding to a coefficient of variation of 10%) and evaluated the output variance according to Eq. 4. The results are presented in Figure 7.
Figure 7  Results of the local uncertainty propagation for the four outputs of the spreadsheet-based LCA tool by Trafikverket for the bridge case study. The figure describes how much influence each parameter has on the final result.

With the obtained sensitivity coefficients, the total variation can easily be calculated and the effect of the uncertainties studied. This is illustrated in Table 12 and Table 13, where the uncertainties are summed up according to Eq. 4 and the standard deviation for the LCA output is estimated.

Table 12 VMEA calculation table (total GWP of the bridge).

<table>
<thead>
<tr>
<th>CO2eq total [t]</th>
<th>Value</th>
<th>COV</th>
<th>Standard deviation</th>
<th>Sensitivity coefficient</th>
<th>Uncertainty σ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete quantity</td>
<td>6 250,00</td>
<td>0,1</td>
<td>625,00</td>
<td>0,2568</td>
<td>25760,250</td>
</tr>
<tr>
<td>Concrete service life</td>
<td>120,00</td>
<td>0,1</td>
<td>12,00</td>
<td>0,0000</td>
<td>0,000</td>
</tr>
<tr>
<td>Concrete density</td>
<td>2 400</td>
<td>0,1</td>
<td>240,00</td>
<td>0,6717</td>
<td>25987,439</td>
</tr>
<tr>
<td>Concrete GWP</td>
<td>0,11</td>
<td>0,1</td>
<td>0,01</td>
<td>15066,0000</td>
<td>25987,439</td>
</tr>
<tr>
<td>Concrete CED</td>
<td>0,75</td>
<td>0,1</td>
<td>0,08</td>
<td>0,0000</td>
<td>0,000</td>
</tr>
<tr>
<td>Steel quantity (reinforcement)</td>
<td>625,00</td>
<td>0,1</td>
<td>62,50</td>
<td>0,7200</td>
<td>2025,000</td>
</tr>
<tr>
<td>Steel service life (reinforcement)</td>
<td>120,00</td>
<td>0,1</td>
<td>12,00</td>
<td>0,0000</td>
<td>0,000</td>
</tr>
<tr>
<td>Steel GWP (reinforcement)</td>
<td>0,72</td>
<td>0,1</td>
<td>0,07</td>
<td>628,1500</td>
<td>2045,463</td>
</tr>
<tr>
<td>Steel CED (reinforcement)</td>
<td>13,10</td>
<td>0,1</td>
<td>1,31</td>
<td>0,0000</td>
<td>0,000</td>
</tr>
<tr>
<td>Steel quantity (structural)</td>
<td>205,00</td>
<td>0,1</td>
<td>20,50</td>
<td>1,5000</td>
<td>945,562</td>
</tr>
<tr>
<td>Steel service life (structural)</td>
<td>120,00</td>
<td>0,1</td>
<td>12,00</td>
<td>0,0000</td>
<td>0,000</td>
</tr>
<tr>
<td>Description</td>
<td>Value</td>
<td>COV</td>
<td>Standard deviation</td>
<td>Sensitivity coefficient</td>
<td>Uncertainty</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-----------</td>
<td>------</td>
<td>--------------------</td>
<td>-------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Concrete quantity</td>
<td>625,00</td>
<td>0,1</td>
<td>625,00</td>
<td>0,0021</td>
<td>1,789</td>
</tr>
<tr>
<td>Concrete service life</td>
<td>120,00</td>
<td>0,1</td>
<td>12,00</td>
<td>-0,1115</td>
<td>1,789</td>
</tr>
<tr>
<td>Concrete density</td>
<td>2400</td>
<td>0,1</td>
<td>240,00</td>
<td>0,0056</td>
<td>1,813</td>
</tr>
<tr>
<td>Concrete GWP</td>
<td>0,11</td>
<td>0,1</td>
<td>0,06</td>
<td>125,8250</td>
<td>1,813</td>
</tr>
<tr>
<td>Concrete CED</td>
<td>0,75</td>
<td>0,1</td>
<td>0,08</td>
<td>0,0000</td>
<td>0,000</td>
</tr>
<tr>
<td>Steel quantity (reinforcement)</td>
<td>625,00</td>
<td>0,1</td>
<td>62,50</td>
<td>0,0060</td>
<td>0,141</td>
</tr>
<tr>
<td>Steel service life (reinforcement)</td>
<td>120,00</td>
<td>0,1</td>
<td>12,00</td>
<td>-0,0313</td>
<td>0,141</td>
</tr>
<tr>
<td>Steel GWP (reinforcement)</td>
<td>0,72</td>
<td>0,1</td>
<td>0,07</td>
<td>5,2477</td>
<td>0,143</td>
</tr>
<tr>
<td>Steel CED (reinforcement)</td>
<td>13,10</td>
<td>0,1</td>
<td>1,31</td>
<td>0,0000</td>
<td>0,000</td>
</tr>
<tr>
<td>Steel quantity (structural)</td>
<td>205,00</td>
<td>0,1</td>
<td>20,50</td>
<td>0,0125</td>
<td>0,066</td>
</tr>
<tr>
<td>Steel service life (structural)</td>
<td>120,00</td>
<td>0,1</td>
<td>12,00</td>
<td>-0,0214</td>
<td>0,066</td>
</tr>
<tr>
<td>Steel GWP (structural)</td>
<td>1,50</td>
<td>0,1</td>
<td>0,15</td>
<td>1,7083</td>
<td>0,066</td>
</tr>
<tr>
<td>Steel CED (structural)</td>
<td>20,10</td>
<td>0,1</td>
<td>2,01</td>
<td>0,0000</td>
<td>0,000</td>
</tr>
<tr>
<td>Concrete quantity (pile)</td>
<td>500,00</td>
<td>0,1</td>
<td>50,00</td>
<td>0,0002</td>
<td>0,000</td>
</tr>
<tr>
<td>Concrete piles service life</td>
<td>80,00</td>
<td>0,1</td>
<td>8,00</td>
<td>-0,0015</td>
<td>0,000</td>
</tr>
<tr>
<td>Diesel energy consumption per unit length (pile)</td>
<td>10,18</td>
<td>0,1</td>
<td>1,02</td>
<td>0,0005</td>
<td>0,000</td>
</tr>
<tr>
<td>Concrete quantity per pile</td>
<td>0,06</td>
<td>0,1</td>
<td>0,01</td>
<td>1,6050</td>
<td>0,000</td>
</tr>
<tr>
<td>Steel quantity per pile</td>
<td>6,30</td>
<td>0,1</td>
<td>0,63</td>
<td>0,0045</td>
<td>0,000</td>
</tr>
<tr>
<td>Lower heating value of diesel (pile)</td>
<td>35,20</td>
<td>0,1</td>
<td>3,52</td>
<td>-0,0001</td>
<td>0,000</td>
</tr>
<tr>
<td>Diesel GWP (pile)</td>
<td>2,87</td>
<td>0,1</td>
<td>0,29</td>
<td>0,0018</td>
<td>0,000</td>
</tr>
</tbody>
</table>

Table 13 VMEA calculation table (GWP per year of the bridge).
### 7.3.3 Monte Carlo

In the Monte Carlo simulations, first only the uncertainties in the emissions were considered and the overall uncertainties in the final result were calculated. Second, the uncertainties in the quantities, i.e. how much from the different materials are needed, were added as well. Finally, the uncertainties of the assumed service life of different construction elements were also treated as random variables. Table 14 and Table 15 shows the results of the analysis in case of the bridge and the tunnel.

For the sake of simplicity, it was assumed that all variables are normally distributed and that the coefficient of variation is 0.1. Furthermore, all the variables were assumed statistically independent, which is most likely not true.

As expected the standard deviation of the results increases significantly when more uncertainties are included as shown in Figure 8 for the bridge case. Interestingly the mean value increases slightly as well. This shows the importance of including uncertainties for all influencing parameters and not only the emission factors themselves, even though it is difficult to assess the magnitude of this influence using only generic values for the uncertainty. It can also be seen from Tables 14 and 15 that the standard deviation for the results from the tunnel case is larger than for the bridge. This is due to the larger number of parameters for the tunnel, and is a direct consequence of the assumption of equal variation for all parameters.

<table>
<thead>
<tr>
<th>Diesel CED (pile)</th>
<th>39.05</th>
<th>0,1</th>
<th>3,90</th>
<th>0,0000</th>
<th>0,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>2,80</td>
<td></td>
<td></td>
<td></td>
<td>7,825</td>
</tr>
</tbody>
</table>

#### Table 14 MC results for the bridge.

<table>
<thead>
<tr>
<th></th>
<th>GWP [tCO₂e/year]</th>
<th>CED [GJ/year]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std.</td>
</tr>
<tr>
<td>Include uncertainties of the emissions</td>
<td>19.82</td>
<td>1.42</td>
</tr>
<tr>
<td>Include uncertainties of the quantities as well</td>
<td>19.80</td>
<td>2.01</td>
</tr>
<tr>
<td>Include uncertainties of the lifetimes as well</td>
<td>20.01</td>
<td>2.94</td>
</tr>
</tbody>
</table>
Table 15 MC results for the tunnel.

<table>
<thead>
<tr>
<th></th>
<th>GWP [tCO₂e/year]</th>
<th>CED [GJ/year]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std.</td>
</tr>
<tr>
<td>Include uncertainties of the emissions</td>
<td>28.88</td>
<td>1.80</td>
</tr>
<tr>
<td>Include uncertainties of the quantities as well</td>
<td>28.92</td>
<td>2.32</td>
</tr>
<tr>
<td>Include uncertainties of the lifetimes as well</td>
<td>29.19</td>
<td>3.18</td>
</tr>
</tbody>
</table>

Figure 8  Histograms of the three different levels of uncertainty consideration for the bridge case. The blue bars only include uncertainties in the emission factors, while the lightest yellow bars include uncertainties for all three levels (emission factors, material amounts, expected service life).

It is interesting to compare the Monte Carlo results with those obtained using VMEA. Therefore, the standard deviations of the VMEA results have been calculated for the same levels as in the Monte Carlo simulations presented above. The results of the comparison are given in Table 16. It can be seen that the standard deviations for both methods are similar when including uncertainties for emission factors and material amounts. The main difference is if the uncertainty in the expected service life is included. Then the standard deviation for the results from the Monte Carlo simulations is higher.
Carlo simulation is much larger than the one from VMEA, which shows the difference between the two methods.

Table 16 Comparison of VMEA and MC results for the bridge case.

<table>
<thead>
<tr>
<th></th>
<th>GWP std [tCO₂e/year]</th>
<th>CED std [GJ/year]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VMEA</td>
<td>MC</td>
</tr>
<tr>
<td>Include uncertainties of the emissions</td>
<td>1.42</td>
<td>1.42</td>
</tr>
<tr>
<td>Include uncertainties of the quantities as well</td>
<td>2.00</td>
<td>2.01</td>
</tr>
<tr>
<td>Include uncertainties of the lifetimes as well</td>
<td>2.45</td>
<td>2.94</td>
</tr>
</tbody>
</table>
Discussion and conclusions

In this report, an attempt has been made to categorize uncertainties and to find a methodology suitable for identifying uncertainty sources and levels using this categorization. The main findings presented in this report are:

- There are many different types of uncertainties related to LCA and to environmental impacts in general. It is possible to categorize them to be able to have a better understanding of the uncertainties and to identify the sources.
- Many uncertainties related to LCA can be reduced or eliminated by regulation or by setting well defined system boundaries. Not all uncertainties can be treated this way however, which has been previously done in several regulations for data quality. There will always be a physical variation that is difficult to reduce. The efforts should instead be aimed at reducing or controlling other types of variations.
- There is a lack of validated input data including uncertainty factors for LCA-applications, this is the major obstacle for implementing probabilistic methods in LCA.
- It is possible to incorporate uncertainties into almost any LCA-tool using Monte Carlo simulation, since todays computers have sufficient capacity. However, it may be more important to focus on reducing the effects of system boundaries and user choices, since they usually have a larger impact on the results than the physical variations in a parameter.
- The current practice of including uncertainties using different methods for emission factors is not sufficient for estimating uncertainty. The effect of variations in material amounts and estimated service life for each input parameter will have a large influence on the results, which is often not included in today’s methods that are more focused on data quality for the emission factors themselves.
- In the presented case study, the concrete emissions had the largest impact due to larger amounts and higher total emissions. A reduction in concrete amounts, emissions and/or increase in expected service life will therefore reduce the total yearly impact of this kind of structure.
- The effect of uncertainties on LCA depends on the purpose of the LCA, what it is supposed to be used for. The ultimate uncertainty in a parameter can be quite large, it is not certain, however, that all sources to this uncertainty level are relevant for all purposes. Depending on the use of the LCA, several uncertainty sources may be removed/reduced depending on the situation.
- With the large variations shown in this report related to LCA, uncertainties must be taken into account as a basis for decisions when comparing different solutions. This includes, for example, the function and durability of the structures during their service life, where this needs to be well-documented in a technologically sound and equivalent manner. If uncertainties are not considered, it is recommended that the LCA results are not used as a basis for procurement decisions.

One of the main reasons for the difficulty of integrating uncertainties in LCA is the actual definition: what is an uncertainty? There are many uncertain aspects affecting the result of an LCA, all of them cannot however be defined as actual uncertainties. As stated above, the effect of uncertainties is very difficult to quantify since the definitions and sources may vary. Major influence on the environmental impact of e.g. a bridge is given by the choices and limitations set by the client. One such example is a bridge that is supposed to span a certain distance with a certain load. After the procurement phase, a certain solution from a company is chosen as the best one, where different aspects have been considered including environmental effects. In the preproduction phase, the client then changes the limitation so that the bridge has to be slightly...
redesigned, leading to larger environmental impact. In such a case, it is possible that the final impact is larger than the worst case from the original situation, leading to a very large variation. But is this an uncertainty? It could be argued that such a variation is not an uncertainty that should be included in LCA even though it has a large impact on the final result, since the purpose of the LCA in this case was to compare different solutions for a certain set of constraints and limitations. It raises the question however, if the original limitations were relevant?

This example specifies one difficulty of addressing uncertainty in LCA, since in such a case, the variation in a parameter may have a low impact on the result compared to the described change in the limitations. Therefore, it is of great importance to focus on the system boundaries and limitations for each LCA application, if the purpose is to use LCA as a tool for decision support. Otherwise, the decisions may be based on irrelevant numbers leading to poor solutions for reducing environmental impact.

The impact of uncertainties is different depending on what the LCA should be used for. It is not reasonable to believe e.g. that there are as many uncertainties for a single construction material as for an entire bridge, since the first is associated with fewer possible variations. There are also differences in knowledge about different stages, e.g. more knowledge about emissions in the construction phase than in the user phase. Including uncertainties in a LCA is very useful for improving a specific solution, a structural component or the entire structural design, since it is then possible to find the most influential parts of the process and efforts can be taken to reduce these uncertainties.

Comparing different solutions, however, require a large confidence in both input and output parameters, the applied LCA-models and the users themselves who execute the calculations. As was shown in the state-of-art (Section 5.1), previous studies have shown that the variability between different LCAs are large depending on system boundaries and chosen input data. With today’s knowledge about the uncertainties, it is not possible to make comparisons without breaking down the influencing processes and categorizing the uncertainties.
9 Future work

The potential for future work regarding consideration of uncertainties in LCA is large. Several important aspects regarding uncertainties are still not studied or need further attention. Based on the findings in this report, the following areas should be prioritized:

- The main focus should be regarding collection of LCI-data and associated uncertainty parameters, since this is an important aspect for the possibility of incorporating uncertainties in LCA-calculations. Today, uncertainty data is usually missing for both collected data and complete LCA datasets. Both development of uncertainty data for new LCA datasets and assessment and approximation of uncertainty data for existing data may be required. The methodology for collecting and estimating uncertainty presented here can be further developed and tested on real processes and objects. The collection of data should be regulated within present systems such as EPD, since this will lead to a faster implementation.

- When data have been collected for enough processes, the next step can be to fully implement probabilistic methods in LCA-tools where this is needed. If an LCA is supposed to be used for procurement, including uncertainties is necessary for the transparency of the results presented and compared for different solutions.

The project team behind this report is currently involved in a small pilot study for collecting LCI-data using the proposed methodology. When this is finished, the results will be connected to this report.
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Appendix A – Basic statistical concepts

A.1 General equations

From a statistical point of view, it is important to make some distinctions when performing analysis or measurements. For a stochastic variable X, the entire population \((x_1, x_2, x_3…x_n)\) includes all the values that exist and can be measured. Usually, it is the entire population that is of interest to investigate. However, in many practical situations, it is not possible to investigate the entire population. Instead, a sample of the entire population has to be used to estimate the values for the entire population. The mean value of the entire population is usually denoted \(\mu\), defined as the sum of each value in the population multiplied with its probability to occur (Eq. A.1), while the mean value of the sample is denoted \(\bar{x}\), defined as the sum of the sample values divided by the number of samples (Eq. A.2).

\[
\mu = \sum xP(x) \quad \text{Mean} \quad (A.1)
\]

\[
\bar{x} = \frac{x_1+x_2+x_3+...+x_n}{n} \quad \text{Sample mean} \quad (A.2)
\]

The traditional method for the determination of the uncertainty of a parameter is to perform many (or at least several) measurements of the parameter (X) during normal conditions and then calculating the average deviation or the standard deviation \((s)\), Eq. A.6, of the sample. The arithmetic average \((\bar{x})\) of n different measurement samples is calculated. For the average deviation, Eq. A.5, the absolute value of the differences between the measurement values and the average value are calculated. The average value of these differences is called the average deviation and can be used as a measure of the uncertainty. A more common way to express the deviation is by the standard deviation where the sum of the squares of the differences is used as a base for the measure of the variations. For a sample, the sum is divided by \((n-1)\) measurements to achieve the variance \((s^2)\) and the standard deviation \((s)\) is the square root of the variance. The standard deviation of the entire population is usually denoted \(\sigma\), see Eq. A.3, while the standard deviation of a sample is denoted \(s\), see Eq. A.6. The variance itself is expressed with Eq. A.4 The division with \((n-1)\) is called the Bessel correction and used for improving the sample estimate. The average deviation and the sample standard deviation both give a measure of the variations in the same unit as the measured variable but the values are slightly different.

\[
\sigma = \sqrt{E[(X - \mu)^2]} \quad \text{Standard deviation} \quad (A.3)
\]

\[
\sigma^2 = E[(X - \mu)^2] \quad \text{Variance} \quad (A.4)
\]

\[
\frac{\sum_{n}^{}|x_n-\bar{x}|}{n} \quad \text{Average deviation} \quad (A.5)
\]

\[
S = \sqrt{\frac{\sum_{n}^{}(x_n-\bar{x})^2}{(n-1)}} \quad \text{Sample standard deviation} \quad (A.6)
\]
Where E(X) is the expected value.

According to the law of large numbers large random samples are almost always representative of the population.

Another common way of describing the variation in a variable is by the use of coefficient of variation, often denoted cov, CoV, CV or V. This is the standardized measure of dispersion of a probability distribution and is the ratio of the standard deviation to the mean as expressed in Eq. A.7.

\[
CV = \frac{\sigma}{\mu}
\]

Coefficient of variation for a population \hspace{1cm} (A.7)

This relation shows the extent of the variability in relation to the mean, which is often easier to grasp than just the standard deviation. It can be expressed as a percentage or with a number between 0 and 1, with a low CV representing a low variability in the population. There are also other representations that can be used to describe uncertainty and variation, e.g. use of intervals with a maximum and minimum value and other combination.

For most variables, there is an error in the estimations of the mean and standard deviation since they are based on sample values. As the mean value of the sample ($\bar{x}$) approximates the mean value for the entire population ($\mu$), the sample mean value can vary between different sample measurements. The error in the sample mean depends on the amount of observations (measurements) and is called standard error of the mean (SEM) and represents the standard deviation of the error in the sample mean compared to the true mean ($\mu$). The SEM value is usually calculated by the standard deviation of the sample. The SEM value can be calculated by dividing the sample standard deviation ($s$) with the square root of the number of observations (measurements), n as below in Eq. A.8.

\[
SEM = \frac{s}{\sqrt{n}}
\]

standard error of the mean \hspace{1cm} (A.8)

When data is measured both from a mean and an uncertainty perspective, the results are reported as the mean value and uncertainty span. If the standard deviation is used for the uncertainty, the value can be presented as the $\bar{x} \pm s$. An uncertainty can also be presented as an absolute error or a relative error. The presentation above shows an example of an absolute error where the uncertainty interval has the same unit as the measured value. The relative error is the absolute error divided by the measured value such as $\Delta X/\bar{X}$. Usually, the relative error is presented as a percentage error in which the relative error is multiplied by 100. It is thus easy to convert between an absolute error and a percentage error.

**A.2 Distributions**

For most physical parameters, it is logical to describe a random variable with some sort of continuous distribution. A continuous random variable can take any value with a certain probability, with statistical descriptions for the most expected value and the variability depending on the type of distribution.

One of the most common distributions used in statistics and probability application is the normal, or Gaussian, distribution. It is represented by its mean and standard deviation as shown in A.1,
with this example being the standard normal distribution ($\mu=0$, $\sigma=1$). The shape of this distribution has also provided it with its other name, the bell curve. Many physical phenomena can be described by a normal distribution, and since it is a naturally common distribution, it is also suitable to use for parameters of which the distribution is unknown (Blom 1989). This makes the normal distribution very useful for statistical applications and for describing the uncertainty of a variable. Furthermore, according to the central limit theorem for the addition of a large number of independent variables the sampling mean will be Gaussian. Thus, if the sum of many independent random variables is calculated, each of which makes some, but not necessarily equal contribution to the outcome, the result is expected to be Gaussian. It should also be noted that the result from multiplication of Gaussian random variables approaches a log-normal distribution according to the same central limit theorem, this multiplicative version is also sometimes called Gibrat’s law.

If a normal distribution is assumed, the standard deviation means that the average value has a certain probability to be in a specific range. These ranges are shown in Figure A.1. The value range is presented within $\pm 1$ standard deviation. As shown in the figure, the probability for the value $X$ to be in that range is 68.2 %. The probability for the value to be in the range of $\mu \pm 2\sigma$ is 95.4 % and the probability for the corresponding $\mu \pm 3\sigma$ is 99.7 %.

Another useful distribution for physical parameters is the lognormal distribution; see Figure A.2 for an example of the shape of the probability density function. It is a continuous probability distribution where the logarithm is normal distributed. The main benefit of this relation is that the random variable cannot take negative values if it is lognormal distributed. For parameters where this is applicable, e.g. most parameters involved in an LCA such as emission factors and material amounts, the lognormal distribution is therefore a logical fit since it will guarantee that no false negative values are included in the analysis. The parameters $\mu$ and $\sigma$ can be related to the normal distribution using Eq. A.9-A.10.
The third distribution commonly used is the triangular distribution. It is a continuous distribution with an upper and lower limit, see Figure A.3. In the figure, \( c \) is representing the expected value (mean) and the random variable can vary between \( a \) and \( b \). This is a variant that can be useful for situations where it is not reasonable to think that a parameter can take an infinite value as for the normal and lognormal distributions.
Figure A.3  Triangular distribution with lower limit a, upper limit b and expected value c.