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Mathematical Notations

Coordinates

\begin{align*}
q & \quad \text{Generalized position coordinates} \quad q \in \mathbb{R}^n \\
\dot{q} & \quad \text{Generalized velocity coordinates} \quad \dot{q} \in \mathbb{R}^n \\
q_r & \quad \text{Reference value for position} \quad q_r \in \mathbb{R}^n \\
\tilde{q} & \quad \text{Position error } \tilde{q} = q - q_r \quad \tilde{q} \in \mathbb{R}^n \\
z(t) & \quad \text{State of motion } z = \begin{pmatrix} \dot{q}^T & q^T \end{pmatrix}^T \quad z \in \mathbb{R}^{2n} \\
\tilde{z}(t) & \quad \text{Error state of motion } \tilde{z} = \begin{pmatrix} \dot{\tilde{q}}^T & \tilde{q}^T \end{pmatrix}^T \quad \tilde{z} \in \mathbb{R}^{2n} \\
z_r(t) & \quad \text{Reference state of motion } z_r = \begin{pmatrix} \dot{q}_r^T & q_r^T \end{pmatrix}^T \quad z_r \in \mathbb{R}^{2n}
\end{align*}

Torques, forces, inertias

\begin{align*}
\tau & \quad \text{Applied torques or forces} \quad \tau \in \mathbb{R}^n \\
M(q) & \quad \text{Moment of inertia} \quad M(q) = M(q)^T > 0 \quad M \in \mathbb{R}_+^{n \times n} \\
C(q, \dot{q}) & \quad \text{Coriolis, centripetal and frictional forces} \quad C \in \mathbb{R}_+^{n \times n} \\
G(q) & \quad \text{Gravitational forces} \quad G \in \mathbb{R}_+^{n \times n} \\
u & \quad \text{Control variable} \quad u = M(q)T_1 \dot{\tilde{z}} + \frac{1}{2} \dot{M}(q, \dot{q})T_1 \tilde{z} \quad u \in \mathbb{R}^n
\end{align*}

Energy functions

\begin{align*}
\mathcal{L} & \quad \text{Lagrangian of mechanical motion} \\
L & \quad \text{Lagrangian of optimization} \\
\mathcal{H} & \quad \text{Hamiltonian of mechanical motion} \\
H & \quad \text{Hamiltonian of optimization} \\
\mathcal{U}(q) & \quad \text{Potential energy} \\
T(q, \dot{q}) & \quad \text{Kinetic energy} \\
V(\tilde{z}, t) & \quad \text{Hamilton principal function of optimization} \\
V_X(\tilde{X}, t) & \quad \text{Lyapunov function of control and adaptation} \\
J(u) & \quad \text{Optimization criterion}
\end{align*}
Matrices

\[
\begin{align*}
Q & \quad \text{Optimization weighting matrix w.r.t. } z \\
R & \quad \text{Optimization weighting matrix w.r.t. } u \\
S & \quad \text{Optimization cross weighting matrix w.r.t. } z, u \\
T_0 & \quad \text{State transformation matrix} \\
T_1, T_2 & \quad \text{State transformation matrices} \\
T_{11}, T_{12} & \quad \text{State transformation matrices} \\
U & \quad \text{State transformation matrix}
\end{align*}
\]

\[
Q \in R^{2n \times 2n} \\
R \in R^{n \times n} \\
S \in R^{n \times 2n} \\
T_0 \in R^{2n \times 2n} \\
T_1, T_2 \in R^{n \times n} \\
T_{11}, T_{12} \in R^{n \times n} \\
U \in R^{2n \times 2n}
\]

Adaptive control

\[
\begin{align*}
\theta & \quad \text{Vector of unknown parameters} \\
\psi & \quad \text{Regression matrix} \\
\bar{X}(t) & \quad \text{Error state of motion } \bar{X} = \begin{pmatrix} \dot{q}^T & \ddot{q}^T & \dddot{q}^T \end{pmatrix}^T \\
& \quad \bar{X} \in R^{2n+p}
\end{align*}
\]

Introduction

A purpose of motion control is to maintain a prescribed motion for the control object by applying compensating corrective torques or forces. Motion controlled systems intended for autonomous operation need optimization as well as an ability of adaptation to new and rapidly changing operating conditions. The optimality of such control design is therefore meaningful to consider. Linear optimal control based on linearized equations of motion is a standard approach to solve such problems.

Nonlinear dynamics with motion constraints and rapidly changing operating conditions sometimes make such control problems difficult. The rigid body mechanics of flight control or robot manipulator motion is often formulated with the general equations obtained from Lagrangian mechanics (time arguments omitted).

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = \tau; \quad M(q) = M^T(q) > 0
\]

The position coordinates \( q \in R^n \) with associated velocities \( \dot{q} \) and accelerations \( \ddot{q} \) are controlled with the driving torques \( \tau \in R^n \). The (generalised) moment of inertia \( M(q) \), the coriolis, centripetal and frictional forces \( C(q, \dot{q})\dot{q} \), and the gravitational forces \( G(q) \) all vary along the trajectories.
The control problem is as follows: Find the torques (forces) \( \tau \) so that the control object follows a trajectory provided that equations (1) of the rigid body mechanics are known. From the standpoint of linear quadratic control theory it is natural to include the torques (forces) in the performance index. Attempts to design linear quadratic control however often fail due to the position-dependent, nonlinear behavior of (1).

Both optimal control and adaptive control are relevant in this context. Various adaptive control algorithms were early proposed in robotics by Tomizuka et al [28]. Dubowsky and DesForges [6] proposed an adaptive control that adjusts feedback gains to follow a reference model. Koivo and Guo [18] used an autoregressive model to fit data. Both assumed that the interaction forces among the joints are negligible. Recently, several authors [4], [17], [27], have proposed adaptive control solutions which take the nonlinear actions into account.

Linear optimal control solutions are standard and rely on linearized equations around an operating point. Saridis and Lee [25] made early work on self-optimizing control in robotics. Apart from such approximate solutions there are also approaches with suboptimal solutions based on the nonlinear equations. Lee and Chen [20] proposed a suboptimal nonlinear control design based on quasi-linearization and linear optimal control. Discrete-time adaptive control based on linearized dynamics around preplanned trajectories was proposed by Lee and Chung [21].

'Exact linearization' of nonlinear systems as a method for control design has lately attracted considerable interest in application areas such as flight control [13] and robotics [8], [19], [23] ('computed torque') as well as in theory [14], [24]. The idea is to use state feedback to make exact cancellation of nonlinear terms and factors followed by optimal control design for the simplified system.

Problem statement

There are two natural choices of control variable for computation of optimal motion control. One approach is based on minimization of local accelerations, velocities, and positions. A solution of the linear quadratic control problem provides the optimal accelerations and the corresponding torques can be calculated with the 'exact linearization' or 'computed torque' method. This optimization is based on linear system dynamics with double integrator action and does not include the nonlinear dynamics of (1). Thus, the control
optimization is not made with respect to the applied torques.

However, optimization criteria with penalties on the torques rather than accelerations lead to complicated trajectory dependent mathematical problems. Methods hitherto presented in the literature generally require cumbersome trajectory dependent numerical or approximate solutions [20], [25], [29].

To the author's knowledge there exists no analytic solution to the quadratic control problem of motion described by equations of Lagrangian mechanics. It is the purpose of this paper to present stable, analytic solutions to the problem of quadratic optimal control of motion control with minimization of the applied torques (forces) when velocity and position measurements are available. We use an optimal control approach to solve a Hamilton-Jacobi equation and present feedback solutions to the stated optimal motion control problem. We reduce the given problem into two separate problems:

- Explicit solution of an optimal tracking problem with the Hamilton-Jacobi equation
- Adaptive control

The solution offers:
- Optimization of a performance index
- Stability
- Trajectory planning

We will thus achieve separated solutions of optimality and adaptation. The solution should be of interest for robot manipulator control, biomechanics, flight control and other branches of applied mechanics.

Rigid body dynamics

We model the motion dynamics as a set of \( n \) rigid bodies connected and described by a set of generalized coordinates \( q \in \mathbb{R}^n \). The derivation of the motion equations (1) by methods of Lagrange theory [2], [9] involves the explicit expressions of kinetic energy \( T \) and potential energy \( U \) to form the Euler-Lagrange equations of motion

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \tau; \quad L = T - U
\]

where \( \tau \) are the externally applied torques and forces. The Lagrangian \( L \) of robot motion
in a space with a velocity independent gravitation potential is

\[
L(q, \dot{q}) = T(q, \dot{q}) - U(q) = \frac{1}{2}\dot{q}^T M(q)\dot{q} - U(q)
\]  

The standard general equations (1) are obtained from (3) as

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = \tau
\]

It is assumed that the positions \( q \) and velocities \( \dot{q} \) but not the accelerations \( \ddot{q} \) are available for measurement. It is further assumed that the torque vector \( \tau \) is available as the control input. It is assumed that the matrices \( M, C, G \) have a known structure and contain constant parameters.

Control objective

The desired reference trajectory for the control object to follow is assumed available as bounded functions of time in terms of generalized positions \( q_r \in C^1 \) and its corresponding accelerations \( \dot{q}_r \) and velocities \( \dot{q}_r \). The variables \( \ddot{q}_r, \dot{q}_r, q_r \) may be conveniently generated with some bounded reference signal \( r \) and a reference model of the type

\[
\ddot{q}_r + K_d \dot{q}_r + K_p q_r = K_r r \quad r, q_r \in \mathbb{R}^n
\]

The dynamic system (4) with the \( n \times n \)-matrices \( K_d, K_p, K_r \) need be stable. Define the errors of accelerations, velocities, and positions as

\[
\begin{bmatrix}
\ddot{q} \\
\dot{q} \\
q
\end{bmatrix}
= \begin{bmatrix}
\ddot{q} - \ddot{q}_r \\
\dot{q} - \dot{q}_r \\
q - q_r
\end{bmatrix}; \quad \bar{z} = z - z_r = \begin{bmatrix}
\dot{q} - \dot{q}_r \\
q - q_r
\end{bmatrix}
\]

The control objective is to follow a given, bounded reference trajectory \( \dot{q}_r, q_r \) without position errors \( \ddot{q}_r \), or velocity errors \( \dot{q}_r \).

A state space description

The full error state space representation is found as

\[
\bar{z}(t) = \begin{bmatrix}
\dot{\bar{q}}^T(t) \\
\bar{q}^T(t)
\end{bmatrix}^T; \quad \bar{z} \in \mathbb{R}^{2n}
\]

The error dynamics of the manipulator may be obtained from (1), (4), and (6) as a state space description where the derivative of \( \bar{z} \) is

\[
\ddot{\bar{z}}(t) = \begin{bmatrix}
\ddot{\bar{q}}(t) \\
\dot{\bar{q}}(t)
\end{bmatrix} = \begin{bmatrix}
-M^{-1}(q)C(q, \dot{q}) & 0_{n \times n} \\
I_{n \times n} & 0_{n \times n}
\end{bmatrix} \bar{z}(t) +
\]
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or with shorter notation

\[
\dot{\hat{x}}(t) = A(q, \dot{q})\hat{x}(t) + B_0(\ddot{q}_r, \dot{q}_r, \dot{q}) + B M^{-1}(q)\tau
\]

(8)

where \( \tau \) is available for assignment of the control law.

What control effort should be minimized?

A natural aim is to minimize velocity and position errors (state errors) with a minimum of the applied torques as well as the energy consumption. The Euler-Lagrange equations give for a velocity-independent potential energy \( U \)

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}} \right) - \frac{\partial T}{\partial q} + \frac{\partial U}{\partial q} = \tau
\]

(9)

Changes in potential energy due to gravitation are inevitable and can be determined from the start and end points only. It is therefore not very meaningful to make optimization with respect to gravitation-dependent torques or forces. Consider therefore the applied torques \( \tau_k \) that selectively affect the kinetic energy.

\[
\tau_k = \tau - \frac{\partial U}{\partial q} = \frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}} \right) - \frac{\partial T}{\partial q} = M(q)\ddot{q} + \frac{1}{2} \ddot{M}(q, \dot{q})\dot{q} = \left( M(q), \frac{1}{2} \dot{M}(q, \dot{q}) \right) \dot{\hat{x}}
\]

(10)

For minimization we embed this choice of control variable in the more general definition

\[
u = \left( M(q), \frac{1}{2} \dot{M}(q, \dot{q}) \right) \begin{bmatrix} \hat{z}_1 \\ \hat{z}_2 \end{bmatrix} = M(q)T_1\dot{\hat{x}} + \frac{1}{2} \dot{M}(q, \dot{q})T_1\hat{\hat{x}}
\]

(11)

with \( \hat{\hat{x}} \) and \( T_1 \) introduced via the following state-space transformation of \( \hat{\hat{x}} \)

\[
\hat{\hat{x}} = \begin{bmatrix} \hat{z}_1 \\ \hat{z}_2 \end{bmatrix} = T_0\hat{\hat{x}} = \begin{bmatrix} T_1 \\ -T_2 \end{bmatrix} \begin{bmatrix} \hat{\hat{x}}_1 \\ \hat{\hat{x}}_2 \end{bmatrix} = \begin{bmatrix} T_{11} & T_{12} \\ 0 & I_{n \times n} \end{bmatrix} \begin{bmatrix} \hat{\hat{x}}_1 \\ \hat{\hat{x}}_2 \end{bmatrix}; \quad T_{11}, T_{12} \in \mathbb{R}^{n \times n}
\]

(12)

This definition includes torques affecting kinetic energy (10), reference trajectories (5), and a state space transformation (12). The control variable \( u \) of (11) specializes to \( \tau_k \) of (10) for \( q_r = 0, T_{11} = I_{n \times n}, \) and \( T_{12} = 0 \). The equations of motion (7) from \( u \) to \( \hat{\hat{x}} \) are then

\[
\frac{d\hat{\hat{x}}}{dt} = A_1(q, \dot{q})\hat{\hat{x}} + B_1(q)u
\]
with
\[ \ddot{z} = T_0^{-1} \left[ \begin{array}{cc} -\frac{1}{2} M(q)^{-1} \dot{M}(q, \dot{q}) & 0_{n \times n} \\ T_{11}^{-1} & -T_{11}^{-1} T_{12} \end{array} \right] T_0 \ddot{x} + T_0^{-1} \begin{pmatrix} M(q)^{-1} \\ 0_{n \times n} \end{pmatrix} u \]
and
\[ B_1(q) = T_0^{-1} B M(q)^{-1} \] (13)

A quadratic optimization problem

We embed the motion control problem into the following somewhat more general optimization problem. The assumptions made are summarized as follows:

Basic assumptions

A1: The motion equations are \( M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) = \tau \) with coordinates \( q \) and external torques (forces) \( \tau \).

A2: Reference trajectory given as \( q_r, \dot{q}_r, \ddot{q}_r \) with the error-state \( \ddot{z} = \begin{bmatrix} \ddot{q}^T \\ \dddot{q}^T \end{bmatrix} \)

A3: A state-space transformation
\[ \ddot{z} = T_0 \ddot{x} = \begin{pmatrix} T_{11} & T_{12} \\ 0_{n \times n} & I_{n \times n} \end{pmatrix} \ddot{x} \]

A4: The control action to minimize is
\[ u = \frac{1}{2} \dot{M}(q, \dot{q}) B^T T_0 \ddot{x} + M(q) B^T T_0 \ddot{x}; \quad B = \begin{pmatrix} I_{n \times n} \\ 0_{n \times n} \end{pmatrix} \] (14)

A5: Positions and velocities of rigid body motion are available for measurement

A6: Known structure of \( M, C, G \)

A7: Known parameters of \( M, C, G \)

To derive an optimal feedback, the control problem is formulated as a quadratic optimization problem with a performance index \( J(u) \) subject to assumptions (A1-7)

\[ J(u) = \int_{t_0}^{\infty} L(\ddot{z}, u) dt \] (15)

with the Lagrangian
\[ L(\ddot{z}, u) = \frac{1}{2} \dddot{z}^T(t) Q \dddot{z}(t) + \frac{1}{2} u^T(t) R u(t) = \frac{1}{2} \begin{bmatrix} \dddot{q}^T \\ \dddot{q}^T \end{bmatrix} \begin{pmatrix} Q_{11} & Q_{12} \\ Q_{12}^T & Q_{22} \end{pmatrix} \begin{bmatrix} \dddot{q} \\ \dddot{q} \end{bmatrix} + \frac{1}{2} u^T R u \] (16)
Given the performance index $J(u)$, we find an optimal control $u = u^*$ that will transfer from an initial state to a desired state. The control $u = u^*$ moves the system from an arbitrary initial state $\bar{z}(t_0)$ to the origin of the error-space while minimizing $J(u)$. The control variable $u$ is weighted with the matrix $R = R^T > 0$ and the vector of velocity and position errors $\bar{z}$ is weighted with the matrix $Q = Q^T > 0$. The rate of compensation can be adjusted by choosing proper weights $Q$. The term $u^T R u$ guarantees smoothness of operation.

The Hamilton-Jacobi equation

Define the Hamiltonian of optimization as

$$H(\bar{z}, u, \frac{\partial V(\bar{z}, t)}{\partial \bar{z}}) = \left( \frac{\partial V(\bar{z}, t)}{\partial \bar{z}} \right)^T \bar{z} + L(\bar{z}, u)$$  \hspace{1cm} (17)

where $V$ solves the partial differential equation

$$-\frac{\partial V(\bar{z}, t)}{\partial t} = \left( \frac{\partial V(\bar{z}, t)}{\partial \bar{z}} \right)^T \bar{z} + L(\bar{z}, u)$$  \hspace{1cm} (18)

A necessary and sufficient condition for optimality [7], [22], is to choose a value function $V$ that satisfies the Hamilton-Jacobi equation.

$$\frac{\partial V}{\partial t} + \min_u H(\bar{z}, u, \frac{\partial V}{\partial \bar{z}}) = 0$$  \hspace{1cm} (19)

This minimum is attained for the optimal control $u = u^*$ and the Hamiltonian

$$H^* = \min_u H = \min_u \left( \frac{\partial V}{\partial \bar{z}} \right)^T \bar{z} + L(\bar{z}, u) = H(\bar{z}, u^*, \frac{\partial V(\bar{z}, t)}{\partial \bar{z}}) = -\frac{\partial V(\bar{z}, t)}{\partial t}$$  \hspace{1cm} (20)

The optimal value function $V$ that solves (19) for $u = u^*$ is the Hamilton's principal function [9] of the system.

**Lemma 1:**

The following function $V$ composed of $\bar{z}$, $q_r(t)$, $T_0$, $M$, and a symmetric matrix $K \in R^{nxn}$ solves the Hamilton-Jacobi equation and is a Hamilton's principal function for the optimization problem (15-16) under assumptions (A1-7).

$$V(\bar{z}(t), t) = \frac{1}{2} \bar{z}^T T_0 \left( \begin{array}{cc} M(q) & 0 \\ 0 & K \end{array} \right) T_0 \bar{z}$$  \hspace{1cm} (21)
for $K$, $T_0$ solving the algebraic matrix equation

$$\tilde{z}^T \left[ \begin{array}{cc} 0 & K \\ K & 0 \end{array} \right] + Q - T_0^T B R^{-1} B^T T_0 = 0$$

(22)

The optimal feedback control law $u = u^*$ that minimizes $J$ is

$$u^*(t) = -R^{-1} B^T T_0 \tilde{e}(t)$$

(23)

**Proof:** See appendix 1.

**Remark:**

The matrix solution $K$ of (21) is not unique. Another solution to (22) may be obtained by adding any $n \times n$ skewsymmetric matrix to $K$.

All optimal control generated by the solution (21-23) to the Hamilton-Jacobi equation do not necessarily guarantee stable closed-loop behavior. Only solutions that also guarantee a stable closed-loop behavior are interesting for control design purposes. Sufficient conditions for stable, optimal control requires that $K = K^T > 0$ as formulated in the following theorem:

**Theorem 1:**

Let the weighting matrices $Q$, $R$ with Cholesky factors $Q_1$, $Q_2$, $R$ be chosen such that

$$Q = Q^T = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{12} & Q_{22} \end{bmatrix} = \begin{bmatrix} Q_1^T Q_1 & Q_{12} \\ Q_{12}^T & Q_{22} \end{bmatrix}; \quad Q_1^T Q_2 + Q_2^T Q_1 - (Q_{12}^T + Q_{12}) > 0$$

$$R = R^T = R_1^T R_1 > 0$$

(24)

Let $T_0$, $K$ be chosen as the matrices

$$T_0 = \begin{bmatrix} T_{11} & T_{12} \\ 0 & I_{n \times n} \end{bmatrix} = \begin{bmatrix} R_1^T Q_1 & R_1^T Q_2 \\ 0 & I_{n \times n} \end{bmatrix}$$

$$K = K^T = \frac{1}{2}(Q_1^T Q_2 + Q_2^T Q_1) - \frac{1}{2}(Q_{12}^T + Q_{12}) > 0$$

(25)

The optimal control solution of (15) subject to assumptions (A1-7) then gives a $L^2$-stable closed-loop system with the optimal feedback control law $u = u^*$

$$u^*(t) = -R^{-1} B^T T_0 \tilde{e}(t)$$

(26)
The minimal optimization criterion is then obtained as

\[ J(u^*) = \min_u \int_{t_0}^{\infty} L(\ddot{x}, u) dt = \int_{t_0}^{\infty} L(\ddot{x}, u^*) dt = V(\dddot{x}(t_0), t_0) \]  

where \( V \) solves the Hamilton-Jacobi equation (19)

\[ V(\dddot{x}(t), t) = \frac{1}{2} \dddot{x}^T T_0 \begin{pmatrix} M(q) & 0 \\ 0 & K \end{pmatrix} T_0 \dddot{x} \]  

\[ (27) \]

\[ (28) \]

\[ (29) \]

\[ (30) \]

\[ (31) \]

\[ (32) \]

**Proof:** See appendix 2.

**Remark:**

Consider an optimization criterion \( J_1 \) where the matrix \( S \) is used for weighting of the cross term between \( \ddot{x} \) and \( u \).

\[ J_1(u) = \int_0^{\infty} L(\ddot{x}, u) dt; \quad L_1(\ddot{x}, u) = \frac{1}{2} \dddot{x}^T(t)Q\dddot{x}(t) + \frac{1}{2}u^T(t)Ru(t) + u^T(t)S\dddot{x}(t) \]  

\[ (29) \]

The Lagrangian of (29) can be brought to a form (30) similar to (15-16) provided that the symmetric matrix \( Q - S^TR^{-1}S > 0 \).

\[ L_1(\ddot{x}, u) = \frac{1}{2}(u(t) + R^{-1}S\dddot{x}(t))^T R(u(t) + R^{-1}S\dddot{x}(t)) + \frac{1}{2}\dddot{x}^T(t)(Q - S^TR^{-1}S)\dddot{x}(t) \]  

\[ (30) \]

The optimal feedback control law \( u = u^* \) that minimizes \( J_1 \) is

\[ u^*(t) = -R^{-1}(S + BT_0)\dddot{x}(t) \]  

for \( K, T_0 \) solving the algebraic matrix equation

\[ \begin{pmatrix} 0 & K^T \\ K & 0 \end{pmatrix} + Q - (S + BT_0)^T R^{-1} (S + BT T_0) = 0 \]  

\[ (32) \]

This follows with the same arguments as in the proof of lemma 1.
Asymptotic stability

The function $V(\tilde{z}, t)$ of (28) can be viewed as a sum of a kinetic energy and a potential energy from a set of springs with a stiffness matrix $K$. The controlled motion keeps stable with an equilibrium on the prescribed reference trajectory as long as $V$ does not grow. This physical analogy can be formalized in a stability proof as follows:

**Theorem 2:**

The function $V$ of (28) is a Lyapunov function for the system controlled with the optimal control (26) under assumptions (A1-7).

$$V(\tilde{z}(t), t) = \frac{1}{2} \tilde{z}^T T_0^T \begin{pmatrix} M(q) & 0 \\ 0 & K \end{pmatrix} T_0 \tilde{z}$$

The Lyapunov function derivative $\dot{V} = dV/dt < 0$ for $||\tilde{z}|| \neq 0$ and global asymptotic stability holds for $Q > 0, R > 0$.

**Proof:**

The quadratic function $V(\tilde{z}, t)$ is a suitable Lyapunov function candidate because it is positive, radially growing with $||\tilde{z}||$. It is continuous and has a unique minimum at the origin of the error-space. It remains to show that $\dot{V} < 0$ for all $||\tilde{z}|| \neq 0$. From the solution of the Hamilton-Jacobi equation (18) it follows that $dV/dt + L = \partial V/\partial t + H^* = 0$ is constant for $u = u^*$ so that

$$\frac{dV(\tilde{z}, t)}{dt} = -L(\tilde{z}, u^*) = -\frac{1}{2} \tilde{z}^T (T_0^T B R^{-1} B^T T_0 + Q) \tilde{z} < 0; \quad \forall t > 0, \tilde{z} \neq 0.$$  (33)

The Lyapunov function derivative (33) is negative definite and the proposition of the theorem then follows directly from the properties of Lyapunov functions, see [11].

**The Control Law**

The optimal control was given as the feedback control

$$u^*(t) = -R^{-1}B^T T_0 \tilde{z}(t)$$  (34)

Calculation of the appropriate external torques to apply is then obtained with the 'computed torque' method from (1), (12) and (15) as the acceleration equation

$$M(q)\ddot{q} = M(q)T_{11}^{-1}(M(q)^{-1}u^* - T_{12}\dot{q} - \frac{1}{2}M(q)^{-1}\dot{M}(q, q)T_1 \tilde{z})$$  (35)

12
This gives the 'optimal torque' \( \tau^* \) calculated via assumptions (A1-7)

\[
\tau^* = M(q) \left( \ddot{q}_r - T_{11}^{-1} T_{12} \dot{q} - T_{11}^{-1} M(q)^{-1} \left( \frac{1}{2} \dot{M}(q, \dot{q}) + R^{-1} \right) B^T T_0 \ddot{z} \right) + C(q, \dot{q}) \dot{q} + G(q) \tag{36}
\]

This control law is considerably simplified for a diagonal \( T_{11} = t_{11} I_{n \times n}, t_{11} \in R \) which is obtained for a special choice of \( Q, R \) (and \( S \)). It is then not necessary to involve the complicated \( M(q)^{-1} \) in the control law calculations.

\[
\tau^* = \frac{1}{t_{11}} \left( M(q)(t_{11} \ddot{q}_r - T_{12} \dot{q}) - \frac{1}{2} \dot{M}(q, \dot{q}) B^T T_0 \ddot{z} + u^* \right) + C(q, \dot{q}) \dot{q} + G(q)
\]

with

\[
u^* = -R^{-1} B^T T_0 \ddot{z}
\]

A further simplification of (37) to a case with \( q_r \equiv 0, T_{12} = 0 \) gives the control law \( u^* \) with the physical interpretation (10) of minimized torque.

### Self-optimizing adaptation

The 'exact linearization' or 'computed torque' method (37) can be viewed as a feedforward control with respect to \( M, C, G \) and its accuracy thus relies on good knowledge of \( M, C, G \). In cases with uncertain or time-varying parameters of \( M, C, G \) there is a need of identification and adaptation of the optimal control to the operating conditions. Adaptation of the 'exact linearization' or the 'computed torque' method is easily implemented only if accelerations are available for measurements. The presented optimal control algorithm (37), however, is straightforward to modify for self-optimizing adaptive control.

The matrices \( M, C, G \) are assumed (A6) to have a known structure but the parameters are now assumed unknown, cf. (A7). Let the optimal control law be expressed in terms of unknown parameters \( \theta \in R^p \) of \( M, C, G \) and the data vectors \( \psi \in R^{n \times p}, \psi_0 \in R^n \). The vectors \( \psi_0 \) contains terms of \( \tau^* \) that can be computed without reference to unknown or uncertain parameters.

\[
\tau^* = \frac{1}{t_{11}} \left( M(q)(t_{11} \ddot{q}_r - T_{12} \dot{q}) - \frac{1}{2} \dot{M}(q, \dot{q}) B^T T_0 \ddot{z} + u^* \right) + C(q, \dot{q}) \dot{q} + G(q) = \frac{1}{t_{11}} (\psi \dot{\theta} + \psi_0 + u^*) \tag{38}
\]

The adaptive control law is a modification of (38) with \( \theta \) replaced by an estimate \( \hat{\theta} \)

\[
\tau = \frac{1}{t_{11}} (\psi \hat{\dot{\theta}} + \psi_0 + u^*) = \frac{1}{t_{11}} \left( \hat{M}(q)(t_{11} \ddot{q}_r - T_{12} \dot{q}) - \frac{1}{2} \hat{\dot{M}}(q, \dot{q}) B^T T_0 \ddot{z} + u^* \right) + \hat{C}(q, \dot{q}) \dot{q} + \hat{G}(q) \tag{39}
\]
Figure 1. Organisation of optimal control and adaptation \((T_1 = I)\).

The resulting, effective control variable \(u\) in case of uncertain parameters can be computed from (38) and (39) as

\[
u = u^* + \psi \tilde{\theta}; \quad u^* = - R^{-1} B^T T_0 \tilde{x}
\]

where \(\tilde{\theta}\) denotes the vector of parameter errors \(\tilde{\theta} = \hat{\theta} - \theta\). This control law is no longer optimal in the sense of (15) due to the term \(\psi \tilde{\theta}\). Let the parameter error \(\tilde{\theta}\) be included in a new state vector \(\bar{X}\) that suffices to describe the error dynamics.

\[
\bar{X} = \left[ \begin{array} {c} \bar{x} \\ \tilde{\theta} \end{array} \right]
\]

The following Lyapunov design of parameter adjustment can make the solution systematically tend toward the optimal solution. Introduce the following Lyapunov function candidate \(V_X\)

\[
V_X(\bar{X}, t) = V(\bar{x}, t) + V_\theta(\tilde{\theta}) = \frac{1}{2} \bar{x}^T T_0^T \left( \begin{array} {cc} M(q) & 0 \\ 0 & K \end{array} \right) T_0 \bar{x} + \frac{1}{2} \tilde{\theta}^T K_\theta \tilde{\theta}; \quad K_\theta = K_\theta^T > 0
\]

where \(V\) is the solution to the Hamilton-Jacobi equation (19) and \(V_\theta\) is a quadratic functional of parameter errors. Moreover, \(V_X\) is a function of the full error state with a unique minimum at the origin of error state space. The function \(V_X\) is thus feasible as a Lyapunov function candidate for the adaptive (sub)optimal system with the derivative

\[
\dot{V}_X = \dot{V} + \dot{V}_\theta = - \frac{1}{2} \bar{x}^T (Q + T_0^T B R^{-1} B^T T_0) \bar{x} + \bar{x}^T T_0^T B \psi \tilde{\theta} + \tilde{\theta}^T K_\theta \tilde{\theta}
\]
The following adaptation law (44)

\[
\dot{\theta} = -K_\theta^{-1}\psi^T B^T T_0 \ddot{\varepsilon}
\]  

(44)

and the control law (39) assures that \( \dot{V}_X \) is equal to \( \dot{V} \) of (33) for constant parameters \( \theta \).

\[
\frac{dV_X(\ddot{X}, t)}{dt} = -\frac{1}{2}\ddot{\varepsilon}^T (Q + T_0^T BR^{-1} B^T T_0) \ddot{\varepsilon}
\]  

(45)

This proves that the system is globally stable (in the sense of Lyapunov) and the adaptation eventually makes the control system optimal. The adaptation thus makes the system work as a self-optimizing control system or an extremum controller. The performance degradation due to the parameter errors can be evaluated as

\[
\frac{1}{2} \int_{t_0}^{\infty} \ddot{\varepsilon}^T (Q + T_0^T BR^{-1} B^T T_0) \ddot{\varepsilon} dt \leq V_X(\ddot{X}(t_0), t_0) = J(u^*) + V_\theta(\bar{\theta}(t_0))
\]  

(46)

We summarize and formalize the given statements as theorem 3.

**THEOREM 3:**

Assume that the optimal control \( u^* \) is determined as stated in theorem 2. Let the optimal control law be expressed in terms of unknown parameters \( \theta \) \( \in \mathbb{R}^p \) of \( M, C, G \) and the data vectors \( \psi \) \( \in \mathbb{R}^{n \times p} \), \( \psi_0 \) \( \in \mathbb{R}^n \). The vectors \( \psi_0 \) contains terms of \( \tau^* \) that can be computed without reference to unknown or uncertain parameters.

\[
M(q)(\dot{t}_{11} \dot{q} - \dot{T}_{12} \dot{q}) - \frac{1}{2} \dot{M}(q, \dot{q}) B^T T_0 \ddot{\varepsilon} + t_{11}(C(q, \dot{q}) \dot{q} + G(q)) = \psi_0 + \psi_0
\]  

(47)

The adaptive control law with \( \theta \) replaced by an estimate \( \bar{\theta} \) \( \in \mathbb{R}^p \) is

\[
\tau = \frac{1}{t_{11}}(\dot{\psi_0} + \psi_0 + u^*)
\]  

(48)

with the adaptation law

\[
\dot{\bar{\theta}} = -K_\theta^{-1}\psi^T B^T T_0 \ddot{\varepsilon}
\]  

(49)

The Lyapunov function \( V_X \)

\[
V_X(\ddot{X}, t) = \frac{1}{2} \ddot{\varepsilon}^T T_0^T \begin{pmatrix} M(q) & 0 \\ 0 & K \end{pmatrix} T_0 \ddot{\varepsilon} + \frac{1}{2} \ddot{\bar{\theta}}^T K_\theta \ddot{\bar{\theta}}; \quad K_\theta = K_\theta^T > 0
\]  

(50)

with the negative semidefinite derivative

\[
\dot{V}_X = \dot{V} + \dot{V}_\theta = -\frac{1}{2} \ddot{\varepsilon}^T (Q + T_0^T BR^{-1} B^T T_0) \ddot{\varepsilon} \leq 0; \quad \forall \ddot{X} \neq 0
\]  

(51)
then assures that the self-optimizing adaptive (sub)optimal control solution (48-49) is \( L^2 \)-stable and uniformly globally stable in the sense of Lyapunov for constant parameters \( \theta \). The solution reaches the the optimal solution for \( \bar{\theta} = 0 \).

\[ \square \]

**Proof:**

The theorem is immediately verified by application of (49) to (43) under the conditions of constant parameters \( \theta \) and theorems 1, 2. The solution reaches the optimal solution for \( \bar{\theta} = 0 \). The Lyapunov function derivative is negative semidefinite w.r.t. \( \bar{X} \) and negative definite w.r.t. \( \bar{z} \).

\[ \square \]

**A simulated example**

![Figure 2. A two-link manipulator with masses \( m_1 \) and \( m_2 \).](image)

We consider trajectory planning for a weight lifting operation of the two-link example in Fig. 1 with point masses \( m_1, m_2 \) [kg], lengths \( l_1, l_2 \) [m], angular positions \( q_1, q_2 \) [rad], and torques \( \tau_1, \tau_2 \) [Nm]. The cost functional to minimize is assumed to be:

\[
J(u) = \int_0^\infty \left( \begin{array}{c} \dot{q}^T \\ q^T \end{array} \right) Q \left( \begin{array}{c} \dot{q} \\ q \end{array} \right) + u^T R u \ dt; \quad u = \tau - G(q)
\] (52)
with $Q = 100I_{4 \times 4}$, and $R = 0.02I_{2 \times 2}$. The reference values of (4) are $q_e = 0$, $q_r = 0$. The motion equations of Lagrangian mechanics may be derived from the kinetic and potential energies.

$$T(q, \dot{q}) = \frac{1}{2} \dot{q}^T M(q) \dot{q}; \quad U(q) = (m_1 + m_2)gl_1 c_1 + m_2 gl_2 c_2$$  \hspace{1cm} (53)

with

$$M(q) = \begin{bmatrix}
(m_1 + m_2)l_1^2 & m_2 l_1 l_2 (s_1 s_2 + c_1 c_2) \\
m_2 l_1 l_2 (s_1 s_2 + c_1 c_2) & m_2 l_2^2
\end{bmatrix}$$  \hspace{1cm} (54)

with the short notation $c_2 = \cos(q_2)$, $s_1 = \sin(q_1)$, etc. The motion equations are

$$\tau = M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q); \quad \theta = m_2$$  \hspace{1cm} (55)

where

$$C(q, \dot{q}) = \frac{1}{2} \dot{M}(q, \dot{q}) = \begin{bmatrix}
0 & \frac{1}{2} m_2 l_1 l_2 (c_1 s_2 - s_1 c_2) (\dot{q}_1 - \dot{q}_2) \\
\frac{1}{2} m_2 l_1 l_2 (c_1 s_2 - s_1 c_2) (\dot{q}_1 - \dot{q}_2) & 0
\end{bmatrix}$$

and the gravitation

$$G(q) = \begin{bmatrix}
-(m_1 + m_2) l_1 g s_1 \\
-m_2 l_2 g s_2
\end{bmatrix}$$  \hspace{1cm} (56)
Theorem 1 and 2 are valid for this example with $T_{11} = T_{22} = \sqrt{2}I_{nxn}$ and $t_{11} = \sqrt{2}$. Let $v_1 = \begin{pmatrix} v_{11} & v_{12} \end{pmatrix}^T = t_{11}\ddot{q}_r - T_{12}\dot{q}_r$, $v_2 = \begin{pmatrix} v_{21} & v_{22} \end{pmatrix}^T = t_{11}\dot{q}_r - B^T T_0 \ddot{x}$. The matrices $\psi$, $\psi_0$ of (48) are

$$\psi = \begin{bmatrix} l_1^2 v_{11} + l_1 l_2 (s_1 s_2 + c_1 c_2) v_{12} + \frac{1}{2} l_1 l_2 (c_1 s_2 - s_1 c_2) (\dot{q}_1 - \dot{q}_2) v_{22} - t_{11} g l_1 s_1 \\ l_1 l_2 (s_1 s_2 + c_1 c_2) v_{11} + l_2^2 v_{12} + \frac{1}{2} l_1 l_2 (c_1 s_2 - s_1 c_2) (\dot{q}_1 - \dot{q}_2) v_{21} - t_{11} g l_2 s_2 \end{bmatrix}$$

$$\psi_0 = \begin{bmatrix} m_1 l_1^2 v_{11} - m_1 t_{11} l_1 g s_1 \\ 0 \end{bmatrix}$$

The resulting control law is then

$$\begin{pmatrix} \tau_1 \\ \tau_2 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} \psi_1 \\ \psi_2 \end{bmatrix} \theta + \begin{bmatrix} \psi_{01} \\ \psi_{02} \end{bmatrix} - 50 \begin{bmatrix} \dot{q}_1 \\ \dot{q}_2 \end{bmatrix} - 50 \begin{bmatrix} q_1 \\ q_2 \end{bmatrix}$$

Theorems 1 and 2 are valid for this example so that stable optimal control can be anticipated. Simulations are shown in Fig. 3 for $m_1 = 1$ [kg], $m_2 = 10$ [kg], $l_1 = 1$ [m], and $l_2 = 1$ [m] and initial values $q_1 = q_2 = \pi/2$ [rad] and zero velocities. Notice that the Lyapunov function decreases everywhere (Fig. 3).
Assume now that the weight of the load \( m_2 = \theta = 10 \) [kg] is unknown so that adaptation is necessary. Choose the adaptation matrix \( K_\theta = 3 \). The resulting control law of (48-49) is then

\[
\dot{\theta} = -\frac{\sqrt{2}}{3} \psi^T \begin{pmatrix} \dot{q}_1 \\ \dot{q}_2 \end{pmatrix} - \frac{\sqrt{2}}{3} \psi^T \begin{pmatrix} q_1 \\ q_2 \end{pmatrix} \\
\begin{pmatrix} \tau_1 \\ \tau_2 \end{pmatrix} = \frac{1}{\sqrt{2}} \left( \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} \right) \hat{\theta} + \left( \begin{pmatrix} \psi_{01} \\ \psi_{02} \end{pmatrix} \right) - 50 \begin{pmatrix} \dot{q}_1 \\ \dot{q}_2 \end{pmatrix} - 50 \begin{pmatrix} q_1 \\ q_2 \end{pmatrix}
\]

(60)

A simulation that includes the self-optimizing adaptation is shown in Fig. 4 with the initial estimate \( \hat{\theta} = 1 \). All other initial conditions and system are the same as in Fig. 3. Apart from the initial adaptation transients the result is very similar to the optimal control simulation of Fig. 3. This indicates that the algorithm is capable to compensate for tenfold gain variations in the moment of inertia with quite good results.

**Discussion and Conclusions**

A time-variant optimal control problem of rigid body motion has been solved with explicit solutions to the Hamilton-Jacobi equation. The optimal solution provides asymptotically stable optimal control. Globally stable adaptive control for self-optimization has been designed to solve the case of uncertain parameters.

The proposed solutions contribute to the understanding of the close connections between classical mechanics and optimization theory for motion control. The matrix \( K \) of (28) represents a spring action around the desired position while terms containing \( M(q) \) represents kinetic energy. The Hamiltonian \( \mathcal{H} = T + U \) of analytical mechanics may be compared with the Hamilton-Jacobi solution \( V(\mathbf{z}, t) \) that represents a sum of kinetic energy and a 'potential energy' of a spring action described by a stiffness matrix \( K \). The spring action thus formally replaces the gravitation as the source of potential energy.

The optimal control is globally asymptotically stable while the self-optimizing adaptive control is globally stable in the sense of Lyapunov. The uniform stability in the sense of Lyapunov follows from the existence of a negative semidefinite Lyapunov function derivative as shown in theorem 3. Finite initial conditions and \( q_r, \dot{q}_r \in L^\infty \) mean that \( V(\mathbf{z}(t_0), t_0) \) is bounded. A finite value of the Lyapunov function \( V \) necessarily means a finite magnitude of the tracking errors \( \mathbf{\tilde{q}}, \dot{\mathbf{\tilde{q}}} \). The \( L^\infty \)-stability follows from the fact that the Lyapunov function can only decrease with time.

The control law contains linear and nonlinear compensations that can be calculated with algebraic matrix equations (25). The matrices \( T_{11}, T_{12} \) providing velocity and position...
feedback are easily computed from the weighting matrices of control optimization. The closed-loop properties may be effectively chosen with the weighting matrices $Q, R$ of (16). These matrices may be chosen according to the common design experiences in linear quadratic optimal control. The self-optimizing adaptation may be chosen with the weighting matrix $K_\theta$.

The presented optimal control algorithm exhibits a certain similarity to the linear quadratic control problem. Equation (22) and the algebraic Riccati equation are similar but the solutions are very different. The Riccati equation solution is positive definite but the present algorithm does not in general provide a symmetric weighting matrix $T_0$.

Secondly, the solution to the Hamilton-Jacobi equation in the linear quadratic control case is not composed in the same way as the solution (28) of the present work.

It is interesting to see that the optimization prescribes a non-zero $T_{12}$ of the state transformation matrix of $V$ to guarantee asymptotic stability. This state space transformation obtained with $T_0$ might be understood from a linear systems viewpoint. State-space equations of stable linear systems expressed in variables of velocities and positions (4) contain a dynamics matrix with eigenvectors $v = \begin{pmatrix} v_1^T & v_2^T \end{pmatrix}^T$ obtained from the eigenvalue problem

$$\begin{pmatrix} -K_d & -K_p \\ I & 0 \end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = \begin{pmatrix} -\lambda I & 0 \\ 0 & -\lambda I \end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} \Rightarrow v_1 + \lambda v_2 = 0 \quad (61)$$

This means that velocity and position coordinates necessarily are dependent. The state space transformation (12) may therefore serve to eliminate some redundancy while keeping the full state space order, cf. Ceranowicz et al [3].

Many application tasks of controlled motion must be solved in due time and it can thus be argued that the infinite time problem is less relevant for applied motion control. However, a minor reformulation of the treated optimization problem shows that the treated problem has much relevance for practice. The considered infinite-time optimization criterion can be viewed as a finite time problem with a performance optimization together with an end point condition at $t = t_f$ on the closed-loop stability.

$$V_X(x(t_0), t_0) = \int_{t_0}^{t_f} L(\dot{x}, u^*) dt = \int_{t_0}^{t_f} L(\dot{x}, u^*) dt + V_0(x(t_f), t_f) \quad (62)$$

Notice that the Lagrangian $L$ is positive so that $V(\dot{x}(t_f), t_f) < V(\dot{x}(t_0), t_0)$. This offers a possibility of learning action that can be obtained also for finite-time operation with
periodic or iterative motion. The self-optimizing adaptation of an optimal trajectory intended for periodic motion may thus be made by a few repetitive trials.

The application potential of the proposed methodology lies in the control design in areas such as robotics and flight control and in motion control analysis of e.g. biomechanics. Both optimal feedback control laws and optimal trajectory planning can be derived with the present approach. The self-optimizing adaptation is valuable for cases of uncertain or time-varying system parameters as well as for reconfiguration of the control system.

Only rigid body motion has been explicitly treated here. Structural flexibilities that can be modelled by methods of analytical mechanics may be included in the equations (1) and thus in the optimal control solution. Notice however that the presented method relies on measurement of all velocity and position variables. This may be a practical difficulty for applications to active damping.

Several extensions of the methods of this paper can be outlined. Finite-time optimization with a time-varying $K(t)$ leads to matrix equations that require matrix inversion of $M(q)$ and is thus computationally more complicated than the presented solution.
Appendix 1: Proof of Lemma 1

The Hamilton-Jacobi equation

The theorem claims that the Hamilton-Jacobi equation

$$\frac{\partial V(\vec{z}, t)}{\partial t} = \min_u \left( \frac{\partial V(\vec{z}, t)}{\partial \vec{z}} \right)^T \dot{\vec{z}} + L(\vec{z}, u)$$

is satisfied for a function

$$V(\vec{z}, t) = \frac{1}{2} \vec{z}^T T_0 T \left( \begin{array}{cc} M(q) & 0 \\ 0 & K \end{array} \right) T_0 \vec{z}$$

The proof contains four steps:

1: Verification that $V = V(\vec{z}, t)$
2: Evaluation of partial derivatives of $V$,
3: Derivation of the $u$ that minimizes $H$ of (17)
4: Verification that $V$ solves (19).

Firstly, it is necessary to verify that $V$ and thus $M(q)$ is a function of $\vec{z}$ and $t$ only. Notice that the reference value $q_r(t)$ is by definition a function of $t$ only. It is then obvious that

$$M(q) = M(\vec{q} + q_r(t)) = M(\vec{z}, t) \quad (A1.1)$$

The inertia matrix $M(q)$ is thus a function of the error-state $\vec{z}$ and the time $t$ which implies that $V = V(\vec{z}, t)$. The time derivative of the inertia matrix can be expressed as

$$\frac{dM(q)}{dt} = \frac{dM(\vec{q} + q_r(t))}{dt} = \left( \frac{\partial M(q)}{\partial \vec{q}} \right)^T \frac{d\vec{q}}{dt} + \left( \frac{\partial M(q)}{\partial q_r} \right)^T \frac{dq_r}{dt}$$

or

$$\dot{M}(q, q) = \left( \frac{\partial M(q)}{\partial \vec{q}} \right)^T \frac{d\vec{q}}{dt} + \left( \frac{\partial M(q)}{\partial q_r} \right)^T \frac{dq_r}{dt} \quad (A1.2)$$

Secondly, partial derivatives of the function $V$ need to be evaluated in order to test the hypothesis that $V$ solves the Hamilton-Jacobi equation. The partial derivative of $V$ with respect to time is

$$\frac{\partial V(\vec{z}, t)}{\partial t} = \frac{1}{2} \vec{z}^T T_0 T \left( \begin{array}{cc} \frac{\partial M(\vec{z}, t)}{\partial \vec{z}} & 0 \\ 0 & 0 \end{array} \right) T_0 \vec{z}$$

$$\frac{\partial V(\vec{z}, t)}{\partial t} = \left( \frac{\partial V(\vec{z}, t)}{\partial \vec{q}} \right)^T \frac{d\vec{q}}{dt} + \left( \frac{\partial V(\vec{z}, t)}{\partial q_r} \right)^T \frac{dq_r}{dt} \quad (A1.3)$$

$$\frac{\partial V(\vec{z}, t)}{\partial t} = \left( \frac{\partial V(\vec{z}, t)}{\partial q_r} \right)^T \frac{dq_r}{dt} = \left( \frac{\partial V(\vec{z}, t)}{\partial \vec{x}_r} \right)^T \frac{dx_r}{dt} = \left( \frac{\partial V(\vec{z}, t)}{\partial \vec{x}_r} \right)^T \frac{dx_r}{dt} \quad (A1.4)$$
The gradient of $V$ with respect to the error-state $\tilde{z}$ is

$$
\frac{\partial V(\tilde{z}, t)}{\partial \tilde{z}} = T_0^T \left( \begin{array}{cc} M(\tilde{z}, t) & 0_{n \times n} \\ 0_{n \times n} & K \end{array} \right) T_0 \tilde{z} + \frac{1}{2} \tilde{z}^T T_0^T \left( \begin{array}{cc} \frac{\partial M(\tilde{z}, t)}{\partial \tilde{z}} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{array} \right) T_0 \tilde{z}
$$

(A1.5)

Expression (A1.5) is a function of $\tilde{z}$ and $t$ only and does not explicitly depend on $\bar{q}, \bar{\bar{q}}$ or $u$. This gives

$$
(\frac{\partial V(\tilde{z}, t)}{\partial \tilde{z}})^T \dot{\tilde{z}} = z^T T_0^T \left( \begin{array}{cc} M(\tilde{z}, t) & 0_{n \times n} \\ 0_{n \times n} & K \end{array} \right) T_0 \tilde{z} + \frac{1}{2} \sum_{k=1}^{2n} \tilde{z}^T T_0^T \left( \begin{array}{cc} \frac{\partial M(\tilde{z}, t)}{\partial \tilde{a}_k} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{array} \right) T_0 \tilde{z}
$$

(A1.6)

The state space equation from $u$ to $\tilde{z}$ of (13) is

$$
\dot{\tilde{z}} = T_0^{-1} \left( \begin{array}{cc} -\frac{1}{2} M(q)^{-1} \dot{M}(q, \dot{q}) & 0_{n \times n} \\ T_{11}^{-1} & -T_{11}^{-1} T_{12} \end{array} \right) T_0 \tilde{z} + T_0^{-1} \left( \begin{array}{c} M(q)^{-1} \\ 0_{n \times n} \end{array} \right) u
$$

(13)

Substitution of $\tilde{z}$ in (A1.6) gives

$$
(\frac{\partial V(\tilde{z}, t)}{\partial \tilde{z}})^T \dot{\tilde{z}} = z^T T_0^T \left( \begin{array}{cc} M(\tilde{z}, t) & 0_{n \times n} \\ 0_{n \times n} & K \end{array} \right) T_0 \tilde{z} + \tilde{z}^T T_0^T B u +
$$

$$
+ \frac{1}{2} \tilde{z}^T T_0^T \left( \begin{array}{cc} -\dot{M}(q, \dot{q}) + \sum_{k=1}^{2n} \frac{\partial M(\tilde{z}, t)}{\partial a_k} \tilde{a}_k & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{array} \right) T_0 \tilde{z}
$$

(A1.7)

The last term of (A1.7) is not explicitly dependent of $u, \bar{q}$ because $M(\tilde{z}, t) = M(q)$ is a function of $q$. Recall that the Lagrangian is

$$
L(\tilde{z}, u) = \frac{1}{2} \tilde{v}(t) \bar{Q} \tilde{v}(t) + \frac{1}{2} u(t)^T R u(t)
$$

(16)

A candidate of the Hamiltonian $H$ (17) is the sum of (A1.7) and (16). A third step is now to evaluate how $H$ depends on $u \in \mathbb{R}^n$. The $u = u^*$ for which $H$ has its minimum value is obtained from the partial derivatives with respect to $u$. Only the second terms of (A1.7) and (16) contribute to the partial derivatives.

$$
\frac{\partial H}{\partial u} = \frac{\partial}{\partial u} \left( (\frac{\partial V(\tilde{z}, t)}{\partial \tilde{z}})^T \dot{\tilde{z}} + L(\tilde{z}, u) \right) = B^T T_0 \tilde{z} + Ru
$$

(A1.8)

Extremals of the Hamiltonian with respect to $u$ is found by setting the partial derivatives $\partial H/\partial u$ equal to zero. The minimum is obtained for $u = u^*$

$$
u^* = -R^{-1} B^T T_0 \tilde{z}
$$

(A1.9)

A fourth step is now to verify that the suggested $V$ satisfies (19). The time derivative of $V$ is composed of (A1.7) and (A1.3-4)

$$
\frac{dV(\tilde{z}, t)}{dt} = \frac{\partial V(\tilde{z}, t)}{\partial \tilde{z}} + (\frac{\partial V(\tilde{z}, t)}{\partial \tilde{z}})^T \dot{\tilde{z}} =
$$
\[
\dot{z} = -T_0 T_0^T \begin{pmatrix} M(q) & 0_{n \times n} \\ 0_{n \times n} & K \end{pmatrix} T_0 \dot{z} + \frac{1}{2} \dot{z} T_0 T_0^T \begin{pmatrix} M(q, q) & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{pmatrix} T_0 \dot{z} 
\]  

(A1.10)

Substitution of \( \dot{z} \) of (13) into (A1.10) gives

\[
\frac{dV(\bar{z}, t)}{dt} = \frac{1}{2} \bar{z}^T \begin{pmatrix} 0 & K^T \\ K & 0 \end{pmatrix} \bar{z} + \bar{z}^T T_0^T B u 
\]

(A1.11)

Application of \( u = u^* \) to \( \dot{V} \) gives

\[
\frac{dV(\bar{z}, t)}{dt} = \frac{1}{2} \bar{z}^T \begin{pmatrix} 0 & K^T \\ K & 0 \end{pmatrix} \bar{z} - \bar{z}^T T_0^T B R^{-1} B T_0 \bar{z}
\]

(A1.12)

Application of \( u = u^* \) on the Lagrangian of optimal control

\[
L(\bar{z}, u^*) = \frac{1}{2} \bar{z}^T (Q + T_0^T B R^{-1} B T_0) \bar{z}
\]

(A1.13)

The Hamilton-Jacobi equation is satisfied for \( u = u^* \) if

\[
\frac{\partial V(\bar{z}, t)}{\partial t} + (\frac{\partial V(\bar{z}, t)}{\partial \bar{z}})^T \bar{z} + L(\bar{z}, u^*) = \frac{1}{2} \bar{z}^T \begin{pmatrix} 0 & K^T \\ K & 0 \end{pmatrix} \bar{z} + Q - T_0^T B R^{-1} B T_0 \bar{z} = 0
\]

(A1.14)

It now follows that \( V(\bar{z}, t) \) is a solution to the Hamilton-Jacobi equation, a Hamilton's principal function, for \( u = u^* \) and matrices \( K, T_0 \) solving the algebraic matrix equation

\[
\bar{z}^T \begin{pmatrix} 0 & K^T \\ K & 0 \end{pmatrix} + Q - T_0^T B R^{-1} B T_0 \bar{z} = 0; \quad \forall \bar{z}
\]

(22)

This proves lemma 1.

\[\square\]

Appendix 2: Proof of Theorem 1

From lemma 1 is known that

\[
V(\bar{z}(t), t) = \frac{1}{2} \bar{z}^T T_0 T_0^T \begin{pmatrix} M(q) & 0 \\ 0 & K \end{pmatrix} T_0 \bar{z}
\]

(21)

solves the Hamilton-Jacobi equation for \( K = K^T, T_0 \) solving the algebraic matrix equation

\[
\bar{z}^T \begin{pmatrix} 0 & K \\ K & 0 \end{pmatrix} + Q - T_0^T B R^{-1} B T_0 \bar{z} = 0
\]

(22)

The optimal feedback control law \( u = u^* \) that minimizes \( J \) is

\[
u^*(t) = -R^{-1} B T_0 \bar{z}(t)
\]

(A2.1)
Let the weighting matrix $Q, R$ of the Lagrangian be factorized with Cholesky-factorizations $Q_1, Q_2, R_1$ of (24) so that and choose

$$T_0 = \begin{pmatrix} T_{11} & T_{12} \\ 0 & I_{n \times n} \end{pmatrix} = \begin{pmatrix} R_1^T Q_1 & R_1^T Q_2 \\ 0 & I_{n \times n} \end{pmatrix}$$

$$K = \frac{1}{2} (Q_1^T Q_2 + Q_2^T Q_1) - \frac{1}{2} (Q_{12}^T + Q_{12})$$

(25)

Application of these factorizations and the conditions of (24) directly shows that $K = K^T > 0$. The matrices $K, T_0$ of (25) solve the algebraic matrix equation of (22)

$$\begin{pmatrix} \begin{pmatrix} 0 & K \\ K & 0 \end{pmatrix} + Q - T_0^T B R^{-1} B^T T_0 \end{pmatrix} = 0$$

or with application of (25)

$$\begin{pmatrix} \begin{pmatrix} 0 & K \\ K & 0 \end{pmatrix} + Q_{11} & Q_{12} \\ Q_{12}^T & Q_{22} \end{pmatrix} - \begin{pmatrix} Q_1^T Q_1 & Q_1^T Q_2 \\ Q_2^T Q_1 & Q_2^T Q_2 \end{pmatrix} \end{pmatrix} = 0 \quad (A2.2)$$

The Hamilton-Jacobi equation is satisfied because

$$\frac{\partial V(\tilde{x}, t)}{\partial t} + \left( \frac{\partial V(\tilde{x}, t)}{\partial \tilde{x}} \right)^T \tilde{z} + L(\tilde{x}, u) = \frac{1}{2} \tilde{z}^T \begin{pmatrix} 0 & K \\ K & 0 \end{pmatrix} + Q - T_0^T B R^{-1} B^T T_0 \tilde{z} = 0$$

(A2.3)

Notice that $V \geq 0$ for all positive definite $K$. The cost function may then be evaluated as

$$\int_{t_0}^{t_f} L(\tilde{z}, u^*) dt = \int_{t_0}^{t_f} -\dot{V} dt = V(\tilde{x}(t_0), t_0) - V(\tilde{x}(t_f), t_f) \leq V(\tilde{x}(t_0), t_0)$$

(A2.4)

The optimality of the control follows from (A2.3) and it follows that $\tilde{z} \in L^2(t_0, t_f), \forall t_f \geq t_0$. The claim on $L^2-$stability follows immediately from (A2.4). From (24) and (25) follows that $K = K^T > 0$ and the inertia matrix $M(q)$ is positive definite by definition (1). The function $V$ has a unique minimum at the origin. It is also nonnegative and radially growing w.r.t. $\|\tilde{z}\|$ for all $t \geq t_0$ so that it fulfills all requirements on a Lyapunov function candidate. The time derivative $dV/dt < 0$ which implies that $V$ is a Lyapunov function for a uniformly, globally, asymptotically stable system. This finishes the proof. 
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