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Abstract—In this paper, we present a statistical evaluation of an outdoor-to-indoor Multiple-Input Multiple-Output (MIMO) measurement campaign performed at 5.2 GHz. 159 measurement locations in an office building are analyzed. Our analysis pays special attention to two key assumptions that are widely used in stochastic channel models. An assumption that is used in practically every channel model is that the channel can be represented as a sum of a line-of-sight (LOS) component plus a (possibly correlated) zero-mean complex Gaussian distribution. Our investigation shows that this model does NOT adequately represent our measurement data. Our analysis also highlights the difference between the LOS power factor and the Ricean K-factor. We show that the direction-of-arrival (DOA) spectrum depends noticeably on the direction-of-departure (DOD). Therefore, the popular Kronecker model is not applicable, and the more general Weichselberger model should be used.

Index Terms—MIMO, DOA, DOD, LOS power factor, Ricean K-factor, Kronecker model, Weichselberger model.

I. INTRODUCTION

Multiple antennas at both receiver and transmitter can result in tremendous capacity improvements over single antenna systems [1]. Ultimately, the capacity gains depend on the propagation channel in which the system is operating. The establishment of good channel models is also essential both for the development of new algorithms for signal processing, modulation and coding, and for the unified testing of different system proposals in standardization. The two hallmarks of a good channel model are (i) simplicity, and (ii) agreement with reality.

There are two main categories of channel models for MIMO systems:

1) double-directional channel models [2], which describe the parameters of multipath components DOD, DOA, delay, and complex amplitudes. Such models are highly useful because they are independent of antenna configurations and describe the physical propagation alone.

2) analytical channel models, which describe the statistics of the transfer function matrix; each entry in that matrix gives the transfer function from the i-th transmit to the j-th receive antenna element. Note that it is easy to obtain an analytical channel model from a double-directional model but not the other way around.

All of the analytical models are based on the assumption that the entries of the transfer function matrix are zero-mean complex Gaussian, with the possible addition of a line-of-sight component. Furthermore, many models describe the correlation matrix of those entries as a Kronecker product of the correlation matrices at the transmit and receive side. The first assumption has, to our knowledge, generally remained unquestioned. The Kronecker assumption has been discussed more extensively recently [5], [6]. While measurement data from outdoor scenarios seem to indicate good agreement with this assumption [5], indoor data seem to deviate more [6], and as a consequence, a more general model has been developed by Weichselberger et al. [7].

In this paper, we present a statistical analysis of the results of a recent measurement campaign [8], and compare it to those popular models. Our main contributions are

• we investigate the validity of the LOS-plus-Gaussian-remainder assumption, and show that it does not hold for all measurement locations in our campaign.

• we explain this result by investigating in detail the difference between "LOS power factor" and "Ricean K-factor".

• we analyze the validity of the Kronecker model, and present detailed results on the coupling between DOAs and DODs.

II. MEASUREMENT SETUP

The measurement setup is described in detail in [8] and summarized here for the convenience of the reader. Measurement data were recorded with the RUSK ATM channel sounder. The measurements were performed at a center frequency of 5.2 GHz and a signal bandwidth of 120 MHz. The transmit antenna was an 8 element dual polarized uniform linear patch array with element spacing $\approx \lambda/2$. The receive antenna was a 16-element uniform circular array with vertically polarized monopole elements, radius $\approx \lambda$. This array had an absorber in the middle as shown in right half of Fig. 1. The measurement results directly give the channel transfer function matrix; however, for some aspects of our investigation (LOS analysis), we needed the multipath component (MPC) parameters. Those were obtained with the high-

1with the exception of the rare "keyhole scenario", see [3], [4].
sured channel matrix may be modeled as the weighted sum of a mean complex Gaussian distribution. Consequently, the mean component is present, the channel coefficients have a non-zero distribution spread over 8 different rooms and the corridor. 

 transmit position, the receiver was placed at 53 measurement positions on the roof of a nearby building. For each 193 frequency sub-channels constituted the sample data, we found that the Generalized Gamma distribution [11], [12] best represented our measured channel. The distribution is given as [11]

\[
p_{GG}(r) = \frac{c r^{(c\alpha - 1)}}{\beta c \Gamma(\alpha)} e^{-\frac{r}{\beta}}
\]

where \( \alpha, \beta, \) and \( c \) are the distribution parameters and \( \Gamma(\cdot) \) is the Gamma function. When characterizing a channel with Eq. (3) the lower tail shape of the PDF is determined by \( c\alpha - 1 \) and the upper tail by \( c \). For all LOS scenarios that were analyzed, the theoretical PDF provided a good fit to the measured data with

\[
\begin{align*}
\hat{H}_{\text{LOS}} &= \sqrt{\frac{K_{\text{LOS}}}{K_{\text{LOS}} + 1}} \hat{H}_{\text{LOS}} + \sqrt{\frac{1}{K_{\text{LOS}} + 1}} \hat{H}_{\text{res}} \\
&= \sqrt{\frac{K_{\text{LOS}}}{K_{\text{LOS}} + 1}} \hat{H}_{\text{LOS}} + \sqrt{\frac{1}{K_{\text{LOS}} + 1}} \text{un-vec} \left\{ \hat{R}^{1/2} G \right\},
\end{align*}
\]

where the estimate of the channel correlation matrix \( \hat{R} \) is computed as

\[
\hat{R} = \frac{1}{M} \sum_{m=1}^{M} \text{vec} \left\{ \hat{H}_{\text{res}} (m) \right\} \text{vec} \left\{ \hat{H}_{\text{res}} (m) \right\}^H.
\]

\( \hat{H}_{\text{LOS}} \) is the estimated and normalized contribution to the channel matrix by the LOS component. \( \hat{H}_{\text{res}} (m) \) is the estimated residue part in the \( m \) th channel matrix realization, \( G \) is a random matrix with i.i.d. zero-mean complex Gaussian entries. Further \( \text{vec} \{ \cdot \} \) is the vector operator that stacks the columns of a matrix on top of each other, un-vec{} is the inverse operation. This modeling approach of a Ricean measured channel with a Gaussian residue component did not fully fit our measurement data. Fig. 3 demonstrates an exemplary case where the magnitudes of the channel coefficients, in a measured LOS scenario, do not exhibit a Ricean distribution. The PDF was computed from the data for one measurement location, such that both spatial realizations and the 193 frequency sub-channels constituted the sample function. On further analysis of the LOS scenarios, it was revealed that some elements of the Rx array were suffering from shadow fading, i.e., the mean channel power at the elements of the Rx array, averaged over all frequencies and Tx elements, varied considerably over the array. This shadowing was due to the absorber placed in the center of the circular array. We conjecture that a similar effect would be found with a circular array of patch antennas. The possibility that the shadowing resulted from the Rx array being partially located within the first Fresnel zone of the vertical window edge was also studied but disregarded after cross-checking the relevant Rx positions on the measurement map. Figs. 5, 6 illustrate how the absorber attenuates the LOS signal received at the back elements of the Rx array. Hence the overall fading distribution of the channel coefficients is affected by which Rx elements are considered for the ensemble. In an attempt to fit various theoretical PDFs to the LOS measurement data, we found that the Generalized Gamma distribution [11], [12] best represented our measured channel. The distribution is given as [11]

\[
p_{GG}(r) = \frac{c r^{(c\alpha - 1)}}{\beta c \Gamma(\alpha)} e^{-\frac{r}{\beta}}
\]

\[
\beta = \sqrt{\frac{\Gamma(\alpha)}{\Gamma\left(\frac{c\alpha + 1}{c}\right)}}
\]

resolution SAGE algorithm [9]; only the 8 vertically polarized elements on the transmit array were considered for this analysis.

The test site is the E building at LTH, Lund University, Sweden. The site map is shown in Fig. 2. The transmitter was placed at 3 different positions on the roof of a nearby building. For each transmit position, the receiver was placed at 53 measurement positions spread over 8 different rooms and the corridor.

III. RESULTS

A. Fading Statistics of Channel Coefficients

It is well known that in a measured scenario where a LOS component is present, the channel coefficients have a non-zero mean complex Gaussian distribution. Consequently, the measured channel matrix may be modeled as the weighted sum of an estimated LOS (deterministic part) and a zero mean complex Gaussian distributed residue component [10]

\[
\hat{H}_{\text{model}} = \sqrt{\frac{K_{\text{LOS}}}{K_{\text{LOS}} + 1}} \hat{H}_{\text{LOS}} + \sqrt{\frac{1}{K_{\text{LOS}} + 1}} \hat{H}_{\text{res}}
\]

\[
= \sqrt{\frac{K_{\text{LOS}}}{K_{\text{LOS}} + 1}} \hat{H}_{\text{LOS}} + \sqrt{\frac{1}{K_{\text{LOS}} + 1}} \text{un-vec} \left\{ \hat{R}^{1/2} G \right\},
\]

\( \hat{H}_{\text{LOS}} \) is the estimated and normalized contribution to the channel matrix by the LOS component. \( \hat{H}_{\text{res}} (m) \) is the estimated residue part in the \( m \) th channel matrix realization, \( G \) is a random matrix with i.i.d. zero-mean complex Gaussian entries. Further \( \text{vec} \{ \cdot \} \) is the vector operator that stacks the columns of a matrix on top of each other, un-vec{} is the inverse operation. This modeling approach of a Ricean measured channel with a Gaussian residue component did not fully fit our measurement data. Fig. 3 demonstrates an exemplary case where the magnitudes of the channel coefficients, in a measured LOS scenario, do not exhibit a Ricean distribution. The PDF was computed from the data for one measurement location, such that both spatial realizations and the 193 frequency sub-channels constituted the sample function. On further analysis of the LOS scenarios, it was revealed that some elements of the Rx array were suffering from shadow fading, i.e., the mean channel power at the elements of the Rx array, averaged over all frequencies and Tx elements, varied considerably over the array. This shadowing was due to the absorber placed in the center of the circular array. We conjecture that a similar effect would be found with a circular array of patch antennas. The possibility that the shadowing resulted from the Rx array being partially located within the first Fresnel zone of the vertical window edge was also studied but disregarded after cross-checking the relevant Rx positions on the measurement map. Figs. 5, 6 illustrate how the absorber attenuates the LOS signal received at the back elements of the Rx array. Hence the overall fading distribution of the channel coefficients is affected by which Rx elements are considered for the ensemble. In an attempt to fit various theoretical PDFs to the LOS measurement data, we found that the Generalized Gamma distribution [11], [12] best represented our measured channel. The distribution is given as [11]

\[
p_{GG}(r) = \frac{c r^{(c\alpha - 1)}}{\beta c \Gamma(\alpha)} e^{-\frac{r}{\beta}}
\]

\[
\beta = \sqrt{\frac{\Gamma(\alpha)}{\Gamma\left(\frac{c\alpha + 1}{c}\right)}}
\]

where \( \alpha, \beta, \) and \( c \) are the distribution parameters and \( \Gamma(\cdot) \) is the Gamma function. When characterizing a channel with Eq. (3) the lower tail shape of the PDF is determined by \( c\alpha - 1 \) and the upper tail by \( c \). For all LOS scenarios that were analyzed, the theoretical PDF provided a good fit to the measured data with

![Fig. 1. An 8-element dual polarized uniform linear patch array was used at the transmit side and a 16-element vertically polarized uniform circular array was used at the receive side.](image1.png)

![Fig. 2. Site map showing locations of Tx (3rd floor) and Rx positions (2nd floor). The free space distance between the blocks is also indicated. 4-7 positions were measured in room: 2334, 2336, 2337, 2339 (referred to as north) and 2345, 2343, 2342A, 2340B (referred to as south).](image2.png)
\(\alpha\) in the range 1.2 – 3.5 and \(c\) in the range 0.7 – 1.6. For the residue channel as well as NLOS scenarios, the parameter values \(c = 2, \alpha = 1\), corresponding to a Rayleigh fading statistic [12], provided a good match to the data histogram. Figs. 3, 4 compare PDF fits to measured data for a typical LOS position. As an important consequence of our investigation, we thus find that the ”standard” model might not be universally applicable and that shadowing due to certain array configurations can distort the fading statistics. On an explanatory note, Eq. (1) may be misleading in the sense that one would expect an ensemble of measured MIMO channel matrices in a LOS scenario to have a non-zero mean. However, measured channels with a Ricean component can have zero mean. This is possible, e.g., when the channel matrices at different frequency sub-channels are treated as separate channel realizations, due to the phase-shift associated with different realizations, complex addition can result in a matrix with zero mean.

### B. LOS power factor and Ricean K-factor

The LOS power factor \(K_{\text{LOS}} = \frac{E[|H_{\text{LOS}}|^2]}{E[|H_{\text{res}}|^2]}\), extracted from measurements (un-normalized matrices), was used in modeling LOS scenarios according to Eq. (1), where \(||\cdot||_F\) denotes Frobenius norm of it’s matrix argument. The LOS estimate \(\hat{H}_{\text{LOS}}\) can be obtained from a high resolution algorithm, such as SAGE, by inserting channel parameters of the LOS path into the signal model assumed by the algorithm.

It must be stressed that this ”LOS power factor” is different from the Ricean K-factor. The LOS power factor relates physically to the line-of-sight component, which is strong, but not necessarily the only strong component. Still, it can be uniquely identified in a MIMO scenario by its DOA, DOD (they have to agree with the angles that correspond to the ”direct line” between transmitter and receiver), and the delay, which is the smallest of all multipath components. The Ricean K-factor, on the other hand, is a characteristic parameter of the amplitude distribution. It is conventionally related to the narrowband amplitude distribution;
form an arc subtending an angle $\theta \approx 67^\circ$ at the center of the array, and contain the DOA of the LOS MPC. The evaluation of the LOS power factor and the Ricean K-factor has been done for the subset elements. The results shown in Table 1 indicate a general trend that the LOS power factor is less than or similar to the Ricean K-factor. The strong exception is at the position Tx2Rx2336MW, where the LOS power factor is much stronger than the Ricean K-factor. However no explanation could be determined for this behaviour.

C. Inter-connection between DOAs and DODs

As a third topic of our investigation, we analyze the correlation between DOAs and DODs. 40 MPCs were extracted at each measured location using the SAGE algorithm. In Fig. 7 the joint DOA-DOD spectrum is shown for some Rx positions corresponding to Tx position 1. The plot shows that specific DODs are linked to specific DOAs such that the joint spectrum is not separable into the marginal spectrums. To quantify this effect, we investigate two analytical channel models that make different assumptions about the coupling between DOAs and DODs.

1) Kronecker model: The Kronecker model [5, 14] generates a correlated Rayleigh fading channel matrix as in Eq. (1) but approximates the full channel correlation matrix $\hat{\mathbf{R}}$ by the Kronecker product of the transmit and receive antenna correlation matrices; $\mathbf{R}_T$ and $\mathbf{R}_R$ respectively.

$$\hat{\mathbf{R}} = \frac{1}{tr(\mathbf{R}_R)} \hat{\mathbf{R}}_T \otimes \hat{\mathbf{R}}_R,$$

(4)

where

$$\hat{\mathbf{R}}_R = \frac{1}{M} \sum_{m=1}^{M} \mathbf{H}(m) \mathbf{H}(m)^H,$$

(5)

$$\hat{\mathbf{R}}_T = \frac{1}{M} \sum_{m=1}^{M} \mathbf{H}(m)^T \mathbf{H}(m)^*.$$

(6)

$tr(\cdot)$ represents trace of a matrix and $(\cdot)^*$ represents complex conjugate. $\mathbf{H}(m)$ is one of $M$ channel realizations. According to the Kronecker assumption, the same DOA spectrum and hence Rx correlation matrix will be produced irrespective of the DOD and vice versa. According to [6] the Kronecker underestimates the channel capacity. We analyzed the validity of the Kronecker model for various antenna arrangements and measurement locations. For the LOS scenarios, we are limited to a subset of the receive array to prevent distortion of fading statistics, hence channel matrices of small rank. Fig. 8 shows the modeled capacity plotted against the measured one for a number of measurement locations. The Kronecker model deviates only very little from the measured results for a 2x8 setup. For NLOS scenarios (Fig. 9), the larger 16x8 setup shows greater deviations between the modeled and measured capacity as explained in [15]. The measured SNR at the NLOS positions was in the range of 1-10 dB, hence the same was used as the evaluation SNR. Since noise has a Kronecker structure, the model will match 'measured' capacity better at lower capacities (small SNR) as observed in Fig 9.

2) Weichselberger Model: The Weichselberger model [7] is less restrictive than the Kronecker model in that it allows for any arbitrary coupling between the transmit and receive eigenbases, the only requirement is that the eigenbasis at Rx is independent of DOD and vice versa. The channel is modeled as [7]

$$\hat{\mathbf{H}}_{weichsel} = \hat{\mathbf{U}}_R (\hat{\Omega} \otimes \hat{\mathbf{G}}) \hat{\mathbf{U}}^T_T,$$

(7)

where the operator $\otimes$ denotes element-wise Schur-Hadamard product, $\hat{\mathbf{U}}_R$ and $\hat{\mathbf{U}}_T$ are the estimated receive and transmit eigenbasis given by the eigenvalue decomposition of the respective antenna correlation matrices, $\hat{\mathbf{G}}$ is a random fading matrix with i.i.d. complex Gaussian entries, and $\hat{\Omega}$ is the element-wise square root of the power coupling matrix $\Omega$. The $i,j$-th entry of the power coupling matrix gives the average power coupled between the $i$-th receive and $j$-th transmit eigenmode, the matrix is estimated as

$$\hat{\Omega} = \frac{1}{M} \sum_{m=1}^{M} \left[ (\hat{\mathbf{U}}^H_R (m) \hat{\mathbf{U}}_T) \otimes \left( \hat{\mathbf{U}}^H_R (m)^* \hat{\mathbf{U}}_T^* \right) \right].$$

(8)

Fig. 7. Joint DOA DOD plot for the South rooms, Tx position 1. Marker size is scaled relative to power of the strongest component [dB scale].
where $H(m)$ is the $m$-th channel realization. The Weichselberger model becomes the Kronecker model if and only if [7]

$$
\Omega = \frac{1}{\sqrt{\text{tr}[R_X]}} \begin{bmatrix}
\lambda_{RX,1} \\
\lambda_{RX,2} \\
\vdots \\
\lambda_{RX,N_R}
\end{bmatrix} \begin{bmatrix}
\lambda_{TX,1} \\
\lambda_{TX,2} \\
\vdots \\
\lambda_{TX,N_T}
\end{bmatrix}^T,
$$

(9)

where $\lambda_{RX,n_R}$ and $\lambda_{TX,n_T}$ represent the eigenvalues of the correlation matrices at the receive and transmit side respectively. The coupling matrix in Eq. (9) has rank one. Figs. 8, 9 compare the modeled capacity with the Kronecker and measured one.

**IV. CONCLUSIONS**

Our analysis shows that the widely used assumption in channel modeling, that the channel can be represented as a sum of a weighted LOS component plus a zero-mean complex Gaussian distribution may not adequately represent measured data, i.e., shadow fading due to certain array configurations can distort the fading statistics of the channel. In such scenarios, the Generalized Gamma distribution was found to best describe the behaviour of the measured channel. We have highlighted the difference between the LOS power factor and the Ricean K-factor, in general the two quantities can have different values. We show that the DOA spectrum depends noticeably on the DOD, so the popular Kronecker model is not applicable. The performance of analytical channel models was evaluated by comparing the modeled channel capacity with the measured one. The Weichselberger model provided a better fit to the measured capacity as compared to the Kronecker model.
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