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Abstract

Diode laser spectroscopy performed in the ultraviolet, visible and infrared spectral regions is presented.

The accessible wavelength range for visible and near-infrared diode lasers is extended by the use of sum- and difference-frequency generation. Sum-frequency generation to the ultraviolet spectral region was employed using a blue and a red diode laser. Mercury spectroscopy was demonstrated with the generated ultraviolet beam. Difference-frequency generation with two near-infrared diode lasers has been utilised to extend the wavelength range to the mid-infrared spectral region. With each of the three wavelengths resonant with a molecular species, detection of molecular oxygen, water vapour, and methane was achieved simultaneously.

By employing frequency modulation techniques, detection limits are improved by orders of magnitude compared to direct absorption measurements. Frequency modulated absorption spectroscopy in the red spectral region was performed for sensitive long-path absorption monitoring of nitrogen dioxide. The possibility of employing frequency modulation techniques for sensitive absorption measurements in the blue and ultraviolet spectral region has also been investigated. Atomic spectroscopy in the blue and red spectral region has been demonstrated, providing a pedagogical demonstration of the theory for Doppler broadening.

A new instrument, using a coupled cavity diode laser, has been constructed and employed for aerosol particle sizing and identification. The size of a single aerosol particle is determined by an extinction loss signal and identification is performed using a diffraction image.

A compact fluorosensor utilising a violet diode laser as an exciting source combined with an integrated spectrometer and fibre-optic sampling for the monitoring of fluorescence signatures was developed. The potential of this new instrument was demonstrated in measurements on vegetation and human malignant skin lesions.
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1. Introduction

Ever since their introduction, lasers have found their way into a large variety of spectroscopic applications, ranging from scientific utilisation in molecular spectroscopy, plasma physics, and generation of high-order harmonics, to monitoring of atmospheric pollutants, and the detection and demarcation of cancer. The continued growth of laser applications into different research areas is due to the high spatial, spectral and temporal resolution achievable by lasers.

Due to their low prize, compact size, low power consumption, and convenient operation, diode lasers can provide cheap and realistic implementations of techniques developed using much more advanced and expensive laser sources. Except from being used in compact disc players, optical memories, laser printers, bar-code readers, telecommunications, alignment and pointing applications, metrology and distance measurements, etc., the diode laser is also being used for atmospheric trace gas detection and monitoring, industrial process control, medical diagnostics, and for the study of combustion processes. The work presented in this thesis aims at studying the use of diode laser spectroscopy in environmental, medical and combustion applications. Most of the work is on absorption spectroscopy for monitoring of atmospheric pollutants, but feasibility studies using diode lasers for inducing fluorescence in vegetation monitoring and medical diagnostics, and in scattering to determine size and shape of aerosol particles have also been performed. Special emphasis is placed on the applied nature of diode laser spectroscopy, more than on fundamental aspects of the laser-matter interaction.

This thesis is divided into two parts, the first one presenting different aspects of diode laser spectroscopy, the diode laser itself, absorption spectroscopy, methods for achieving a high sensitivity in absorption measurements and extending the available diode laser wavelength region, and the second part containing the scientific papers on which this thesis is based.

Since the work presented exclusively makes use of diode lasers emitting coherent radiation in the visible and near-infrared region (around 400 nm, 635 nm, 690 nm, 760 nm, 780 nm and 980 nm) corresponding diode laser types and different diode laser characteristics, such as construction, beam properties, emission spectrum, and tunability are presented in some detail in Chapter 2.
Absorption spectroscopy using diode lasers is a powerful method for quantitative measurements of gaseous species. In direct absorption measurements the diode laser wavelength is scanned across the whole absorbing feature, and the recorded absorption spectrum is subsequently evaluated to achieve information on concentration, pressure and temperature. In order to reach a high accuracy and sensitivity in the measurements, a precise theoretical model which accurately describes the absorption line under varying environmental conditions is required. In Chapter 3 important absorption relations are presented and aspects of achieving a high sensitivity in direct diode laser absorption measurements are discussed.

Tuneable diode laser absorption spectroscopy is often used in conjunction with modulation techniques. Compared to direct absorption measurements, which often have to resolve small intensity changes on a large background signal, modulation techniques can provide orders of magnitude higher sensitivity. The basic concept of all modulation techniques is the movement of the detection band to a high frequency region, where the laser excess noise is avoided or significantly reduced. Different modulation techniques and a brief overview of noise sources and the achievable sensitivity using modulation are presented in Chapter 4.

Commercially available room-temperature operated diode lasers essentially cover the range from 400 nm to 2 μm. Since it is interesting to employ these diode lasers also at wavelengths below 400 nm and above 2 μm, the use of nonlinear optical frequency conversion is a way of extending the available wavelength range. In Chapter 5, aspects of the nonlinear optical conversion frequency process, including birefringent and quasi phase-matching as well as conversion efficiency are summarised.

In the final Chapter 6, applications relevant to energy, environmental and medical research are presented and discussed.
2. Diode lasers

The diode laser is in many aspects a unique light source. The compact size, low power consumption, long life time, high reliability, easy operation, and relatively low cost make the diode lasers extremely well suited for several important opto-electronic devices. During the 1980's, driven by the demand in the communication and consumer electronic markets, the diode laser was transformed from a laboratory device operated only at cryogenic temperatures into a practical, compact opto-electronic component emitting coherent radiation at room temperature useful for many applications. Today, diode lasers can be found in applications ranging from bar-code readers and laser pointers to high-resolution trace gas monitors and cooling and trapping of atoms, and they continuously find applications in everyday life as well as in different research areas.

For spectroscopic use, added benefits of the diode laser include, e.g., high spectral purity, high wavelength stability, uncomplicated wavelength tuning, and excellent modulation capabilities. Although the available emission wavelengths are almost exclusively dictated by the demands in the communication and consumer electronic market, the rapid development of new structures, devices and wavelengths are still beneficial for spectroscopic applications. Increased wavelength coverage, higher output power, better reliability, and lower price are results of this development.

An extremely wide variety of diode lasers has been developed, from single-stripe low-power diode lasers to multi-stripe high-power units. In the following description only single-stripe, moderately powered (5-200 mW) diode lasers are considered. This chapter starts with a short historical overview, and then continues with a discussion of important features regarding diode laser use in spectroscopy. A brief overview of available diode lasers and their wavelength coverage is also given. The basic aspects of the physics of diode lasers have been covered in many text books, and for a more detailed description the reader is referred to [2.1-2.3]. A comprehensive survey of diode laser device structure, development trends and areas of application has been given in [2.4]. Although diode lasers are extremely well suited for spectroscopy, they still have some limitations for certain applications, e.g., all free-running diode lasers have a limited continuous tuning range and some also exhibit longitudinal multimode behaviour. These issues are considered at the end of this chapter, discussing external cavity diode lasers.
2.1 Historical perspective

In 1962, only two years after the first (ruby) laser was demonstrated, four American research groups announced, almost at the same time, that they had achieved laser action in semiconductor junctions [2.5-2.8]. Three of the groups demonstrated coherent radiation in the near-infrared around 840 nm from a forwardly biased GaAs p-n junction [2.5,2.6,2.8], while the fourth group generated visible radiation at 710 nm by using a different semiconductor composition, GaAs$_{1-x}$P$_x$ [2.7]. Diode lasers at several different wavelengths were soon realised by implementing p-n junctions of other semiconductor materials, e.g., by using a lead salt compound (PbTe) the first diode laser emitting mid-infrared radiation at 6.5 µm was realised in 1963 [2.9]. All of these early diode lasers were homostructure devices, meaning that each laser was fabricated with only one semiconductor material. This is not an efficient laser structure, and in order to achieve laser action, a high threshold current density was needed. Therefore they had to be operated in a pulsed mode at cryogenic temperatures to avoid catastrophic failure caused by heat build-up. Although it was suggested already in 1963 [2.10,2.11] that lasing action in semiconductors could be improved by replacing the simple p-n junction with multiple semiconductor layers of different composition, it was not until 1970 that the semiconductor technology had matured enough to make it possible to manufacture the first double-heterostructure room-temperature operated continuous-wave diode lasers [2.12,2.13]. Composed of alternate layers of Al$_x$Ga$_{1-x}$As and GaAs, these lasers had a considerably lower threshold current and emitted coherent radiation at about 860 nm.

In the late 1970's a considerable interest was focused on the wavelength region between 1.0 µm and 1.6 µm because it was then realised that optical fibres have the lowest material dispersion (1.3 µm) and loss (1.55 µm) in this region. The first room-temperature operated telecommunication laser based on InGaAsP emitting at 1.3 µm was introduced in 1977 [2.14] and at 1.55 µm in 1979 [2.15-2.18]. During the same time a great effort was made to produce and manufacture better and more efficient laser types emitting light around 780 nm. The technology was based on the same structures as in 1970, but much better confinement of the laser light in the laser cavity could be obtained. This process was especially driven by the demand for cheap and reliable light sources to be used in audio disc players, and the first compact disc players were introduced by Philips and Sony in the fall of 1982. The strive for shorter wavelength lasers, to be used in, e.g., laser printers (photosensitive materials are more sensitive at shorter wavelengths), bar code readers (to replace HeNe lasers), and optical memories (data can be more densely packed), has lead to the introduction of room-temperature operated diode lasers at 670-680 nm in 1985 [2.19,2.20], at 630 nm in 1991 [2.21-2.23], and at 400 nm in 1997 [2.24]. Further developments in the diode lasers market towards even shorter wavelengths and also higher power and better reliability are most likely to occur. A very interesting historical survey on the
diode laser development until 1978 is given in [2.25], while more recent developments are described in [2.2].

## 2.2 Wavelength selection

The selection of a diode laser for a specific spectroscopic application can be a difficult task. While diode lasers have been operated from 400 nm to 30 μm, commercially available diode lasers are in practice limited to a number of wavelength regions within this range. Diode lasers operating in the visible and near-infrared region (0.4-2.0 μm) are based on group III (Al, Ga, In) and group V (N, P, As, Sb) semiconductor materials. Diode lasers emitting in the infrared (3-30 μm) region have as their basis group II-IV semiconductor materials, and are often referred to as lead salt diode lasers because many of them contain lead. Table 2.1 shows some of the semiconductor compounds used in diode lasers, and possible emission wavelengths. However, the commercial availability of diode lasers in the indicated regions is limited, and currently the upper limit for group III-V diode lasers is around 2 μm. A sample of molecules absorbing in the different wavelength regions are also included in Table 2.1.

### Table 2.1: Diode laser materials, emission wavelengths, and absorbing species.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Wavelength (nm)</th>
<th>Absorbing species</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaN</td>
<td>390-410</td>
<td>NO₂</td>
</tr>
<tr>
<td>ZnSe</td>
<td>525</td>
<td>NO₃</td>
</tr>
<tr>
<td>(AlₓGa₁₋ₓ)₁₋₉ In₀.₉ P</td>
<td>630-690</td>
<td>NO₂</td>
</tr>
<tr>
<td>AlₓGaₙAs</td>
<td>750-895</td>
<td>O₂, H₂O, NH₃</td>
</tr>
<tr>
<td>GaAs</td>
<td>904</td>
<td></td>
</tr>
<tr>
<td>InₓGaₙAs</td>
<td>980</td>
<td>H₂O</td>
</tr>
<tr>
<td>InₓGaₙAs P</td>
<td>1100-1650</td>
<td>CO, CO₂, C₂H₂, CH₄, NH₃</td>
</tr>
<tr>
<td>InₓGaₙAs P</td>
<td>1310</td>
<td></td>
</tr>
<tr>
<td>InₓGaₙAs P</td>
<td>1550</td>
<td></td>
</tr>
<tr>
<td>InGaAsSb</td>
<td>1700-3700</td>
<td>Hydrocarbons, CO, CO₂, N₂O, ...</td>
</tr>
<tr>
<td>PbEuSeTe and PbSSe</td>
<td>3300-8000</td>
<td>Hydrocarbons, SO₂, NO₂, NO₃, ...</td>
</tr>
<tr>
<td>PbSnTe and PbSnSe</td>
<td>6300-29000</td>
<td>Hydrocarbons, SO₂, NO₂, ...</td>
</tr>
</tbody>
</table>

The strong molecular fundamental rotational-vibrational absorption bands in the middle infrared region (2-15 μm) of several atmospheric species make the lead salt diode lasers especially attractive for spectroscopic applications and, in fact, many scientific trace gas spectrometers incorporate a diode laser of this type [2.26,2.27]. However, these lasers operate only at cryogenic temperatures which increases device...
cost and makes operation and handling more complex. In addition, the reliability of these lasers for practical spectroscopic implementations has for a long time been regarded as unacceptable among spectroscopists. The infrared diode lasers are only produced in small batches and at a much lower level of manufacturing sophistication, and cannot benefit from the high manufacturing capabilities as the visible and near-infrared diode lasers. Infrared lasers have not been used in the work presented in this thesis, and the following presentation will instead focus upon the visible and near-infrared diode lasers.

The diode laser technology in the visible and near-infrared wavelength range (about 400 nm to 2 μm) offers 5-200 mW of narrow-band tuneable radiation at room temperature from small and low-cost devices, developed for the use in communication and consumer electronic markets. Additionally, fibre-optic technology, and inexpensive auxiliary equipment such as low-noise current sources and detectors, thermoelectric coolers, visible optics etc. are readily available. Since the molecular transitions in the visible and near-infrared are weak rotational-vibrational overtones and combination bands, a modulation technique is often employed to compensate for the two to three orders of magnitude loss in sensitivity. Different modulation techniques using diode lasers are outlined in Chapter 4. Utilising nonlinear optical frequency conversion the available wavelength range can be extended to allow molecular and atomic spectroscopy in the middle infrared and the ultraviolet spectral regions. Aspects of frequency conversion are considered in Chapter 5. Many atomic species have transitions in the ultraviolet, visible and near-infrared regions and many atomic spectroscopy experiments have been performed. Atomic diode laser spectroscopy is discussed and reviewed in [2.28,2.29]. In the present work, atomic diode laser spectroscopy has been extended to potassium, lead and mercury, absorbing at 404 nm, 406 nm and 254 nm, respectively (Papers II, III and V). Short wavelength diode lasers, such as the violet and the blue ones used in the present work, are also very suitable for inducing fluorescence in organic materials. Applications in environmental and medical monitoring are presented in Paper VII.

2.3 Diode laser characteristics

2.3.1 Principle of operation

The construction of a typical diode laser of today is shown in Fig. 2.1. The laser is based on the double heterostructure, mentioned in the Section 2.1, where the active (laser) medium is sandwiched between two other semiconductor materials with higher bandgap energies. Homostructures, due to their inefficiency, are no longer used. Laser light in a diode laser is generated by applying a forward bias current to the p-n junction. This produces electrons and holes in the active region between the p- and n-type materials. A population inversion between the conduction and valence bands can thus be achieved, and stimulated emission will result due to electron-hole
recombination. The emission wavelength of the diode laser light is determined by the bandgap of the semiconductor material (see Table 2.1).

Fig. 2.1 Illustration of the construction of a modern index-guided diode laser showing the different layers and typical dimensions. The small dimensions and the rectangular shape of the active medium result in a divergent and asymmetric output beam.

To assure continuous laser action, an optical resonator is needed, and this is formed by the cleaved facets of the semiconductor material, having a typical reflectance of about 30% (the refractive index of AlGaAs is about 3.6, yielding a reflectivity to air of \( R = \left[\frac{(3.6-1)}{(3.6+1)}\right]^2 = 32\%\)). The sandwiched double heterostructure confines the light in a narrow channel along the \( p-n \) junction. In the other lateral direction, perpendicular to the \( p-n \) junction, the light can either be confined by spatial variations of the injection current (gain guided) or by spatial variations in the refractive index of the material structure surrounding the \( p-n \) junction (index guided). Historically, gain-guided diode lasers have been easier to produce, but today, index-guided diode lasers are the most common laser type, and present better optical characteristics and lower threshold current. An enormous variety of different index- and gain-guided structures has been implemented, and is comprehensively covered in [2.2,2.4].

Since stimulated emission has to compete against absorption processes in the active region, the laser will not emit coherent light until the current exceeds a certain value, the threshold current. At low currents, diode lasers act as light emitting diodes, since the losses are then too high to get population inversion. When the current equals the threshold value, population inversion is achieved and coherent light will be emitted. Above the threshold current, the laser output power varies linearly with current. A
threshold current around 20-50 mA and an operating current around 20-200 mA are typical for most 5-200 mW diode lasers. By applying a reduced reflectance coating on the output facet (typically between 2 and 20%), and a high-reflectance coating on the back surface of the diode laser, higher output powers are available than from lasers with only cleaved facets.

2.3.2 Beam characteristics

The output beam from a diode laser is divergent, asymmetric and astigmatic, which means that optical components especially adapted for diode lasers have to be used to make the beam useful for spectroscopy. Since diode lasers are usually sealed on the output end by a planar glass window, spherical aberration is introduced when the divergent output beam passes through the window.

The large divergence and asymmetric shape of the output beam is due to the small cross-sectional dimensions and rectangular shape (about 3 \( \mu \)m x 1 \( \mu \)m) of the active region of the diode laser. Typical divergence angles (full width at half the intensity) are 10-20° in the plane of the \( p-n \) junction and 30-40° in the perpendicular direction (\( \theta_0 \) and \( \theta_1 \), respectively, in Fig. 2.1) A benefit of the small lateral size of the active region is that it ensures a spatial profile of an essentially single transverse mode, resembling a Gaussian profile. The astigmatism occurs because of the longitudinal separation between the individual diode laser emission points and is due to a directional dependence on the refractive indices in the cavity.

The output beam is collimated using a lens with a high numerical aperture (typically 0.5 or better) and a short focal length. A singlet lens will introduce significant spherical aberrations, and therefore one often uses multiple-element spherical glass lenses or moulded aspheric lenses. These lenses can be manufactured to also compensate for the spherical aberrations originating from the protective window. Throughout the work presented in this thesis, moulded glass aspheric lenses have been used. It was found that the use of such lenses introduces less interference fringes in absorption measurements than otherwise encountered. The asymmetry is no problem in most spectroscopic studies as long as the whole beam passes the absorbing volume and is focused onto the detector. When two beams should overlap, as in nonlinear optical frequency conversion, it is essential for the conversion efficiency of the process that the two beams overlap as well as possible. The elliptical beam can be made circular using either a cylindrical lens or an anamorphic prism pair. Anamorphic prism pairs were used in Paper VI, and the construction and functioning of this component is illustrated in Fig. 2.2.
An important factor for how well the diode laser beam can be collimated and focused is the astigmatism, which for most visible and near-infrared index-guided diode lasers of today is small. Gain-guided diode lasers exhibit larger astigmatism. The astigmatism limits the ability to focus the beam to a small spot size. However, since the diameter of a normal photodiode for the visible and near-infrared region ranges from about one mm to several mm, focusing the slightly astigmatic beam onto the detector surface does not constitute a problem.

In many applications (e.g., nonlinear optical frequency conversion as in Papers V and VI) it is essential to have control over the polarisation of the radiation. The output radiation from most diode lasers is linearly polarised along the p-n junction plane. The polarisation ratio is typically 100:1 or more when the diode laser is operated near its maximum power. At low operating currents the share of unpolarised light due to spontaneous emission is higher and consequently, the polarisation ratio decreases.

### 2.3.3 Spectral emission

Diode laser can be divided into two main categories regarding their spectral emission properties, featuring single or multiple longitudinal mode operation. The spacing of the longitudinal cavity modes in a diode laser is given, as for all Fabry-Perot type cavities, by

\[
\Delta v = \frac{c}{2nL}
\]  

(2.1)
where $c$ is the speed of light, $\lambda$ is the wavelength, $n$ the refractive index of the semiconductor material, $L$ the cavity length, and $n_g$ is referred to as the group refractive index. The typical longitudinal mode spacing (free spectral range) of diode lasers is around 150 GHz (using $n=3.6$ and $L=300 \mu m$). Since the laser cavity is much longer than the lasing wavelength, several longitudinal modes are possible. It is the gain profile of the semiconductor material that determines how many modes can lase at the same time. Depending on the processing technology and wavelength, the diode laser features more or less multimode behaviour. Index-guided diode lasers typically emit light in a single longitudinal mode, while gain-guided units often exhibit multimode operation. It is also a well-known fact that the first diode lasers emitting in a new wavelength region exhibit mostly multimode operation. When finally the processing technology matures, single-mode operation becomes more dominant. Multimode behaviour can be problematic in most spectroscopic applications. In measurements on molecules, with many close-lying lines, multimode behaviour is unacceptable since several transitions are probed at the same time, making it impossible to accurately determine the specific absorptions. For atomic physics experiments, multimode behaviour is still not wanted but could be acceptable since atoms frequently have large spacings between their transition lines, and only one transition is probed by a selected diode laser mode while the others run idle. An additional problem in spectroscopic measurements on atoms and molecules is presented by the linewidth of the light source, which can largely affect the determination of absorption lineshapes and linewidths. Single-mode diode lasers typically exhibit linewidths in the range 50-100 MHz, while multimode diode lasers, due to a less sophisticated structure, can have linewidths of several hundred MHz. In fluorescence studies on solids and liquids, or biological material such as leaves or tissue, as presented in Paper VII, neither the longitudinal mode operation nor the linewidth has any practical importance at all. This is because these materials exhibit broad absorption and fluorescence bands. The effect of external optical feedback into the diode laser cavity to enhance the spectral purity is discussed in Section 2.4.

### 2.3.4 Wavelength tuning

One of the most important characteristics of a diode laser for atomic and/or molecular spectroscopy is its tunability. The wavelength of a diode laser can be tuned by altering the temperature or by varying the drive current. A change in the drive current changes the junction temperature (Joule heating). The wavelength changes because of the
temperature dependence of the bandgap, which shifts the gain curve. A further influence is the temperature dependence of the refractive index, which alters the optical path length in the cavity. These two temperature dependencies are quite different; e.g., in an AlGaAs diode laser, the gain curve tunes about 0.25 nm/°C and the changes in the optical length (refractive index) of the cavity tunes about 0.06 nm/°C. This results in a temperature-wavelength tuning curve that consists of several continuous tuning ranges, which are interrupted by sudden wavelengths jumps, referred to as mode jumps. A typical tuning curve for a 5 mW 760-nm AlGaAs diode laser is displayed in Fig. 2.3. The slope of the continuous tuning ranges corresponds to the tuning of that particular longitudinal cavity mode while the mode jumps correspond to a jump from one longitudinal mode to another, not necessarily the one next by, due to the shift in the gain curve. The mode jump behaviour of Fabry-Perot-type diode laser makes a large portion of the total wavelength range covered by a particular diode laser inaccessible. In practice a continuous tuning range of 20-80 GHz before the diode laser jumps to the a different longitudinal mode is typical for most lasers operating in the visible and near-infrared region. The maximum continuous tuning range corresponds to approximately half the free spectral range (the longitudinal mode spacing) of the diode laser. The mode jump behaviour is particularly frustrating when selecting diode lasers for atomic physics experiments. Most often the diode laser will exhibit a mode jump at the transition frequency of interest! Therefore, several diode lasers have to be purchased, and hopefully one or two will tune continuously at the transition frequency. With molecules no such problem exist in concentration measurements, since there will always be lines where the diode laser tunes continuously. In theory, the laser temperature can be tuned between 0-60°C (some diode lasers can be tuned up to 85°C), by using a Peltier element in close connection to the diode laser capsule. In practise though, one usually does not go below 5-10°C or above 50°C, to avoid water condensation and thermal degradation which significantly shortens the diode laser lifetime.

Typically, coarse wavelength tuning of a diode laser is accomplished by changing the temperature around the diode laser capsule, while fine tuning is realised by changing the drive current. A wavelength scan over, e.g., an absorption profile can be made by changing the temperature, but since temperature tuning is slow, it is instead often made by superimposing a current waveform (saw-tooth, rectangular, sinusoidal) at high repetition rates on the operating current of the diode laser. The wavelength is thus repetitively scanned allowing real-time monitoring of the signals during acquisition and for optimising system performance. By the use of jump-scanning, a technique in which a specially produced waveform with current jumps is applied to the diode [2.30], it is possible to measure multiple transitions from different gas species in one recording.
Fig. 2.3 Wavelength as a function of temperature for an AlGaAs diode laser. The maximum continuous tuning range for this diode laser is about 0.15 nm (80 GHz).

2.3.5 Modulation

One of the important advantages of diode lasers over other optical sources is that their amplitude and frequency can be modulated very easily and rapidly by changing the injection current. One of the modulation aspects have been discussed above, namely to scan the wavelength. Another application is in optical fibre communication, where the light can be switched on and off very quickly. A third application for modulation is to increase the sensitivity in optical measurements, e.g., absorption spectroscopy (frequency modulation). A strong reason for frequency modulation is to move the detection band into a higher frequency region, where the noise of different origins is strongly reduced. Different modulation techniques using diode lasers are further outlined in Chapter 4.
2.4 External cavity diode lasers

Although very unique in several aspects, a free-running diode laser is not suited for every application, since the mode jumps might be intolerable, the multimode behaviour unacceptable and/or the linewidth of 50-100 MHz too large. Applications requiring a very narrow linewidth, continuous tuning range, and/or single longitudinal mode operation include, e.g., high resolution spectroscopy, laser cooling and trapping, optical pumping, metrology and photon echoes. Fortunately, the spectral properties of a free running diode laser can be improved by exploiting its sensitivity to optical feedback.

Two main schemes utilising optical feedback for improving the spectral characteristics of free-running diode lasers can be distinguished; either coupling to an external high-finesse cavity [2.31] or to a diffraction grating [2.32]. These two schemes correspond to weak and strong feedback, respectively. The use of weak dispersive feedback from a high-finesse cavity, can result in a very narrow linewidth, but at the expense of a high level of technical complexity which limits the practical applicability. The other scheme, using strong dispersive feedback from a diffraction grating is much simpler to realise, and can, combined with an enlarged resonator, conveniently be used for wavelength tuning without mode jumps and linewidth narrowing. This arrangement, in which light diffracted from a grating is resonantly coupled back into the diode laser is commonly referred to as just an external cavity diode laser. Wavelength tuning to any desired wavelength within the gain profile of the semiconductor material using such techniques can be accomplished.

The two most prevalent designs using strong feedback from a grating are based on either the Littrow or the Littman configuration. In the present work, the Littrow configuration has been used in Papers II, V and VIII. The two configurations are schematically illustrated in Fig. 2.4. Descriptions of the two configurations are presented in [2.33-2.36] and [2.37-2.40], respectively. Common to both configurations is that the first diffraction order of the grating is coupled back into the laser and that the zeroth reflected order is the output. The wavelength is tuned by moving the grating in the Littrow configuration and the external mirror in the Littman design. The advantage of the Littrow configuration is its simplicity and compactness, while a disadvantage is that a change in the grating angle produces an angular displacement of the output beam. This displacement can be reduced if the output beam is reflected by a mirror attached to the grating with the surfaces parallel. The Littman configuration is somewhat more complex, but since the grating position is fixed, and wavelength tuning is accomplished by moving the mirror, the position of the output beam is not altered during tuning. Thus, the Littman configuration is often the preferred choice for large wavelength scans.
True mode-hop free tuning over the gain curve of the semiconductor material is only possible with anti-reflection coated diode lasers. Most external cavity implementations use diode lasers where the front facet is anti-reflection coated, with a residual reflection of $10^{-3}$ or less. The low reflectivity of the output facet means that the diode laser cannot lase without the resonantly enhanced feedback from the grating. The longitudinal mode structure is thus determined by the length of the external cavity and not by the length of the diode laser. Since the external cavity length is much longer than the diode laser cavity, the spacing of the external cavity modes is much smaller, and large continuous wavelength ranges of several tens of nanometers can be obtained by rotating the grating in the Littrow or the mirror in the Littman configuration around a carefully selected pivot point [2.37,2.41-2.43] so that the peak of the grating gain function exactly follows the same external cavity mode during tuning [2.39,2.40,2.44]. However, if a mirror/grating rotation around an arbitrary point is chosen, the diode laser will discontinuously tune over the gain curve of the semiconductor material.
Fig. 2.5 Diode laser output spectra when the diode laser is operating with and without an external cavity. A Nichia blue diode laser was used.

When commercially available diode lasers are used in an external cavity, either diode lasers with uncoated facets or diode lasers with a high-reflectance coating on the back facet and a reduced reflectance coating on the output facet, the longitudinal modes of the solitary diode laser remain essentially unchanged. The cavity mode spacing of the compound diode laser - external cavity system is still determined by the length of diode laser, and the back-reflected light from the grating enhances one of these longitudinal modes and suppresses the other modes. Emission spectra from a diode laser with and without grating stabilised feedback (Littrow configuration) are shown in Fig. 2.5 (Paper II), clearly illustrating this longitudinal mode enhancement.
In addition to longitudinal mode selection and wavelength tuning, an external-cavity diode laser configuration also narrows the linewidth of the output radiation. Since the linewidth of a grating-stabilised external cavity diode laser has been found to decrease with the square of the external cavity length, it might appear advantageous to use very long external resonators to further narrow the linewidth. However, frequency and intensity drifts, due to mechanical and thermal instabilities typically set the limit on the minimum linewidth, and increasing the cavity typically induces more instabilities. Therefore, to achieve a narrow linewidth, a compromise between thermal and mechanical instability and cavity length must be found. External-cavity diode laser configurations with a cavity length of 5-10 cm can attain a short-term (μs to ms) linewidth of between 100-500 kHz and a long-term stability (minutes to hours) in the MHz range [2.35,2.38]. Within the present work a Littrow based external-cavity diode laser with a short-term linewidth of around 300 kHz and a long-term linewidth of 5-10 MHz has been constructed [2.36, Paper VIII].

Special types of diode lasers have been developed, utilising the principle of selective wavelength feedback; the distributed feedback (DFB) and the distributed Bragg reflector (DBR) diode lasers. In these devices, a frequency selective grating is incorporated into the cavity structure. The DFB laser includes a grating within the active region, while the DBR laser incorporates the grating outside of the active region. These lasers exhibit pure single-mode operation and wavelength tuning without mode jumps. However, since DFB and DBR diode laser wavelengths follow the temperature dependence of the refractive index with a much smaller wavelength shift than the gain curve of the semiconductor material (see Section 2.3.4), the maximum wavelength tuning is typically of the order of a few nanometers.

Finally, it is important to note that optical feedback induced by large bandwidth optical components, such as glass plates, lenses, mirrors in the optical path, etc. as opposed to a wavelength selective grating with a narrow bandwidth, constitutes an unwanted effect that disturbs the longitudinal mode structure of the diode laser. It can induce mode jumps, broaden the linewidth and cause unstable output power. Common practise in all experiments involving free-running diode lasers is thus to slightly angle all transmissive optics and detector surfaces, to reduce the back reflections to a minimum.
3. Absorption spectroscopy

Absorption spectroscopy can provide the means for quantitative determination of concentration, temperature and pressure of gaseous species. By tuning the laser wavelength over single or multiple absorption lines of the species under investigation, a very high accuracy and precision in the measurements can be obtained. This requires a precise theoretical model of the detected signal which accurately describes the absorption line under varying environmental conditions. Different line profiles and line broadening mechanisms and their connection to temperature and pressure will be presented in this chapter. Aspects of achieving a high species sensitivity and selectivity are also considered.

3.1 Absorption relations

The Beer-Lambert law governs all absorption measurements. It relates the recorded intensity $I(v)$ of an electromagnetic wave at frequency $v$ transmitted through an absorbing gas volume to the original intensity $I_0(v)$ according to

$$I(v) = I_0(v) \exp[-\sigma(v)NL],$$

[3.1]

where $\sigma(v)$ is the frequency-dependent absorption cross-section per molecule ($\text{cm}^2/\text{molecule}$), $N$ is the density of the absorbing molecules in molecules/$\text{cm}^3$, i.e. the absolute gas concentration, and $L$ is the absorption path length in cm. Eq. 3.1 is also often written with the absorption coefficient $\alpha(v)$ in $\text{cm}^{-1}$, i.e. it is given as $\alpha(v) = \sigma(v)N$. The overall strength of an absorption line is given by the line strength $S$, also referred to as the line intensity, and is the integral of the absorption cross-section over the frequency range of the line,

$$S = \int \sigma(v)dv.$$  

[3.2]

The most commonly used unit for the line strength is $\text{cm}^{-1}/(\text{molecule cm}^2)$ but the abbreviated cm/molecule is sometimes also used. It is often convenient to decouple the strength and the shape of the absorption cross-section by introducing a lineshape function of unit area $g(v-v_0)$ according to

$$\sigma(v) = Sg(v-v_0),$$

[3.3]
where $v_0$ is the frequency at the line centre.

The lineshape function $g(v-v_0)$ is both temperature and pressure dependent due to Doppler and pressure broadening, while the line strength $S$, which includes the Boltzmann population factor, is a function of temperature, but not of pressure.

There is an alternative, but equivalent way of expressing the Beer-Lambert law, namely

$$I(v) = I_0(v) \exp \left[-\sigma_s(v)PL\right], \tag{3.4}$$

where $\sigma_s(v)$ is the absorption cross-section in cm$^{-1}$/atmosphere and $P$ is the partial pressure of the absorbing species in atmospheres (atm.). This expression relates the partial pressure, i.e. the relative concentration and not the absolute concentration to the transmitted intensity. The line strength $S'$ (in units of cm$^2$/atm.) related to this expression of the Beer-Lambert law is defined according to $\sigma_s(v) = S'g(v-v_0)$.

By the Beer-Lambert law according to Eq. 3.1, the absorbance $a$ is given by

$$a = \ln \frac{I_0(v)}{I(v)} = \sigma(v)NL. \tag{3.5}$$

For a given value of the absorbance $a$, and a given signal-to-noise ratio, we can see that sensitive concentration ($N$) measurements can be achieved by increasing the product $\sigma(v)L$. Thus, the sensitivity can be increased by choosing a wavelength, where the cross-section is large or by using long path lengths. Issues regarding the absorption cross-section will be discussed in Sections 3.2 and 3.3, while methods to increase the path length are considered in Section 3.4. Aspects of how to reduce the noise level by modulation techniques and thereby increasing the sensitivity, are considered in Chapter 4.

Throughout the following presentation, absorption molecular spectroscopic data are taken from the HITRAN molecular spectroscopic data base [3.1]. Molecular spectroscopic data from 37 different atmospheric gases and pollution gases in the spectral range 0-23000 cm$^{-1}$ are collected in this data base. Another very good source of molecular spectroscopic data is the Journal of Quantitative Spectroscopy and Radiative Transfer.
3.2 Line profiles

The lineshape function \( g(v-v_0) \) describes the spectral variations of the light interaction with an absorbing species, and depends upon the conditions under which the measurement is made (pressure, temperature, gas composition, etc.). An important parameter contained within the lineshape function is the halfwidth at half its maximum value (HWHM), often denoted by \( \Delta v \). The line broadening mechanisms can, depending on pressure, be divided into three main regions. At high pressures collisional broadening dominates giving rise to a Lorentzian lineshape, at low pressures Doppler broadening dominates and the lineshape becomes a Gaussian, while at intermediate pressures when neither collisional nor Doppler broadening dominates, the lineshape is best described as a convolution of a Lorentzian and a Gaussian line profile known as the Voigt profile [3.2].

Collisions between the absorbing molecules lead to a Lorentzian line profile, which is described as

\[
g_L(v-v_0) = \frac{\Delta v_L}{\pi} \frac{1}{(v-v_0)^2 + \Delta v_L^2}
\]

with a halfwidth that depends upon pressure according to

\[
\Delta v_L = \sum_i \gamma_i p_i
\]

where \( \gamma_i \) and \( p_i \) are the pressure broadening coefficients in cm\(^4\)/atm and the partial pressures in atm, respectively, of the species present in the absorbing volume. The linewidth of a pressure-broadened absorption line thus consists of both a self-broadening contribution from the gas species probed and a foreign-gas broadening due to the other gases present in the probed volume. The pressure-induced linewidth depends also on temperature according to

\[
\Delta v_L(T) = \Delta v_L(T_0) \left( \frac{T}{T_0} \right)^n
\]

where \( T_0 \) is a reference temperature (typically 296 K), and the power \( n \) is both a gas- and a transition-specific parameter, i.e. it can even have different values for different transitions of the same gas. Although a value of the order of 0.5 is typical, the three species detected in Paper VI; molecular oxygen, water vapour and methane have the values of 0.70, 0.66, and 0.75, respectively.
Doppler broadening which is due to the thermal motion of the absorbing particles, is described by a Gaussian line profile

\[ g_B(v - v_0) = \frac{1}{\Delta v_B} \sqrt{\ln 2 \over \pi} \exp \left[ - \frac{\ln 2(v - v_0)^2}{\Delta v_B^2} \right] \]  

with a halfwidth \( \Delta v_B \) given by

\[ \Delta v_B = v_0 \sqrt{\frac{2kT}{Mc^2}} \ln 2 = 3.581 \times 10^{-7} v_0 \sqrt{\frac{T}{M}}, \]  

where \( v_0 \) is the frequency at the line centre, \( T \) the absolute temperature, \( M \) the molecular mass, \( k \) the Boltzmann constant, and \( c \) the speed of light. As seen, the Doppler broadened linewidth, as opposed to the pressure-induced linewidth, increases with increasing temperature.

In the intermediate region, the line profile is accurately described by a Voigt profile, given by

\[ g_V(v - v_0) = \frac{\Delta v_L}{\Delta v_B} \sqrt{\ln 2 \over \pi} \frac{\exp \left[ - \tau^2 \ln 2/\Delta v_B^2 \right]}{\int \Delta v_L^2 + (v - v_0 - \tau)^2} d\tau \]  

This integral has no analytical solution, and the Voigt line profile has therefore to be calculated numerically. A fast and efficient algorithm to compute the Voigt function can be found in, e.g., [3.3]. The Voigt function tends to a Lorentzian at high pressure and to a Gaussian at low pressure, and is thus the general form of the lineshape. Since the Voigt line profile has no analytical solution, no exact formula exists for the Voigt halfwidth \( \Delta v_V \) either. An accurate empirical expression for \( \Delta v_V \) as a function of \( \Delta v_L \) and \( \Delta v_B \) (with a claimed relative error of better than 0.02%) has been given in [3.4]:

\[ \Delta v_L = 0.5346 \Delta v_L + 0.02166 \Delta v_L^2 \]  

However, a quick, time-saving estimate can be made by the following approximation

\[ \Delta v_V = \sqrt{(\Delta v_D^2 + \Delta v_L^2)}. \]
A comparison of the Gauss, Lorentz and Voigt line profiles is shown in Fig. 3.1. All three profiles are calculated to have the same linewidth and each has an area of unity. The Lorentz and Doppler influences on the Voigt line profile were chosen so that $\Delta v_L = \Delta v_D$.

![Fig. 3.1 Doppler, Lorentz, and Voigt line profiles.](image)

Pressure-broadened linewidths are typically between 0.05 and 0.1 cm$^{-1}$ (1.5-3 GHz) at atmospheric pressure. Self-broadening will only influence the pressure-broadened linewidth at high concentrations, and becomes significant at different concentrations for different gases. E.g., in Paper VI, the typical background concentration of methane in our laboratory was measured to 3 ppm, which corresponds to a partial pressure of $3 \times 10^{-4}$ atm, and since the self-broadening and air-broadening of methane around 3.4 μm are typically 0.07-0.09 cm$^{-1}$/atm and 0.05-0.07 cm$^{-1}$/atm, respectively, the influence of self-broadening for methane is negligible at atmospheric pressure. For the strongly dipolar molecule H$_2$O, self-broadening will also have negligible influence on the pressure-broadened linewidth at normal concentrations in the atmosphere, but since H$_2$O has a self-broadening of 0.5 cm$^{-1}$/atm and an air-broadening of 0.1 cm$^{-1}$/atm. for the lines at 980 nm, the self-broadening will become significant at much lower relative concentrations.
Methane with $M = 16$ has for the lines around 2927 cm$^{-1}$ (the lines studied in Paper VI) a pressure-broadened linewidth of 0.06 cm$^{-1}$ and a Doppler-broadened linewidth of 0.0045 cm$^{-1}$ at atmospheric pressure and a temperature of 296 K. This gives a Lorentz width/Doppler width ratio of about 13, and means that the Lorentz profile adequately describes the methane line profile at atmospheric pressure. Molecular oxygen, on the other hand, has a pressure-broadened linewidth of about 0.05 cm$^{-1}$ at atmospheric pressure and a Doppler width of 0.014 cm$^{-1}$ ($M = 32$) for the lines around 760 nm (ratio: 4), which means that the Voigt line profile better describes the lineshape of molecular oxygen. For the mercury ($M = 200$) transitions at 254 nm studied in Paper V, a pressure-broadened linewidth of 0.11 cm$^{-1}$ at atmospheric pressure was estimated from simulations of spectra. Since the Doppler width is 0.017 cm$^{-1}$ for mercury, the Lorentz profile again accurately describes the line profile. These examples of measurements at atmospheric pressure ranging from a transition frequency of 254 nm to 3.4 μm, and molecular masses from 20 to 200 show, that the profile to be used is largely dependent on both the molecule studied and the transition frequency. The profiles to be considered at atmospheric pressures are either of the Lorentz or the Voigt type. In the present work, measurements have also been performed in low-pressure gas cells, and the evaluation of the absorption lines in the atomic studies on potassium, lead and mercury (Papers II, III and V) used a Gaussian line profile. The evaluation of the methane lines at different pressures (Paper VI) used the Voigt line profile, with a fixed Doppler width and the pressure-broadened linewidth as an adjustable parameter.

Since the peak absorption of a molecular or atomic transition is inversely proportional to the pressure-broadened linewidth, pressure reduction is often beneficial in increasing the signal peak sensitivity, although the integrated absorbance remains constant. Also, as many closely spaced lines at atmospheric pressure tend to overlap, a reduction in linewidth also yields an increased specificity. This is clearly illustrated in the present work (Papers IV, V and VI) where both atmospheric and low-pressure gas cell spectra of NO$_2$, Hg and CH$_4$ have been recorded.

An important factor for an accurate determination of the true linewidth of a transition is the influence of the light source linewidth. As mentioned in Chapter 2, the typical linewidth of single-mode diode lasers (free running) is of the order of 50-100 MHz (0.0017 - 0.003 cm$^{-1}$). Thus, the linewidth of a single-mode diode laser is considerably narrower than any of the widths discussed here, both Doppler and pressure-broadened linewidths, and will not affect the linewidth determination.

To conclude this chapter on line profiles and line broadening mechanisms, we note that there exists also a natural linewidth which is always present and which is determined by the Heisenberg uncertainty principle. The energy of a state is only precisely defined if the lifetime of the energy state is infinite, and with a finite lifetime there will be a corresponding uncertainty in its energy. Typical natural lifetimes of
excited states in atoms and molecules range from μs to ns, corresponding to a natural linewidth in the range 0.1-100 MHz, and to be able to resolve these narrow linewidths in Doppler-free experiments, a free-running diode laser will often not be sufficient, and instead an external cavity diode laser has to be used.

### 3.3 Line strength

The line strength, as defined in Eq. 3.2, depends upon the temperature and not on pressure, and can be extrapolated to other temperatures $T$ through

$$ S(T) = S(T_0) \frac{Q(T_0)}{Q(T)} \exp \left[ -\frac{E''}{k} \left( \frac{1}{T} - \frac{1}{T_0} \right) \right], $$

where $k$ is Boltzmann’s constant, $E''$ is the energy of the lower state of the transition and $T_0$ is a reference temperature (296 K). $Q(T)$ is the partition (sum) function given by the Boltzmann distribution for all possible energy states in the molecule

$$ Q(T) = \sum_i d_i \exp \left[ -\frac{E_i}{kT} \right] , $$

where $d_i$ is the degeneration of energy level $E_i$. Expressions for the temperature dependence of the partition function are available [3.1]. A simplified expression for $Q(T)/Q(T_0)=(T/T_0)^j$, where $j=1$ for linear molecules and $j=1.5$ for nonlinear molecules.

The line strength $S'$ related by the absorption cross-section $\sigma_\nu(v)$, introduced in Eq. 3.4, according to $\sigma_\nu(v) = S'g(v-v_0)$, is connected to the line strength $S$ through

$$ S'(T) = S(T)N_0 \frac{T_0}{T} , $$

where $N_0$ is Loschmidt’s number ($2.479 \times 10^{19}$ molecules/(cm$^3$ atm)) at the reference temperature $T_0 = 296$ K.

Since the line strength defines the overall strength of an absorption line, a logical step to increase the sensitivity in absorption measurements on molecular species is to use lines with large line strengths. These are found in the middle infrared region (2-15 μm), where most molecules have fundamental rotational-vibrational transitions, and for some molecules also in the ultraviolet and visible region, where electronic transitions occur. Small line strengths are found in the near-infrared region, where overtone and intercombination bands are present. E.g., the methane transitions
around 2927 cm⁻¹ studied in Paper VI have a line strength of about $2 \times 10^{-20}$ cm⁻¹/(molecule cm⁻²), while the line strength of the strongest transition around 1.65 μm (6060 cm⁻¹) is $1.3 \times 10^{-21}$ cm⁻¹/(molecule cm⁻²). The pressure-broadened linewidth at these two wavelengths are approximately equal, indicating that the peak absorption is about ten times larger at 2927 cm⁻¹.

### 3.4 Long path absorption

The Beer-Lambert law (Eq. 3.1) shows that one obvious way to improve the sensitivity in absorption measurement is to increase the path length, $L$. The aspect of path length will in this section be briefly discussed with reference to Fig. 3.2.

![Diagram of absorption measurement methods](image)

**Fig. 3.2** Three fundamental methods of conducting absorption measurements. a) Laboratory set-up for basic absorption measurements. b) Point monitoring using a multi-pass absorption cell. c) Remote sensing (long-path absorption).

The set-up in Fig. 3.2a is a typical research laboratory arrangement used for fundamental studies of atomic or molecular transitions, often at low pressure and possibly also at high concentrations. Such a simple set-up has been used in absorption measurements performed within the present work, either for atomic spectroscopy (Papers II, III and V) or for convenient calibration of the remote sensing measurements (Papers IV and VI).

The other set-ups in Fig. 3.2 represent the two fundamental methods to achieve long path lengths in atmospheric sensing, either a multi-pass cell, which implements point sampling with path lengths of up to several hundred meters, or an open path double-pass system with a retroreflector. Two types of multi-pass cells are frequently used, the Herriot cell [3.5,3.6] or the White cell [3.7,3.8]. A variation of the Herriot cell achieving a longer path length for a given sampling volume using astigmatic mirrors has been developed [3.9], and is today commonly used in many trace-gas sensing
applications using diode lasers. In all multi-pass cell configurations, the sensitivity gained by increasing the path length is counter-acted by a reduced throughput of laser radiation. E.g., a multi-pass cell with 99% reflectivity mirrors and 100 passes (reflections) will exhibit a throughput of only 36%. A variety of the multi-pass cell concept is cavity ring-down spectroscopy [3.10,3.11] which can provide path lengths of more than 10 km from a one meter cell. This technique can be considered to be an extension of the intra-cavity absorption technique [3.12].

In the present work, multi-pass cells have not been used, since the emphasis has been on open-pass remote sensing applications and not on point monitoring. An advantage of free atmosphere monitoring is the absence of walls, gas extraction pipes etc., which makes the arrangements insensitive to sampling. Atmospheric turbulence can constitute a problem in open-air monitoring. By choosing a diode laser wavelength scanning rate of the order of 100 Hz or higher, problems with atmospheric turbulence, which typically occur at frequencies between 0.1 and 10 Hz, can be avoided. Another issue to be considered in remote sensing applications is the divergence of the light beam ($\theta \approx \lambda/d$). Using diode lasers, the beam size after collimation is about $1 \text{ mm} \times 3 \text{ mm}$. This in turn means that the beam size for a 630 nm diode laser (Paper IV) at a distance of 160 m would be about $10 \text{ cm} \times 3 \text{ cm}$. By expanding the beam in a telescope, the divergence will be reduced, and the beam is easier to collect at the detection side.

Apart from monitoring optical transmission in measurements of molecular and atomic absorption (absorption spectroscopy), other detection techniques can be employed, e.g., photo-acoustic spectroscopy [3.13,3.14] and opto-galvanic spectroscopy [3.15].
4. Modulation techniques

In order to improve the sensitivity and to effectively discriminate against background signals in absorption measurements some kind of modulation technique is employed. The fundamental concept of all modulation techniques is to shift the detection band to a high-frequency region, where the noise level is small. This also enables effective attenuation of low-frequency components by conventional filtering. The shift to a high-frequency region can be accomplished by either amplitude modulation (AM), frequency modulation (FM) or fast scan integration. An overview of the modulation techniques, and the different noise sources in diode laser spectrometry are presented.

4.1 Amplitude modulation

Amplitude modulation (AM) is accomplished by mechanically chopping the laser beam at frequencies not higher than a few kHz, which represents the highest modulation frequency of commercially available choppers. A typical AM set-up is shown in Fig. 4.1. AM is combined with phase-sensitive detection. The AM signal is detected by a lock-in amplifier operating at the chopper frequency while the diode laser wavelength is slowly scanned across the absorbing feature. The minimal detectable change in absorbance with this method is low, generally not better than $10^{-3}$. The slow wavelength scan makes this method susceptible to environmental fluctuations, such as temperature changes and atmospheric turbulence along the laser beam path. However, advantages with this method are the very simple set-up and that the measured spectrum provides absolute calibration, since the absorption feature is recorded together with the off-absorption light intensity.

![Amplitude Modulation Diagram](image)

**Fig. 4.1** Illustration of a typical amplitude modulation (AM) arrangement using a diode laser and a mechanical chopper.
4.2 Frequency modulation

Different frequency modulation (FM) techniques are very attractive in conjunction with diode lasers because of the ease with which such lasers can be modulated by applying an ac (modulation) current directly on the drive current. Typical FM set-ups using diode lasers are shown in Fig. 4.2.

**a) Low frequency modulation \( (v_m < 100 \text{ kHz}) \)**

![Low frequency modulation diagram]

**b) High frequency modulation \( (v_m > 100 \text{ kHz}) \)**

![High frequency modulation diagram]

**Fig. 4.2 Illustration of the experimental set-up for frequency modulation techniques with diode lasers. The set-up in a) is applied for low modulation frequencies and the set-up in b) is used at high modulation frequencies. At high modulation frequencies, capacitive coupling of the modulation current to the drive current via a properly designed bias-T mounted close to the diode laser is used to impedance match the sine-wave generator (50 ohm) to the diode laser (about 5 ohm). The set-up used in a) is typically referred to as wavelength modulation spectroscopy.**
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Generally speaking, modulation of the diode laser drive current leads to the generation of sidebands in the laser field, as shown in Fig. 4.3. If no molecular absorption is present there is a cancellation of the beat notes produced between the sidebands and the carrier. If the laser field is scanned across an absorbing feature, the balance is lost and a beat signal appears which is detected by frequency- and phase-sensitive electronics, either by a lock-in amplifier or by a mixer.

Fig. 4.3 Schematic illustration of the generation of sidebands on an optical carrier frequency, and the imbalance induced by a molecular absorption influencing only one of the sidebands.

Depending on the modulation frequency, the FM techniques are divided into three different subgroups, wavelength-modulation spectroscopy (WMS) [4.1, 4.2], frequency-modulation spectroscopy (FMS) [4.3-4.6], and two-tone frequency-modulation spectroscopy (TTFMS) [4.7-4.13]. WMS makes use of modulation frequencies much smaller than the halfwidth of the absorption line, FMS uses a modulation frequency comparable to or larger than the halfwidth, while TTFMS for technical convenience uses two modulation frequencies also comparable to or larger than the halfwidth, usually separated by a few MHz.

After a brief description of the different FM techniques, the theory of FM is presented in some detail in Section 4.2.1. The available sensitivity (minimum detectable absorption) in the FM techniques is discussed in conjunction with Section 4.4. However, to introduce the topic an example with a direct absorption measurement and a corresponding one made with FM techniques will be given. Figs. 4.4a and b show water vapour absorption spectra recorded using direct detection of the transmitted intensity and TTFMS, respectively. The figure clearly illustrates the higher sensitivity obtainable with TTFMS.
Fig. 4.4  a) Direct absorption and b) TTFMS spectra of water vapour around 1.39 μm measured over a pathlength of 0.5 m in indoor air (relative humidity ≈ 40%). The integration time for the two spectra is the same.

WMS usually employs modulation frequencies in the 1-100 kHz (low-frequency WMS) and sometimes also in the 1-10 MHz (high-frequency WMS) region. Frequency and phase-sensitive detection can be made either at the fundamental frequency (1f) or at some harmonic. Most frequent is detection at twice the modulation frequency (2f), which produces lineshapes similar to the second-derivative of the original absorption lineshape. The recorded lineshape at 1f detection resembles the (first-)derivative of the original lineshape, and this has given rise to the often used name derivative spectroscopy. The implementation of low-frequency WMS is relatively simple: the modulation current is superimposed on the laser drive current.
directly via the diode laser driver and commercially available lock-in amplifiers are
used for detection. This is the reason for the extensive use of this technique.

FMS and TTFMS use much higher modulation frequencies than normally employed in WMS, typically in the radio-frequency region (0.1-3 GHz). In FMS and TTFMS only discrete components in the detection electronics are used (essentially a phase-shifter and a mixer), and a properly designed bias-T is essential to impedance match the sine-wave generator and the diode laser. The reason for applying FMS is two-fold: large modulation frequencies maximise the differential absorption experienced by the sidebands and the laser excess noise (see Section 4.4) is negligible at these frequencies. The study of atmospheric pressure-broadened absorption lines, with halfwidths of the order of 0.05 cm$^{-1}$ (1.5 GHz), requires very large modulation frequencies to achieve optimum sensitivity. Thus, photo-detectors and detection electronics with matching bandwidths are required, which complicates and makes the signal detection expensive. TTFMS circumvents this problem. In TTFMS large modulation frequencies can be applied to maximise the differential absorption experienced by the sidebands. However, detection is performed at a lower beat frequency, typically in the MHz range, allowing the use of relatively inexpensive and low-bandwidth detectors and demodulation circuitry, which constitutes a technical convenience as mentioned above. A further advantage of TTFMS is that the phase-sensitive detection recovers the signal at a frequency that is different from those of the two signal generators. Thus, cross talk into the signal channel can be avoided, eliminating a potential noise source.

For all FM techniques, WMS, FMS as well as TTFMS, the absence of a large and sometimes sloping intensity background in the FM signals is a great advantage. However, the recorded spectrum does not provide any absolute calibration which constitutes a drawback. Owing to this, a separate signal calibration has to be made.

The best reported minimum detectable absorption (normally specified for a signal-to-noise ratio (SNR) of 1 and a detection bandwidth of 1 Hz) in FMS and TTFMS is of the order of $10^{-7} - 10^{-8}$ [4.14-4.18], whereas values in the range $10^{-5} - 10^{-7}$ pertain to lower frequencies [4.17,4.19-4.21].

4.2.1 Theory of frequency modulation

The differences between WMS and FMS (TTFMS) are slight, and partly semantic. The notations are somewhat misleading since in both cases it is the optical frequency of the laser that is modulated. WMS and FMS actually represent limiting cases of the same technique. The theoretical description of WMS is usually made in an intensity representation, while the FMS theory uses an electric field approach. The theory adopted for high-frequency modulation has general validity, while the prevalent WMS theory is limited to low modulation frequencies. The difference between WMS and
FMS theory has been elucidated in [4.22]. In this section the basic FMS theory is presented.

The electrical field of an unmodulated diode laser can be expressed as

\[ E(t) = E_0 \exp[i\varphi(t)] , \quad [4.1] \]

where \( \varphi(t) = 2\pi v t \) and \( v \) is the oscillating frequency.

In FM, \( v \) varies with time and is defined as the momentary frequency \( v_m \),

\[ v_m = \frac{1}{2\pi} \frac{d\varphi(t)}{dt} . \quad [4.2] \]

In FM systems, the momentary frequency varies as

\[ v_m = v_c + \Delta v \cos(2\pi v_m t) , \quad [4.3] \]

where \( v_c \) is the carrier frequency, \( v_m \) is the modulation frequency, and \( \Delta v \) is the amplitude of the modulated signal. Eqs. 4.2 and 4.3 yield

\[ \varphi(t) = 2\pi v_c t + \frac{\Delta v}{v_m} \sin(2\pi v_m t) . \quad [4.4] \]

The FM index \( \beta \) is defined according to

\[ \beta = \frac{\Delta v}{v_m} . \quad [4.5] \]

Thus, the FM index relates the maximum frequency deviation to the modulation frequency.

The electric field of a modulated diode laser then becomes

\[ E(t) = E_0 \exp[i2\pi v_c t + i\beta \sin(2\pi v_m t)] . \quad [4.6] \]

Since the emission power of a diode laser depends on the operating current, simultaneous amplitude modulation (AM) of the frequency modulated electric field also occurs such that
where \( M \) is the AM index and \( \psi \) is the phase difference between AM and FM. By expanding the AM term using Eulerian formulae we obtain

\[
\sin(2\pi v_m t + \psi) = \exp(i2\pi v_m t + i\psi) - \exp(-i2\pi v_m t - i\psi) / 2i
\]

and by replacing the exponential frequency term as a summation over Bessel functions according to

\[
\exp[i\beta \sin(2\pi v_m t)] = \sum_{p=\infty}^{\infty} J_p(\beta) \exp(i2\pi pv_m t),
\]

eq. 4.7 becomes

\[
E(t) = E_0 \sum_{p=\infty}^{\infty} r_p(\beta, M, \psi) \exp[i2\pi(v_c + pv_m) t],
\]

where \( r_p \) is defined as

\[
r_p(\beta, M, \psi) = J_p(\beta) + \frac{M}{2i} \left( \exp(i\psi) J_{p-1}(\beta) - \exp(-i\psi) J_{p+1}(\beta) \right).
\]

The electric field (spectral distribution of the frequency components) of the FM modulated laser field is described by Eq. 4.10. Pure frequency modulation \((M = 0)\) leads to sideband coefficients \( r_p = J_p(\beta) \) and a 180° phase shift for upper and lower sidebands with odd \( p \), as illustrated in Fig. 4.3 (middle part) for the case of a low modulation index \( \beta \). In the general case the intensities in the upper and lower sidebands with equal \( p \) differ in magnitude due to superposition of AM and FM signals. This asymmetry leads to RAM-induced noise (see Section 4.4).

The interaction of an electrical field at frequency \( v \) with an absorber can be characterised by a complex transmission function defined as

\[
T(v) = \exp[-\delta(v) - \phi(v)].
\]

The electric field attenuation \( \delta(v) \) is related to the intensity absorption coefficient (defined in Chapter 3) as \( \delta(v) = \alpha(v)L/2 = \sigma(v)N/2 \), and the electric field dispersion
\( \phi(v) \) (the optical phase shift) is given by \( \phi(v) = \pi n(v) L v / c \), where \( n(v) \) is the frequency dependent index of refraction.

The complex transmission function interacts with the individual frequency components \( v + pv_m \) in the modulated beam. The electric field after interaction with the absorber is

\[
E(t) = E_0 \sum_{p=-\infty}^{\infty} \mathcal{T}(v + pv_m) r_p(\beta, M, \psi) \exp[i 2\pi (v + pv_m)t]
\]

or

\[
E(t) = E_0 \sum_{p=-\infty}^{\infty} r_p(\beta, M, \psi) \exp[i 2\pi (v + pv_m)t - \delta(v + pv_m) - i\phi(v + pv_m)].
\]

Experiments measure the intensity which is proportional to the square of the electric field. The transmitted intensity is given by

\[
I(t) = \frac{c E_0}{2} |E(t)|^2
\]

\[
= \frac{c E_0}{2} E_0^2 \sum_{p-p'} \sum_{p-p'}^\infty \mathcal{r}_p^* \mathcal{r}_p' \exp[i 2\pi (p - p') v_m t] \exp[-\delta(v + pv_m) - \delta(v + p'v_m) - i\phi(v + pv_m) + i\phi(v + p'v_m)],
\]

where \( \mathcal{r}^* \) is the complex conjugate of \( \mathcal{r} \). The detector photocurrent is analysed at \( v_m \) or at some harmonic \( \Lambda = n v_m (n = 1, 2, 3, \ldots) \). The resulting signal is obtained by setting \( p - p' = \pm n \) in Eq. 4.14:

\[
I_n(t) = \frac{c E_0}{2} E_0^2 \exp(i 2\pi \Lambda t) \sum_{p=-\infty}^{\infty} \mathcal{r}_p^* \mathcal{r}_p' \exp[-\delta(v + pv_m) - \delta(v + (p - n)v_m) - \phi(v + pv_m) + \phi(v + (p - n)v_m)] + c.c.
\]

It is convenient to re-write this equation as

\[
I_n(t) = \frac{c E_0}{2} E_0^2 \left[ Z \exp(i 2\pi \Lambda t) + Z' \exp(-i 2\pi \Lambda t) \right],
\]

\[
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where

\[
Z = \sum_{p,m} r_p r_m^* \exp[-\delta(v_c + pv_m) - \delta(v_c + (p-n)v_m)]
\exp[-i\phi(v_c + pv_m) + i\phi(v_c + (p-n)v_m)].
\]

\[4.17\]

It follows from this that

\[
I_A(t) = \frac{e_0}{2} E_0^2 [2 \Re(Z) \cos(2\pi At) - 2 \Im(Z) \sin(2\pi At)].
\]

\[4.18\]

By selecting the detection system phase angle, the signal can be detected as the pure real or the pure imaginary part of \(Z\) (corresponding to pure absorption or pure dispersion), or as a mixture.

In a similar way, the slightly more complicated TTFMS can be mathematically described. The key feature of this description is that the signal retrieved at the low-difference frequency of the two primary modulations is directly related to the full high-frequency differential absorption (Cf. optical heterodyne detection).

### 4.3 Fast scan integration

Most diode laser absorption measurements include fast scanning of the diode laser across the absorption profile at around 100 Hz, and the accumulation of multiple spectra. This enables a high signal-to-noise ratio (SNR) by the integration of the signal, and systematic drifts are effectively eliminated. The technique is frequently used in direct absorption measurements and then much resembles the slotted-disc scanning used in DOAS (differential optical absorption spectroscopy) measurements employing classical light sources \[4.23\]. However, fast scan integration is also combined with WMS, TTFMS and TTFMS. The method, also referred to as sweep integration \[4.24,4.25\], effectively reduces the influence from low frequency (1/f) noise in the recorded spectra. A detection sensitivity as good as 10^{-5}-10^{-6} can be obtained even in direct absorption measurements.
4.4 Noise and sensitivity

Noise is all unwanted signal that appears at the detection side. Noise has different origins:

- **Thermal noise** originates from the random fluctuations of charge carriers. It does not depend on the incident power and has a white noise spectrum, i.e. it is independent of the frequency.

- **Laser excess noise (flicker (1/f) noise).** This source of noise is the main motivation for adopting a modulation scheme. It is due to the effect of intrinsic laser properties and to external noise sources. External noise sources are injection-current noise, temperature instabilities and optical feedback, and intrinsic noise sources are photon and carrier density fluctuations, index of refraction fluctuations and partition noise. The noise spectrum has an $1/f$ dependence.

- **Shot noise** originates from the quantum nature of light. It depends on the incident flux of photons (incident power). The quantum noise, like the thermal noise, is independent of frequency.

- **RAM-induced noise.** FM is always accompanied by residual amplitude modulation and introduces a non-zero background in the recorded spectra. The measurements in Paper III were essentially limited by this type of noise.

- **Interference fringes** constitute an annoying source of noise, which is further discussed below.

Several published papers compare the sensitivity of the different frequency modulation techniques [4.17,4.19-4.21]. The results are not entirely consistent. It seems like the sensitivity reported for a particular modulation scheme is closely related to the laser employed and the experimental arrangement used. Thus, general statements about superiority of a specific modulation technique are difficult to make.

Summarising, one can say that any of the high-frequency WMS, FMS and TTFMS techniques can in principle achieve shot-noise limited detection, corresponding to a minimum detectable absorption of the order of $10^{-7}$ or better. However, the minimum detectable absorption is in practice often set to $10^{-4}$ by the presence of interference fringes. These originate from spurious reflections between parallel optical surface in the laser beam path. These accidental interference fringes manifest themselves as an oscillating intensity background. If the fringe widths are comparable to the linewidth of the absorbing species under investigation, they can easily obscure the detection of
weak absorptions. Fringes can be reduced by careful angling of all transmissive optics, and by the use of reflective optics, wedged windows and beamsplitters. A large variety of methods to reduce the effect of interference fringes has been proposed, e.g., dithering of optical components [4.26-4.28] or filtering techniques [4.14-4.29-4.31].

Noise aspects and detection limits in FM are discussed in detail in Paper III and in Refs. [4.4,4.10,4.20,4.21,4.32,4.33].
5. Nonlinear optical frequency conversion

Nonlinear optical frequency conversion refers to the generation of new frequency components by mixing laser light of different frequencies in nonlinear media. Utilising nonlinear optical frequency conversion, coherent radiation can be generated in wavelength regions where no convenient laser sources are available. Thus, for room-temperature operated diode lasers, which, as described in Chapter 2, emit light in the wavelength region between 400 nm and 2 μm, nonlinear optical frequency conversion is a practical way of producing tuneable radiation at ultraviolet and infrared wavelengths. Nonlinear optical frequency conversion comprises a large variety of different nonlinear optical processes, and a comprehensive description of such processes can be found in textbooks in the field of nonlinear optics [5.1, 5.2]. Here only a brief survey of techniques related to the present work will be given.

5.1 Frequency mixing

Typically, only laser light is intense enough to induce a nonlinear optical response in a material system and, in fact, the first observation of a nonlinear response was made in 1961, shortly after the demonstration of the first laser. Second-harmonic generation (at 347.15 nm) was observed by shining a ruby laser beam (at 694.3 nm) through a sample of crystalline quartz [5.3]. When light of sufficiently strong intensity propagates through a nonlinear optical medium, the response of the medium can be expressed as

\[ P(t) = \varepsilon_0 \left( \chi^{(1)} E(t) + \chi^{(2)} E^2(t) + \chi^{(3)} E^3(t) + \cdots \right), \tag{5.1} \]

where \( E \) is the applied optical field, \( P \) is the polarisation of the medium, \( \varepsilon_0 \) is the permittivity of free space, \( \chi^{(1)} \) denotes the linear susceptibility, and \( \chi^{(2)}, \chi^{(3)}, \ldots \) are the nonlinear optical susceptibilities. The first term in Eq. 5.1, the linear polarisation, is responsible for ordinary optical phenomena such as reflection and absorption, and the third term, the third-order nonlinear polarisation, gives rise to third-harmonic generation and related mixing phenomena, the Kerr effect and the stimulated Raman effect. The second term, the second-order nonlinear polarisation, gives rise to difference-frequency, sum-frequency, and second-harmonic generation, which are the phenomena to be discussed in this chapter. Using symmetry arguments it can be shown that the second-order susceptibility \( \chi^{(2)} \) vanishes in media with a centre of
symmetry. The phenomena of interest can thus only be observed in non-centrosymmetrical crystals.

In a simplified form, the generation of new frequency components through the second-order nonlinear polarisation can be described as follows. If an electromagnetic optical field $E(t)$, consisting of two distinct frequencies $\omega_1$ and $\omega_2$, represented in the form

$$E(t) = E_1 \exp(i\omega_1 t) + E_2 \exp(i\omega_2 t) + c.c.$$  \[5.2\]

is applied to a medium with a non-vanishing second-order susceptibility, the second-order nonlinear polarisation created in the medium will be given by

$$P^{(2)}(t) = \epsilon_0 \chi^{(2)} \left[ E_1^2 \exp(i2\omega_1 t) + E_2^2 \exp(i2\omega_2 t) + 2E_1E_2 \exp(i(\omega_1 + \omega_2) t) + 2E_1E_2 \exp(i(\omega_1 - \omega_2) t) + c.c. \right] + 2\epsilon_0 \chi^{(2)} \left[ E_1E_1^* + E_2E_2^* \right].$$  \[5.3\]

As seen from this expression, apart from a dc optical rectification component, four new frequency components in the nonlinear polarisation are generated; the doubled frequencies (second harmonics) $2\omega_1$ and $2\omega_2$, the sum frequency $\omega_1 + \omega_2$, and the difference frequency $\omega_1 - \omega_2$. These new frequency components of the nonlinear polarisation will, according to the Maxwell equations, act as driving terms for the generation of new frequency components also in the electromagnetic field. Although Eq. 5.3 indicates that four different frequency components can be present in the radiation generated by the nonlinear interaction process, typically only at most one of the frequency components will have any appreciable intensity. The reason for this is that efficient generation of new frequency components requires that certain phase-matching conditions between the interacting waves are fulfilled and these conditions can usually only be achieved for one of the processes at a time.

More generally, difference-frequency, sum-frequency and second-harmonic generation basically involves the interactions between three different light waves, with frequencies $\omega_1$, $\omega_2$, and $\omega_3$. The three waves are sometimes referred to as the idler, the signal and the pump wave, respectively. By convention, $\omega_1 > \omega_2$ and $\omega_2 \geq \omega_1$. The three frequencies are constrained by the energy conservation

$$\omega_3 = \omega_2 + \omega_1.$$  \[5.4\]

This equation is a convenient way of expressing the mutual interaction between the three light waves, and allows difference-frequency, second-harmonic and sum-
frequency generation to be described by the same expression. The interaction processes (abbreviated DFG, SFG and SHG, respectively) are thus characterised by

\[
\begin{align*}
\omega_3 &= \omega_2 - \omega_1 \quad \text{(DFG)} \\
\omega_3 &= \omega_2 + \omega_1 \quad \text{(SFG)} \\
\omega_3 &= 2\omega_1 \quad \text{(SHG)}
\end{align*}
\]

It is important to notice that, using this formalism as opposed to the form in Eq. 5.3, the input frequencies are not always given by \(\omega_2\) and \(\omega_1\), and the output frequency by \(\omega_3\), i.e. for difference-frequency generation, the indices are interchanged. This formalism is used in the following presentation.

Difference-frequency generation is frequently used for conversion of short-wave radiation (e.g., visible and near-infrared radiation) to long-wave radiation (e.g., infrared radiation). On the other hand, to convert long-wave radiation to the short wavelength region, sum-frequency generation is used. Second-harmonic generation is a special case of sum-frequency generation (\(\omega_3 = \omega_1\)) and is typically employed to convert the radiation from lasers in the near-infrared and visible to the visible and ultraviolet spectral regions. One well-known example is the second-harmonic generation at 532 nm of the 1064 nm Nd:YAG laser output. In the present work sum-frequency generation to 254 nm for mercury detection has been achieved by combining two diode lasers emitting at 404 nm and 684 nm, respectively, in a BBO (\(\beta\)-BaB\(_2\)O\(_4\)) crystal (Paper V). Difference-frequency generation in periodically poled lithium niobate (LiNbO\(_3\)) to 3.4 \(\mu\)m for methane detection has also been achieved using a 760 nm and a 980 nm diode laser (Paper VI).

5.2 Phase-matching

In frequency mixing one is concerned with efficient generation of electromagnetic radiation at the difference, sum or second-harmonic frequencies of the applied electromagnetic fields. A crucial issue in this context is the phase-matching between the interacting waves. Due to dispersion, waves oscillating at different frequencies normally propagate with different phase velocities in a nonlinear medium. The relative phase between the interacting waves will then vary along the nonlinear medium, and since the direction of power flow is determined by the phase difference between the waves, there will be a periodic transfer of power between the waves along the length of the nonlinear medium. For efficient generation of the difference, sum or second-harmonic frequencies it is therefore essential to phase-match the interaction so that the intensity of the newly generated wave continuously increases at the expense of the intensity of the applied radiation throughout the whole length of the nonlinear medium. Phase-matching between the interacting waves can be accomplished by birefringent phase-matching, which uses the birefringence displayed by many crystals
[5.4-5.6], or by quasi phase-matching, in which a periodic structure is built into the nonlinear medium so that the relative phase is corrected in regular intervals [5.7,5.8].

5.2.1 Birefringent phase-matching

Birefringent phase-matching makes use of, as the name implies, the birefringence displayed by uniaxial and biaxial crystals. Birefringence is the dependence of the refractive index on the propagation and polarisation direction of the electromagnetic radiation, and since the refractive index determines the phase velocity of a propagating wave, phase-matching can be achieved by proper orientation of the nonlinear crystal and the polarisation of the input radiation.

The phase mismatch, $\Delta k$, in difference frequency ($\omega_2 = \omega_3 - \omega_1$), sum-frequency ($\omega_3 = \omega_1 + \omega_2$) and second-harmonic generation ($\omega_3 = 2\omega_1$), respectively, is given by

$$\Delta k = k_3 - k_1 - k_2 \quad \text{(DFG)}$$
$$\Delta k = k_1 + k_2 - k_3 \quad \text{(SFG)}$$
$$\Delta k = 2k_1 - k_3 \quad \text{(SHG)}$$

[5.6]

where $k_1$ is the wave vector

$$|k_1| = k_1 = \frac{n_1\omega_1}{c}$$

[5.7]

corresponding to the wave with frequency $\omega_1$. $n_1 = n(\omega_1)$ is the refractive index, and $c$ is the speed of light. Phase-matching is achieved whenever

$$\Delta k = 0.$$ 

[5.8]

Phase-matching can be accomplished using either scalar (collinear) phase-matching or vector (noncollinear) phase-matching. Scalar phase-matching is experimentally the most convenient method. Only scalar phase-matching has been used in the present work, and the following description will focus on this phase-matching method. Using collinear beams, the phase-matching condition for difference-frequency and sum-frequency generation is

$$k_3 = k_1 + k_2 \quad \text{or} \quad n_1\omega_3 = n_1\omega_1 + n_2\omega_2$$

[5.9]

and for second-harmonic generation ($\omega_1 = \omega_2$ and $\omega_3 = 2\omega_1$)

$$k_3 = 2k_1 \quad \text{or} \quad n_3 = n_1.$$ 

[5.10]
It can be seen from these expressions that the phase-matching condition can never be fulfilled if the interacting waves have the same polarisation because of normal dispersion: the refractive index is an increasing function of frequency. Mixing waves of different polarisation in uniaxial or biaxial crystals displaying birefringence is the only possible way of fulfilling the phase-matching condition.

Uniaxial crystals are characterised by one optical axis while biaxial crystals have two optical axes. The phase-matching considerations for uniaxial crystals are more straightforward than for biaxial crystals, and since biaxial crystals have not been used in the present work, only uniaxial crystals will be considered in the following. In uniaxial crystals, a light wave polarised perpendicular to the plane containing the optical axis and the propagation vector \( k \) of the wave is called an ordinary wave, while a wave polarised in the plane is called an extraordinary wave. The refractive indices in the two orthogonal directions are called the ordinary \( n_o \) and the extraordinary \( n_e \) refractive indices, respectively, and it is the difference in refractive index between the ordinary and the extraordinary wave that is called birefringence. Uniaxial crystals are referred to as either negative or positive; in a positive uniaxial crystal, the extraordinary refractive index \( n_e \) is larger than the ordinary index \( n_o \), while the opposite is true for negative uniaxial crystals. The refractive index of the ordinary wave does not depend on the propagation direction, while the refractive index of the extraordinary wave depends on the angle \( \theta \) between the optical axis and the propagation vector \( k \) according to

\[
\frac{1}{n_o(\theta)^2} = \frac{\sin^2 \theta}{n_e^2} + \frac{\cos^2 \theta}{n_o^2},
\]

where it can be noted that \( n_e(90^\circ) = n_o \), and \( n_o(0^\circ) = n_e \). Expressions (the so-called Sellmeier equations) for the ordinary and extraordinary refractive indices as a function of frequency, and for some crystals also of temperature, for different nonlinear crystals can be found with varying accuracy in the literature. A comprehensive description of the properties of a large variety of different nonlinear optical crystals has been given in [5.9].

For uniaxial crystals, two phase-matching methods, Type I and II, can be distinguished. The two methods are summarised in Table 5.1. Common for both methods is that the wave with the highest frequency \( (\omega_3) \) is polarised in the direction with the lower of the two possible refractive indices. There are two possibilities for the two lower frequency waves \( (\omega_1, \omega_2) \); Type I phase-matching is when both waves have the same polarisation and Type II phase-matching is when the waves have orthogonal polarisations.
Table 5.1 Phase-matching methods for uniaxial crystals.

<table>
<thead>
<tr>
<th></th>
<th>Positive uniaxial crystal ((n &gt; n))</th>
<th>Negative uniaxial crystal ((n &lt; n))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I</td>
<td>(n_i^2\omega_3 = n_i^2\omega_1 + n_i^2\omega_2)</td>
<td>(n_i^2\omega_3 = n_i^2\omega_1 + n_i^2\omega_2)</td>
</tr>
<tr>
<td>Type II</td>
<td>(n_i^2\omega_3 = n_i^2\omega_1 + n_i^2\omega_2)</td>
<td>(n_i^2\omega_3 = n_i^2\omega_1 + n_i^2\omega_2)</td>
</tr>
</tbody>
</table>

Birefringent phase-matching is achieved by adjusting the angle \(\theta\) for a certain three-wave interaction in a particular crystal. The phase-matching angle for a three-wave interaction in the crystal is calculated using Eq. 5.11 and the appropriate expression in Table 5.1.

As an example of phase-matching, we can consider the sum-frequency generation in Paper V, where a wavelength of 254 nm \((\omega_3)\) was generated by mixing 404 nm \((\omega_1)\) and 684 nm \((\omega_2)\) in a BBO crystal. BBO is a negative uniaxial crystal, and Type I phase-matching was chosen. Fig. 5.1 is a schematic illustration of the phase-matching between the three waves. The phase-matching conditions for Type I phase-matching in a negative uniaxial crystal then becomes

\[
\frac{1}{(n_1^2\omega_1 + n_2^2\omega_2)^2} = \frac{\sin^2 \theta}{(n_3^2\omega_3)^2} + \frac{\cos^2 \theta}{(n_3^2\omega_3)^2}.
\]

By replacing \(\cos^2 \theta\) by \(1 - \sin^2 \theta\) and simplifying, the resulting expression becomes

\[
\sin^2 \theta = \frac{1}{(n_1^2\omega_1 + n_2^2\omega_2)^2} - \frac{1}{(n_3^2\omega_3)^2}.
\]

Thus, using the expressions for the ordinary and the extraordinary refractive indices, the orientation \((\theta)\) of the crystal can be calculated, so that efficient generation at 254 nm can be achieved. For our experimental arrangement configuration a value of \(\theta = 48^\circ\) was determined. In the experiments the crystal was slowly rotated until phase-matching was observed, basically at the expected angle.
A serious drawback of birefringent phase-matching is that the direction of propagation for an extraordinary wave generally does not coincide with that of the ordinary one. Whenever the phase-matching angle $\theta$ is not equal to 0° or 90°, a detrimental beam walk-off for the extraordinary wave occurs. The beam walk-off angle can be calculated according to [5.9]

$$\rho(\theta) = \pm \arctan \left( \frac{n_0^2}{n_r^2} \tan(\theta) \right) \pm \theta. \quad [5.14]$$

Here the upper signs pertain to negative and the lower sign to positive crystals. Beam walk-off can to some extent be compensated by vector (noncollinear) phase-matching. Temperature tuning is also possible for some crystals, so that phase-matching can be achieved with a phase-matching angle of 0° or 90°. The phase-matching is then often referred to as non-critical, while critical phase-matching otherwise pertains.

### 5.2.2 Quasi phase-matching

In quasi phase-matching (QPM), the waves propagate with different phase velocities, but as the direction of the power flow reverses, when the relative phase difference (the phase mismatch) has grown, the sign of the nonlinear susceptibility is also reversed so that the phase difference is "reset" and the power continues to flow monotonically from the applied radiation to the generated radiation at the difference, sum or second-harmonic frequencies. A sign reversal of the nonlinearity can be obtained in ferroelectrics, such as LiNbO$_3$, LiTaO$_3$, and KTP, by a reversal of the domain
orientation. A description of the manufacturing process, typically involving lithography and electric field poling, can be found in, e.g., [5.10].

The important parameter in the quasi phase-matching scheme is the coherence length, $L_c$, the distance over which the relative phase difference changes by $\pi$. The coherence length is given by

$$\Delta k \cdot \pi = L_c,$$  

[5.15]

where $\Delta k$ is the (scalar) phase mismatch according to Eq. 5.6. In analogy with the situation for birefringent phase-matching, the phase mismatch in quasi phase-matching is given by

$$\Delta k_{\text{QPM}} = \Delta k - \frac{2\pi}{\Lambda},$$  

[5.16]

where $\Lambda$ is the quasi phase-matching period. When the period is equal to twice the coherence length, the phase mismatch is zero and the efficiency of the process is maximised. Typical periods, $\Lambda$, for quasi phase-matching in LiNbO$_3$ (the crystal used in Paper VI), are of the order of 15 $\mu$m to 25 $\mu$m for difference-frequency generation and 5 $\mu$m to 15 $\mu$m for second-harmonic and sum-frequency generation. Quasi phase-matching typically involves temperature tuning, and the required period for a certain three-wave interaction is calculated using the same Sellmeier equations as for birefringent phase-matching. Fig. 5.2 illustrates perfect phase-matching (non-critical birefringent phase-matching), quasi phase-matching and no phase-matching.

![Fig. 5.2 Illustration of three levels of phase-matching.](image)
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A typical geometry of quasi phase-matching is shown in Fig. 5.3. This particular example shows difference-frequency generation as performed in Paper VI. It could be noted that all the waves have the same polarisation, allowing the largest coefficient in the nonlinear susceptibility tensor, fully describing the crystal, to be exploited. Since the quasi phase-matching technique does not rely on birefringence, the only fundamental limit is set by the transparency range of the material. Details about quasi phase-matching have been given in, e.g., [5.8,5.10]. Popular accounts can be found in [5.11,5.12].

![Fig. 5.3 Quasi phase-matching in difference-frequency generation.](image)

### 5.3 Conversion efficiency

The conversion efficiency depends on the phase-matching, the nonlinear properties and the length of the crystal, the input powers, and a focusing factor. The general expressions governing the conversion efficiency for sum- and difference-frequency generation are given and discussed in Papers V and VI, respectively [5.13,5.14]. An important aspect that has not been discussed so far is the optimal focusing, which also can be theoretically predicted. Beam overlap is also essential. In this context, the possibility of rectification of the diode laser asymmetric beams through the use of anamorphic prism pairs (Fig. 2.2) is also valuable.
6. Applications in energy, environmental and medical research

6.1 Introduction

Laser spectroscopy provides powerful means for real-time analysis and diagnostics in many important application fields, such as energy, environmental and medical research. Many proof-of-principle experiments have been performed with complex and expensive equipment. Clearly, diode lasers have a particularly great attraction for applications because of the realistic costs and ease of operation, that frequently characterise these sources. In the present section the implications of the present work in the fields of combustion research, environmental monitoring and medical diagnostics are discussed. A brief perspective to the extensive research activities being pursued in these areas is also given.

Absorption is one of the modes of interaction between light and matter. Actually, in the present work mostly absorption, but also fluorescence and scattering have been used. In Chapter 2 issues regarding absorption were treated in detail. In this section, aspects of fluorescence as well as scattering will also be briefly considered with reference to Fig. 6.1.

![Fig. 6.1 Schematic illustration of the interaction processes in atoms and molecules. a) and b) Resonant transitions in atoms and molecules, respectively. c) Non-resonant scattering processes.](image-url)
Following absorption of an incoming photon, the atom or molecule is excited to an upper level. Excited state lifetimes for unperturbed atoms are of the order of μs to ns. In the subsequent decay, resonance radiation back to the ground state or fluorescence (at longer wavelengths) occurs. Such radiation is detected for potassium atoms in Paper II. At atmospheric pressure or in solids or liquids the lifetime of the excited state is strongly reduced due to collisionless transitions, which also reduce the fluorescence yield. For molecules in solids and liquids, a very fast radiationless relaxation down to the lowest vibrational level of the excited state occurs. The subsequent fluorescence decay follows in a broad spectral distribution, which is related to the broadened ground state sublevel distribution. Since the upper-state relaxation occurs, the fluorescence spectral shape is largely independent of the exact excitation wavelength. Since the upper state structure is also smeared out, no demands on a very sharp or specific wavelength for the exciting light exist. In Paper VII, violet diode laser radiation was used to induce characteristic fluorescence (laser-induced fluorescence, LIF) in leaves of different degrees of senescence and in human malignantly transformed tissue.

Even if the incoming laser radiation is not resonant with an energy separation in the molecules under study, a weak interaction process can occur: elastic or inelastic scattering. Elastic scattering (Rayleigh scattering) does not involve any energy change for the outgoing radiation, whereas a shift, corresponding to vibrational or rotational splittings occurs in inelastic (Raman) scattering. The Raman shift is characteristic for the molecules under study. If elastic scattering against spherical macroscopic particles of extension much larger than the wavelength occurs, the process is referred to as Mie scattering [6.1, 6.2]. Extensions of the theory can also handle non-spherical particles. Particle scattering is the subject of the work presented in Paper I.

6.2 Combustion diagnostics

Combustion remains the most important mode of energy conversion [6.3, 6.4]. Measurements of combustion parameters, such as temperature, pressure, velocity and concentration are important in fluid flow, combustion and heat transfer research, and non-intrusive, laser-based techniques facilitate experimental studies considerably [6.5]. Among the diagnostic techniques for combustion zones, Mie and Raman scattering, laser-induced fluorescence, coherent anti-Stokes Raman scattering and degenerate four-wave mixing can be mentioned. Spatially resolved measurements can conveniently be performed by planar imaging using laser-induced fluorescence [6.6-6.11]. The technique is ideally suited for studies of transient phenomena and detection of minor species, due to the high sensitivity combined with a high spectral and temporal resolution. However, due to quenching, quantitative concentration measurements are difficult to perform.
Absorption spectroscopy using diode lasers has the advantage of providing fast, simple and sensitive quantitative measurements of combustion parameters. The most readily available parameter is concentration, but, as outlined in Chapter 3, the lineshape of an absorption line is strongly dependent on the environmental conditions under which it was recorded. Thus, important information regarding combustion can be inferred from the lineshape variations under varying environmental conditions. Diode laser absorption spectroscopy has been widely employed for the determination of concentration, temperature, pressure and velocity [6.12-6.21].

On the other hand, absorption measurements do not provide spatial information because of the line-of-sight integrating nature of the techniques. The detected absorption signal integrates the incremental absorptions from each of the spatial locations along the beam path from the laser to the detector. Combining multi-angular absorption spectroscopy with tomographic reconstruction techniques, spatially resolved measurements (2D) can be achieved [6.22-6.29]. In Paper VI simultaneous absorption measurements of methane, oxygen and water vapour, all of interest in combustion, are illustrated.

As an illustration of temperature and concentration measurements, which extends previous work in this laboratory [6.27], absorption measurements of molecular oxygen in a lean pre-mixed methane-oxygen flame (equivalence ratio 0.81) employing two-tone frequency-modulation spectroscopy (TTFMS) for increased sensitivity have been performed. The experimental set-up is schematically illustrated in Fig. 6.2 and results of the measurements are shown in Fig. 6.3. Descriptions of the TTFMS measurement scheme have been given in Paper III and in [6.27]. The wavelength of the diode laser was repetitively tuned by applying a jump scanning technique, which made it possible to measure several molecular oxygen lines at the same time. A dual-beam subtraction scheme was employed to effectively cancel the absorption signal from the ambient oxygen in the beam path outside the flame region. The burner, with a 4 x 18 mm rectangular nozzle, was constructed to give a laminar flow of pre-mixed methane and oxygen. Line-of-sight absorption measurements of molecular oxygen were performed 3 mm above the nozzle orifice by translating the nozzle along two directions 90° apart, the parallel and perpendicular direction, as illustrated in Fig. 6.3C. An algebraic reconstruction technique [6.27,6.30] can be employed for the reconstruction of the oxygen concentration and the flame temperature from data of this kind, but within the scope of the present work the somewhat elaborate task of a tomographic back-projection of the data has not been performed. Still, the major aspects of multi-angular measurements for spatially resolved measurements are illustrated in Fig. 6.3.
Fig. 6.2 Experimental arrangement for sensitive detection of molecular oxygen in a methane-oxygen flame.

The absorption measurements were performed on the R15Q16, R17R17, R23Q24 and R33Q34 lines in the oxygen A band at 760.094 nm, 760.074 nm, 759.660 nm and 759.636 nm, respectively. Examples of spectral recordings in the parallel direction are shown in Fig. 6.3A. The sharp peaks in the middle of the spectra display the arrival of the second current jump. Fig. 6.3B and D show the peak values of the TTFMS signals along the parallel and perpendicular directions. The spatial positions of the spectral recordings in Fig. 6.3A (a-d) are indicated in Fig. 6.3B. The energy ($E'$) of the lower state of the transitions are 344 \( \text{cm}^{-1} \) (R15Q16), 440 \( \text{cm}^{-1} \) (R17R17), 791 \( \text{cm}^{-1} \) (R23Q24) and 1605 \( \text{cm}^{-1} \) (R33Q34) \(^3\). Since the Boltzmann population factor is contained within the line strength $S$ (see Eq. 3.14), it is clear that the intensity of the R33Q34 line is strongly dependent on the temperature in the flame and that the R15Q16 and R17R17 lines are more related to the concentration. The R23Q24 line is related both to the temperature and the concentration. Thus, by comparing the relative magnitudes of the TTFMS signals in Fig. 6.3B and D, information regarding both temperature and concentration in the flame can be obtained. E.g., according to Fig. 6.3B, the peak values of the R15Q16 (and R17R17) line are almost the same in the middle of the flame (position 0 mm) and far from the flame (position 18 mm), indicating approximately equal oxygen concentrations. One can also see that the temperature is high at the rim of the flame region (the luminous zone, position 2 mm), where the R33Q34 line peaks. This is where most of the
reactions takes place, and consequently, the concentration is also lower than in, e.g., the middle of the flame. However, the lowest concentration is found just outside the rim of the flame region (position 3 mm), where most of the ambient oxygen is consumed.

![TTFMS absorption measurements of molecular oxygen through a methane-oxygen flame. A TTFMS signal of 1.0 corresponds to a peak absorption of $6 \times 10^4$.](image)

**Fig. 6.3** TTFMS absorption measurements of molecular oxygen through a methane-oxygen flame. A TTFMS signal of 1.0 corresponds to a peak absorption of $6 \times 10^4$. 
6.3 Environmental monitoring

In all combustion of fossil fuels environmental pollutants are released. It is of considerable interest to develop methods for in-situ, real-time monitoring. Such measurement techniques are needed on global, regional as well as local scales. Remote-sensing techniques have a considerable advantage over point monitoring measurements. Optical techniques include long-path absorption measurements employing classical light sources or lasers. The DOAS (differential optical absorption spectroscopy) technique has proven itself as a particularly realistic and powerful method [6.31]. Diode lasers provide an alternative, which has been pursued within the present work (Paper IV). Lidar (light detection and ranging) provides range-resolved atmospheric measurements in a radar-like fashion. The DIAL (differential absorption lidar) allows species specific measurements [6.32].

In this department an extensive experience in the use of DOAS (see, e.g., [6.33]) and above all DIAL [6.32,6.34,6.35] exists. The work includes monitoring in urban, industrial [6.36-39] and mining areas [6.40,6.41], in geothermal fields [6.42,6.43] and at volcanoes [6.44,6.45]. The measurements have concentrated on SO₂, O₃, NO, NO₂ and Hg. A current trust is in the detection of hydrocarbons. The work presented in this thesis should be seen in this context.

Atomic mercury is an interesting geophysical tracer gas, related to ore deposits, geothermal energy and seismic and volcanic activity. In Paper V a compact system for mercury detection with isotopic specificity (for low-pressure samples) is presented. Such a system, fully engineered, could be of considerable interest for monitoring in connection with, e.g., seismic rift zones.

Methane is a greenhouse gas present in a typical 1.7 ppm outdoor abundance. It can serve as a model for general hydrocarbon monitoring, since it absorbs around 3.4 μm where the basic C-H stretch vibrational mode of hydrocarbons occurs. Paper VI reports on the development of a difference frequency diode laser spectrometer capable of remote monitoring of ambient methane concentration. At reduced pressure, isotopic selectivity was also achieved like for mercury, a feature which is of considerable geo- and biochemical interest [6.46]. The feasibility of diode-laser-based hydrocarbon monitoring is important for the detection of leaks and emissions from, e.g., petrochemical plants, refineries and pipelines. The techniques can also provide absolute calibration of passive gas correlation imaging measurements for hydrocarbons [6.47,6.48].

Atmospheric particulate matter can be studied with the lidar technique, where the backscattered signal is generated by elastic scattering from the particles. The extraction of information on particles is complex. A more detailed information can be obtained
in point monitoring, where the extinction loss in a coupled-cavity diode laser as well as the diffraction image from individual particles could be studied (Paper I).

Apart from monitoring of gases, optical measurements can also be used in reflectance and fluorescence schemes to monitor water and vegetation parameters. Broad-band signals are obtained since the molecules interact strongly. Reflectance information is largely obtained from satellites for earth resource monitoring. Active laser-induced fluorescence lidar systems can complement reflectance measurements but are necessarily restricted to short ranges [6.49-6.51]. LIF lidar systems yield information on water quality and on vegetation. Point monitoring of vegetation, e.g. as demonstrated in Paper VII, can be valuable also for a better understanding of observed LIF lidar signals.

6.4 Medical diagnostics

Optical spectroscopic techniques in medicine concern gas analysis (breath gases, anesthetic gases) but especially tissue diagnostics. Tissue investigations include quasi-elastic scattering (Doppler perfusion monitoring), and in particular LIF and Raman spectroscopy. Spectroscopic aspects are also very important in treatment based on lasers, since the tissue absorption and scattering largely govern the outcome. The field of laser applications in medicine is treated, e.g., in [6.52-6.54]. It includes thermal treatment, photodynamic therapy (PDT), cancer and atherosclerotic plaque monitoring and optical mammography. An extensive experience in these fields exists in our department. Whereas thermal treatment is the most widespread application of lasers in medicine, PDT is a strongly emerging field for selective tumour cell eradication based on selective uptake of tumour-seeking agents and a subsequent laser-mediated singlet-oxygen production in the tissue [6.55-6.58]. The generation of high-power visible diode laser light has been very beneficial for PDT, which can now be performed using compact 635 nm high-power diode lasers, replacing previously employed very bulky systems, weighing a few hundreds of kilograms.

Tumour diagnostics based in LIF rely on the occurrence of specific spectral signatures due to administered tumour-seeking fluorescence agents. Fibre-based fluorosensors of different types have been developed for clinical work [6.59,6.60]. In Paper VII the most compact LIF system developed so far is described. It constitutes a further illustration of the impact of the new blue/violet diode lasers. Point LIF monitors of this kind are used, e.g., through the biopsy channel of an endoscope [6.61-6.63]. Real-time imaging systems, which frequently are quite complex, have been developed to provide fast surveillance of larger areas [6.64-6.67].

Raman spectroscopy has the potential to yield more specific information on the tissue chemical composition since sharp peaks coupled to vibrational modes are observed [6.68,6.69]. The diploma thesis by the author falls in this field [6.70]. More recently,
extensive work has been pursued in the field of Raman and the related field of near-infrared spectroscopy (see, e.g., [6.71]).

As a further field of laser use in medicine the emerging activity in optical mammography should be mentioned [6.72]. Strong multiple scattering in tissue tends to blur image information, but using pulsed lasers and gated detection in a laser-radar-like fashion scattered light can be strongly suppressed [6.73-76].
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Abstract

A new instrument for aerosol particle size determination and identification by shape is presented. The instrument is based on a diode laser in a coupled cavity. An extinction loss determines the size of a single aerosol particle entering the coupled-cavity diode laser, and a Fourier transformed diffraction image of near-forward scattered light is used for shape and orientation analysis. We describe a model of the coupled-cavity diode laser using light scattering based on Mie theory. This model relates the extinction loss directly to the cross-sectional area of the aerosol particle and shows good agreement with experimental results on aerosol particles and fibers. It is demonstrated that the changes in extinction loss are essentially independent of refractive index of the aerosol particles. The measurable size range of the aerosol particles is 4–170 μm with an accuracy of ±0.5 μm. The lower limit of the range is set by the extinction loss S/N ratio, the upper limit is given by the laser beam cross-section, and the accuracy is imposed by the oscillations in the extinction efficiency factor. © 1999 Elsevier Science B.V. All rights reserved.

PACS: 07.60.-j; 42.55.Px; 42.25.Fx
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1. Introduction

Allergy and asthma are known to increase because of poor indoor air quality and high levels of particulate contaminants and pollen in the outdoor environment [1]. Rapid changes in production technology and the introduction of new materials lead to new potential risks. It is desirable to be able to monitor and identify aerosol particles, such as fungal spores, microorganisms and fibers of hazardous materials, in a timely manner.

The new instrument presented in this paper allows size determination and identification by shape of aerosol particles in situ, using a commercially available diode laser in a coupled-cavity configuration with weak feedback. Detection and sizing are done by an extinction loss signal depending on light scattered out of the coupled cavity, and identification is performed using a diffraction image of near-forward scattered light.

Another technique based only on extinction loss uses an intra-cavity He–Ne laser with high mirror reflectivities [2]. A quality of our coupled-cavity configuration is the weak reflectivity of the external mirror which makes it possible to transmit near-for-
ward scattered light and distinguish aerosol particles with different shapes giving rise to the same extinction loss. Other optical techniques for aerosol particle sensing have been explored using lasers, for example time-of-flight monitoring and light scattering [3,4]. The instrument presented here distinguishes itself from existing techniques by combining an extinction loss with a diffraction image from a single particle measurement.

2. Description of the instrument

Our instrumental set-up, shown in Fig. 1, uses a diode laser in a coupled-cavity configuration, a digitizing oscilloscope, an infrared-sensitive CCD camera, and a high-resolution spectrometer. The coupled-cavity configuration consists of a single-mode AlGaAs diode laser (Sony SL0114VS) lasing at 780 nm with a free-running threshold current of 19.4 mA, an aspheric lens (Geltech 350230-B, N.A. = 0.55) which collimates the laser light to an approximately Gaussian elliptical beam with the 'top hat' full widths 0.38 mm X 0.16 mm, a 10 cm long coupled cavity and an external planar mirror with a reflectivity \( R_{\text{ext}} = 4\% \). A specially designed piezo-controlled mirror mount with high angular resolution (< 1 arc sec) is used to align the coupled cavity. We also employ active control of the mirror mount with an autoalignment system (Melles Griot NanoTrak), which simplifies the alignment procedure before measurements. The reduction of the threshold current with the coupled cavity is 6%. Coupling efficiency is mainly governed by the external mirror alignment, the numerical aperture of the collimator and the astigmatism of the diode laser. The coupling efficiency and the beam dimensions were investigated and simulated during the design of the instrument with an optics design software and a beam intensity profiler [5,6].

The working point, specified by the injection current, the temperature of the diode laser and the coupled-cavity length, was chosen so that the single-mode frequency of the free-running diode laser coincides with the coupled-cavity single-mode frequency. The injection current was set to 18.9 mA, which is above the threshold current of the coupled-cavity diode laser at 18.2 mA, but below the onset of the coherence collapse region at 20 mA [7]. During the design phase we have characterized the mode structure and optimized for single-mode operation of the coupled cavity with a spectrometer.

The sensing volume is comprised of the central part of the laser beam inside the coupled cavity together with the depth of field of the Fourier lens (\( L_1 \)). Introduction of an aerosol particle into the sensing volume along the major axis of the beam is accomplished with a nozzle designed to position the aerosol particle in a laminar air flow passing through the center of the beam. In this way we assure the alignment of different aerosol particles due to their specific aerodynamic properties. A fiber will, for example, traverse the laser beam aligned parallel to the laminar air flow.

The extinction loss, which determines the size of the aerosol particles, is measured with the photodiode integrated in the diode-laser housing. With a level discriminator it is possible to set the instrument to sample aerosol particles of the same size distribution. One feature of the measurement scheme is that there is no need for an external photodiode, which, in combination with folded rays of the diffraction image, makes the instrument fairly compact (0.3 X 0.3 X 0.2 m³).

In addition to measuring the extinction loss, near-forward scattered light at angles between 2 and 10° is collected and transformed with the Fourier lens (\( L_1 \)). The resulting diffraction pattern is imaged with the lenses (\( L_2 \) and \( L_3 \)) onto the CCD. The capture of the diffraction image is triggered by the
discriminator and a background image is subtracted from the image. The spatial frequencies in the diffraction image give information on the cross-section of the aerosol particles. The angular region is set by a spatial filter (SF) in the Fourier plane used for filtering out the direct light from the diode laser, and by the aperture of lens Lₜ.

3. Coupled-cavity model with Mie scattering

In the following we present a model describing the coupled-cavity diode laser using light scattering based on Mie theory for the detection and sizing of aerosol particles. The model characterizes the changes in the monitored output power as a function of the size of the particles by relating the extinction loss directly to the particle cross-sectional area. It is demonstrated that the changes in output power are essentially independent of refractive index of the aerosol particles.

Our model is an extension of the work presented in previous articles describing diode lasers subject to varying levels of external optical feedback [8-10]. The coupled cavity is considered equivalent to a solitary diode laser by replacing the inner facet reflectivity \( R₂ \), and the external plane mirror reflectivity \( R₃ \), in the following we present a model describing the coupled-cavity diode laser using light scattering based on Mie theory for the detection and sizing of aerosol particles. The model characterizes the changes in the monitored output power as a function of the size of the particles by relating the extinction loss directly to the particle cross-sectional area. It is demonstrated that the changes in output power are essentially independent of refractive index of the aerosol particles.

Our model is an extension of the work presented in previous articles describing diode lasers subject to varying levels of external optical feedback [8-10]. The coupled cavity is considered equivalent to a solitary diode laser by replacing the inner facet reflectivity \( R₂ \), and the external plane mirror reflectivity \( R₃ \), in the following we present a model describing the coupled-cavity diode laser using light scattering based on Mie theory for the detection and sizing of aerosol particles. The model characterizes the changes in the monitored output power as a function of the size of the particles by relating the extinction loss directly to the particle cross-sectional area. It is demonstrated that the changes in output power are essentially independent of refractive index of the aerosol particles.

Our model is an extension of the work presented in previous articles describing diode lasers subject to varying levels of external optical feedback [8-10]. The coupled cavity is considered equivalent to a solitary diode laser by replacing the inner facet reflectivity \( R₂ \), and the external plane mirror reflectivity \( R₃ \), in the following we present a model describing the coupled-cavity diode laser using light scattering based on Mie theory for the detection and sizing of aerosol particles. The model characterizes the changes in the monitored output power as a function of the size of the particles by relating the extinction loss directly to the particle cross-sectional area. It is demonstrated that the changes in output power are essentially independent of refractive index of the aerosol particles.

In the following we present a model describing the coupled-cavity diode laser using light scattering based on Mie theory for the detection and sizing of aerosol particles. The model characterizes the changes in the monitored output power as a function of the size of the particles by relating the extinction loss directly to the particle cross-sectional area. It is demonstrated that the changes in output power are essentially independent of refractive index of the aerosol particles.

In the following we present a model describing the coupled-cavity diode laser using light scattering based on Mie theory for the detection and sizing of aerosol particles. The model characterizes the changes in the monitored output power as a function of the size of the particles by relating the extinction loss directly to the particle cross-sectional area. It is demonstrated that the changes in output power are essentially independent of refractive index of the aerosol particles.

In the following we present a model describing the coupled-cavity diode laser using light scattering based on Mie theory for the detection and sizing of aerosol particles. The model characterizes the changes in the monitored output power as a function of the size of the particles by relating the extinction loss directly to the particle cross-sectional area. It is demonstrated that the changes in output power are essentially independent of refractive index of the aerosol particles.
power $P_e$, according to $S = (P_e - P_p)/P_e$. Substituting Eq. (3) and Eq. (4) into this expression yields

$$S = 1 - \frac{P_p}{P_e} = 1 - \frac{(R_p - R_2)}{(R_p - R_z)} \frac{2 \alpha L + \ln(1/R_1 R_e)}{(R_p - R_z) \frac{2 \alpha L + \ln(1/R_1 R_p)}}. \quad (5)$$

A plot of the extinction loss vs. particle diameter is shown in Fig. 2 (curve b) using the parameter values for the coupled cavity: $R_1 = 0.32$, $R_2 = 0.32$, $R_3 = 0.04$, $\alpha = 20 \text{ cm}^{-1}$, $L = 300 \mu\text{m}$, $A_b = 0.048 \text{ mm}^2$ and $A = 780 \text{ nm}$. $Q_{ext}$ is calculated according to the routine in Ref. [11] by simulation of the Mie scattering theory for a homogeneous sphere with refractive index $n = 1.55$ and cross-sectional area $A_p = \pi r^2$. With these parameters the extinction loss reaches its maximum value for a particle diameter of about 170 $\mu\text{m}$.

A simple expression for the extinction loss can be derived from a few assumptions as to the physical properties of the aerosol particles. We first make the assumption that the particle cross-sectional area is much smaller than that of the beam, $A_p < A_b$. We then set the lower limit for particle size to $4\alpha$, so that $Q_{ext} = 2$. The result is that

$$S \approx 2 \frac{Q_{ext} A_p}{A_b} \approx 4 \frac{A_p}{A_b}, \quad (6)$$

which is also plotted in Fig. 2 (curve a) using the same parameter values as above. This simple expression for the extinction loss agrees well with the actual extinction loss for particle diameters up to about 70 $\mu\text{m}$, where the assumption $A_p < A_b$ is valid. In classical extinction, i.e. illuminating the particles outside a laser cavity, the extinction loss can be expressed as $S = Q_{ext} A_p/A_b \approx 2 A_p/A_b$, see Fig. 2 (curve c). That is, comparing with Eq. (6), the coupled-cavity extinction loss is twice as large as in classical extinction for aerosol particles up to 70 $\mu\text{m}$. For larger particles the coupled-cavity extinction loss approaches the classical extinction loss. When $2 A_p = A_b$, i.e. for a particle having a diameter of 170 $\mu\text{m}$, the classical and the coupled-cavity extinction loss have the same value.

The insert in Fig. 2 emphasizes that the oscillatory behavior of the extinction efficiency factor is reflected in the extinction loss variation. Calculations of the extinction efficiency factor with different refractive indices (ranging from 1.3 to 3.0) indicates that this oscillation sets the accuracy of the size measurements to $\pm 0.5 \mu\text{m}$. Thus, the extinction process is essentially independent of refractive index and implies that correct size measurements can be performed on particles with unknown or varying refractive indices.

4. Experiments on aerosol particles

The instrument was used to measure individual nonabsorbing silica gel particles with irregular shapes and varying sizes, ranging from 15–40 $\mu\text{m}$ (Merck Silica Gel 60, refractive index $n = 1.55$). The particle concentration was diluted in purified air, and the particles were aligned in a laminar airflow and passed through the sensing volume individually. The oscilloscope traces for particle sizes from 14–34 $\mu\text{m}$, triggered in real time, are shown together in Fig. 3 to demonstrate the effect of particle size on extinction losses. For validation, 14 diffraction images were used to estimate the size of the individual particles, and the results are plotted in Fig. 4 together with the theoretical curves given by Eq. (5) and Eq. (6). The error bars were defined as twice the standard deviation in the extinction loss. The deviations from the theoretical curves are explained by uncer-
tainties of the size determination using the diffraction images. We use the measured extinction loss to calculate the distribution of 100 silica gel particles applying Eq. (5) of the coupled-cavity model, see Fig. 5. This is feasible when the particles are approximated as being spherical. According to the specifications, 90% of the particle sizes should be between 15–40 μm, which is in good agreement with our results. The current signal-to-noise ratio implies that the smallest detectable size is 4 μm. The size sensi-

Fig. 3. Extinction losses from silica gel aerosol particles passing the sensing volume. The particle sizes are 14, 24 and 34 μm.

Fig. 4. Extinction loss from silica gel particles (—) and fibers (△) together with theoretical curves (Eq. (5) and (6)). The error bars of the silica gel particles are set by the noise in the measured extinction loss, while the error bars for the fibers are equal to one standard deviation of five measurements.

Fig. 5. Aerosol particle distribution obtained using the coupled-cavity model (Eq. (5)).

Fig. 6. Extinction loss measured for glass, carbon and kevlar fibers.

5. Experiments on fibers

We have also performed measurements on fibers with varying refractive indices, and evaluated the results with the model developed. Mie theory simulations applied on infinite cylindrical objects show that the cross-section of the fiber is governing the extinction loss. The fiber materials used were glass, carbon and kevlar®; the glass fibers were made by stretching melted sodium glass, while the kevlar and carbon fibers come from reinforcement materials used in surgery. The diameter of the fibers were measured with a calibrated microscope and detailed experiments were performed on three selected samples; a
Table 1
Experimental and calculated data for the fiber measurements

<table>
<thead>
<tr>
<th>Material</th>
<th>Microscope measured diameter (μm)</th>
<th>Optical equivalent diameter (μm)</th>
<th>Measured extinction loss, S</th>
<th>Calculated diameter (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>5.6 ± 0.1</td>
<td>31.6 ± 0.3</td>
<td>0.070 ± 0.003</td>
<td>5.5 ± 0.3</td>
</tr>
<tr>
<td>Carbon</td>
<td>7.0 ± 0.1</td>
<td>35.3 ± 0.3</td>
<td>0.092 ± 0.004</td>
<td>7.4 ± 0.4</td>
</tr>
<tr>
<td>Kevlar</td>
<td>12 ± 0.1</td>
<td>46.2 ± 0.2</td>
<td>0.147 ± 0.006</td>
<td>12.1 ± 0.5</td>
</tr>
</tbody>
</table>

Fiber measurements.

glass fiber with a diameter of 5.6 μm; a carbon fiber with a diameter of 7 μm and a kevlar fiber with a diameter of 12 μm. The experiments were performed by manually translating the fibers, which were 10 mm long and mounted in holders, through the sensing volume of the coupled cavity.

In Fig. 6 we present the single recordings of the time-resolved extinction losses from the three fibers. Scaling is needed in order to compare the resulting extinction losses with those obtained from spherical particles passing through the Gaussian beam. The diameter and length of the fiber are consequently

![Silica gel particle](a.png)

![Kevlar fibre](c.png)

![Silica gel particle](b.png)

![Kevlar fibre](d.png)

Fig. 7. (a) Microscope image of a silica gel particle with a diameter of 25 μm, and (b) corresponding experimental diffraction image of near-forward scattered light. (c) Microscope image of a kevlar fiber with a diameter of 12 μm, and (d) corresponding experimental diffraction image.
used to derive the diameter of an equivalent spherical particle which induces the same optical power extinction. Given an undisturbed optical power $P_i = I_0 A_0$ and an integrated power extinction $P_s$ caused by a fiber, then an optical equivalent radius can be defined and calculated from the relation $P_s = I_0 \pi r^2$. The fiber extinction losses vs. the optical equivalent diameter are plotted together with the silica gel particles in Fig. 4. Experimental and calculated data from all the fiber measurements are summarized in Table 1. The optical equivalent diameter was calculated by scaling the microscope measured diameter, and the measured extinction loss was used to derive the calculated diameter.

The results show good agreement with this extension of the model to non-spherical particles. It is also verified that the extinction process is essentially independent of refractive index of the fiber material. Thus, correct size measurements can be performed on aerosol particles with unknown or varying refractive indices.

6. Identifying aerosol particles and fibers

Information on shape and orientation of the aerosol particle is obtained from the captured Fourier transformed diffraction image of near-forward scattered light. An aerosol particle inside the sensing volume forms a two-dimensional diffraction image determined by its shape. Irregularly shaped aerosol particles produce a more complex but specific image. These diffraction images can be used to identify the aerosol particle. Fig. 7 shows microscope images and corresponding Fourier transformed diffraction images of near-forward scattered light from a silica gel particle and a kevlar fiber inside the sensing volume. Image processing was done on the diffraction images to reduce the noise and enhance the contrast in the images. The central part of the diffraction images is obscured by the spatial filter (SF). The diffraction pattern of the silica gel particle has a concentric appearance thus indicating a spherical object. The kevlar fiber, which extends outside the sensing volume, produce mainly a one-dimensional diffraction image consisting of a series of light spots perpendicular to the fiber direction. Quantitative information about the relative proportions in the shape of a particle can be inferred by analyzing the position of diffraction light intensity minima.

7. Conclusions

We have presented an instrument based on a commercially available diode laser in a coupled-cavity configuration, that utilizes extinction loss and near-forward scattered light to detect and identify aerosol particles. The compact instrument combines single-particle sizing with shape analysis of the aerosol particles. The experimental results clearly show that aerosol particles and fibers induce extinction losses that increase with increasing diameter, in good agreement with the developed coupled-cavity model. It is demonstrated that the extinction loss is essentially independent of refractive index. Information on shape and orientation of the aerosol particle is obtained from the diffraction image of near-forward scattered light. The measurable size range of the aerosol particles is 4–170 μm with an accuracy of ±0.5 μm.

An optical trap [14] could be used for detailed investigation of the shape of a single aerosol particle by analyzing the diffraction images for different alignments in the sensing volume. The information obtained from these measurements can be used to compose a database of diffraction images for pattern recognition and automatic identification of various aerosol particles.
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I. INTRODUCTION

The development of narrow-band tunable lasers, in particular dye lasers, has allowed the emergence of powerful spectroscopic techniques for atomic and molecular spectroscopy.\(^1\)\(^2\) The Doppler width of the transitions is normally of the order of 1 GHz and is much larger than the laser linewidth, allowing an easy study of the Doppler-broadened transitions. Using Doppler-free techniques, a resolution limited only by the natural radiative linewidth (typically a few MHz) can be obtained for narrow-band lasers. Much data on atomic structure including hyperfine splittings and isotopic shifts have been obtained through the years.

The development of single-mode near-IR (infrared) laser diodes made the techniques of laser spectroscopy accessible for student laboratories also. The most readily available enriched cells of \(^{85}\)Rb and \(^{87}\)Rb at four African universities, the most readily available enriched cells of \(^{85}\)Rb and \(^{87}\)Rb at four African universities, diodes made the techniques of laser spectroscopy accessible for student laboratories also. The most readily available enriched cells of \(^{85}\)Rb and \(^{87}\)Rb at four African universities, Dakar (Senegal), Khartoum (Sudan), Nairobi (Kenya), and Cope Coast (Ghana) (see, e.g., Ref. 4), Laser diode spectroscopy for teaching purposes has also been demonstrated for Cs (852.3 nm)\(^5\)\(^6\) and Li (671.0 nm).\(^7\)\(^8\) Here, an improved laser performance (extended tuning range and narrow linewidth) was achieved by employing an external cavity including a Littrow grating. The purpose of the present paper is to bring to the attention of the reader the fact that diode laser spectroscopy can now be extended to the violet/blue spectral region, due to the recent remarkable progress in GaN semiconductor lasers at Nichia Corporation by Nakamura and collaborators.\(^9\)\(^10\) Blue diode laser spectroscopy is illustrated with experiments on the second resonance lines 4s\(^2\)S\(_{1}\)\(^2\)5p\(^2\)P\(_{1}\)\(_2\) of potassium at 404.5 and 404.8 nm. For reference and comparison, the near-IR potassium line 4s\(^2\)S\(_{1}\)\(^2\)-4p\(^2\)P\(_{1}\)\(_2\) at 770.1 nm was induced with a different semiconductor laser. With the near-IR laser diode used it was not possible to observe the 4s\(^2\)S\(_{1}\)\(^2\)-4p\(^2\)P\(_{1}\)\(_2\) line at 766.7 nm.

Natural potassium consists of two isotopes, \(^{39}\)K (93\%) and \(^{41}\)K (7\%), both with a nuclear spin of \(\frac{3}{2}\). Because of the dominance of \(^{39}\)K we only need to consider this isotope. The structure of the near-IR and blue lines are given in Fig. 1, where the hyperfine structure splittings are obtained from Ref. 11. We note that, because of the small magnetic moment of the \(^{39}\)K nucleus, the hyperfine structure splittings are small. The ground-state splitting is 462 MHz; for \(^{41}\)K it is even smaller, 254 MHz. Thus, the Doppler-broadened line is not expected to show any structure, while a saturated absorption spectrum should be dominated by two peaks separated by about 460 MHz and broadened by upper-state unresolved hyperfine structure. Because of the fact that the excited state hyperfine structure is small and in the present context non-resolvable, while the ground-state splitting produces sharp separated peaks, it could be argued that potassium is pedagogically better suited than Li, Rb, and Cs for a student laboratory session at a particular level of atomic physics knowledge.

It is not our intention to record and evaluate high-resolution atomic spectra in the present work. Instead we would like to emphasize the use of free-running laser diodes and laser diode use in a simple feedback cavity, to demonstrate, evaluate, and experimentally verify the theory for Doppler broadening while also drawing attention to the phenomenon of hyperfine structure.

II. EXPERIMENTAL SETUP

The experimental arrangements employed in the present experiments are shown in Fig. 2. Direct absorption monitoring, laser-induced fluorescence, and optogalvanic detection are indicated. The violet semiconductor laser enabling the experiments on the 4s→5p transition was induced by a more conventional GaAlAs semiconductor laser (Mitsubishi ML4012) with a nominal wavelength of 772 nm and output power of 5
single-mode operation, since the free-running laser typically feedback cavity with a Littrow grating was used to ensure cavity laser arrangements are commercially available from the laser capsule. Once the temperature was set, a current ramp with a frequency of 100 mHz or 100 Hz was added to the operating current by means of a function generator (Tektronix FG504), allowing us to record the whole line profile in a single scan. The lower frequency was used for the opticogalvanic detection while the higher frequency was used for the absorption and fluorescence measurements. In some of the experiments with the violet diode laser, a simple external feedback cavity with a Littrow grating was used to ensure single-mode operation, since the free-running laser typically lased on a few modes, separated by about 0.05 nm. External cavity laser arrangements are commercially available from several suppliers, e.g., New Focus, Newport, Thorlabs, and Tui Optics, and we used the Thorlabs system based on the laser diode mount, a piezo-electric mirror mount (KC1-PZ), a piezo-electric driver (MDT-690), and a 2400 l/mm grating (Edmund Scientific 43224). A molded glass aspheric lens (Geltech C230TM-A) was used to collimate the output beam from the diode laser. The 4 cm long potassium cell, which was prepared on a vacuum station by distilling a small amount of the metal into the cell after thorough bake-out at elevated temperatures, was placed in a small electrically heated oven. The oven had small windows for transmitting the laser beam and a larger window for observing laser-induced fluorescence.

The transmitted laser beam was focused on a detector (Hamamatsu S1223 pin photo-diode in a home-made transimpedance amplifier module) by an f = 50 mm lens (Thorlabs BSX060-A). The detector output voltage was fed via a low noise amplifier (Stanford Research Systems SR560) to a signal averaging oscilloscope (Tektronix TDS520B). Finally, the recorded waveform could be transferred to a PC for processing and evaluation. A small part of the laser beam was split off by a beam splitter (neutral density filter) and sent to a low-finesse solid glass etalon with a free spectral range of 991 MHz in the near-IR region and 979 MHz in the violet. The generated fringes, which were detected by another detector, allow us to frequency calibrate each individual scan.

As an alternative detection method, the fluorescence induced by the violet transition could be monitored. The 4p–4s near-IR transitions, isolated by a Schott interference filter (λ_peak = 768 nm), were used. By employing transitions from the 4p state, populated in cascade decays via the 5s and 3d states, instead of the direct decays on the violet 5p–4s transition, problems with background due to scattered light from cell windows and oven structures could be completely avoided. A photomultiplier tube (EMI 9558) was employed and the signal was fed via a current-to-voltage amplifier (Ithaco 1212) to the oscilloscope. We also tested a simple large-area photo-diode (Hamamatsu S-1226-8BK) for recording the fluorescence with quite satisfactory results.

The use of a hollow-cathode discharge lamp and optogalvanic detection is a further alternative for observing the blue potassium transitions. We used an Instrumentation Laboratory hollow-cathode lamp (Model S9227), intended for an atomic absorption spectrophotometer. A discharge current of 5 mA, also passing through a ballast resistor, was driven by an Ultronik photomultiplier supply (Model A2.5K-10HR), set for typically 300 V when the discharge was running. A rotating chopper (Stanford Research System SR540) was used for modulating the laser beam at 340 Hz, and the ac voltage across the ballast resistor occurring when atoms are excited was detected with a lock-in amplifier (EG&G 5209).
Fig. 2. Experimental setup for absorption, fluorescence (a) and optogalvanic spectroscopy (b) on potassium atoms.

**III. MEASUREMENTS**

The experimental setup was first tested by inducing the $4s^2S_{1/2} - 4p^2P_{1/2}$ transition in the near-IR spectral region. This transition has, like the corresponding resonance lines in Rb and Cs, high oscillator strengths, meaning a strong absorption already at atomic densities of $10^{15} \text{m}^{-3}$, corresponding to about 50°C for potassium. Thus, the transitions are easily observable in absorption measurements. The near-IR transition was induced with the Mitsubishi laser operated without an external cavity. Raw data for a potassium absorption measurement are shown in Fig. 3, where the low-finesse Fabry–Perot fringes are also displayed. It can be noted that the laser output power increases during the scan, but that the frequency sweep is quite linear. Thus, no frequency scale rectification was employed in our experiments, but the recorded curves were normalized the case of a constant laser output by dividing the recorded curve by a curve without atomic absorption. This procedure, like all subsequent data processing, was readily performed within the Microsoft EXCEL data package. The data shown in the rest of this paper are all preprocessed in this way. Typical normalized recordings for different vapor cell temperatures are shown in Fig. 4(a). By reflecting the laser beam back onto itself, saturated absorption signals with increased transmission are seen separated by about 460 MHz as displayed in Fig. 4(b). The excited state hyperfine structure is not resolved. In between the two signals a strong cross-over signal is observed. In these measurements, performed with a beam size of about 1 mm $\times$ 3 mm, care was exercised to avoid a direct feedback of the reflected beam into the diode laser which causes unstable oscillation. In the figure, an experimental curve recorded without beam reflection is superimposed, making an isolation of the nonlinear spectroscopic features easy.

Since the fluorescence is strong on the near-IR lines, the background due to scattering in cell windows, etc., is not severe, allowing the laser-induced fluorescence to be readily observed as shown in Fig. 5. Fitted curves, to be discussed later, are included in the figure. The lower trace shows the Doppler-free features due to the back-reflection of the beam into itself from the glass cell with normal-incidence windows. The cross-over signal and one of the Doppler-free signals is clearly discernible. In the upper trace, we have misaligned the gas cell to only record the Doppler-broadened profile.

The $4s - 5p$ violet transitions in potassium have much smaller oscillator strength than the near-IR transitions. Thus, considerably higher temperatures are needed on the cell to observe line absorption. In contrast, fluorescence detection, which in this case is background free, is already possible at temperatures as low as 30°C. A transmission trace showing the violet line absorption on the $4s^2S_{1/2} - 5p^2P_{1/2}$ transition is displayed in Fig. 6(a). This recording is performed with
Fig. 4. Absorption recording on the $4s^2 5S_{1/2} - 4p^2 3P_{1/2}$ potassium transition recorded for (a) different cell temperatures and (b) saturated absorption signal when the laser beam is reflected back on itself for a cell temperature of 70°C.

Fig. 6. Absorption (a) and fluorescence (b) recordings of the $4s^2 5S_{1/2} - 5p^2 3P_{3/2}$ transition in potassium. The cell temperature was about 130°C for the absorption recording and 70°C for the fluorescence recording.

Fig. 5. Fluorescence recordings of the $4s^2 5S_{1/2} - 4p^2 3P_{1/2}$ transition using a single laser beam, crossing a potassium vapor cell. The lower trace (magnified 4X) shows Doppler-free features by a back-reflection from the cell windows. The cell temperature was 40°C for the lower trace and 60°C for the upper trace.

Fig. 7. Optogalvanic spectrum of the $4p^2 3P_{3/2} - 5p^2 3P_{3/2}$ transition in potassium. The inset shows the laser diode output spectra when the laser diode is operating without and with an external cavity.
a multitude of close-lying lines, multi-mode behavior is, of course, unacceptable.

IV. DISCUSSION

Diode laser spectroscopy for the violet and near-IR $s\rightarrow p$ transitions in potassium was demonstrated using simple equipment. Potassium has not previously been used in student laboratory work. With the very recent availability of violet semiconductor lasers, it became possible to directly excite, for the first time to our knowledge, a more highly excited state of an alkali atom with a laser diode. The outcome could then be compared with the results from experiments involving the first excited state, performed with the same simple setup.

The pedagogical value of a laboratory session along the lines discussed in this paper in part consists of running and scanning the diode lasers, and of adjusting the optical components and electronic devices for allowing the spectroscopic recordings, which could be demonstrated with three different detection methods. The other part is the atomic physics and gas kinetics contents. For this part, a useful approach is to record the near-IR $4s^23S_{1/2}\rightarrow 4p^2P_{1/2}$ transition in fluorescence and absorption for single and double laser beam passage through the cell. Since the upper-state hyperfine structure for the present purpose could be considered to be absent, the two Doppler-free peaks directly allow the ground-state splitting to be evaluated. The fluorescence line-shape $S(\nu)$ recorded for single-beam passage can then be fitted to a sum of two Gaussians with a half-width (FWHM) of $\Delta \nu$, separated by 460 MHz and having an intensity ratio of $A:B$,

$$S(\nu) = A \exp(-4 \ln 2)(\nu/\Delta \nu)^2 + B \exp(-4 \ln 2)((\nu+460)/\Delta \nu)^2.$$  

The value for $\Delta \nu$ obtained is then compared with the theoretical value $\Delta \nu_0$:

$$\Delta \nu_0 = \sqrt{\frac{8 \ln 2 R T}{c^2 M}} \nu_0,$$  

where $\nu_0$ is the transition frequency at line center, $R$ is the gas constant [8.3143 J/mol K], $c$ is the speed of light, $T$ is the cell temperature (in K), and $M$ is the atomic mass number (39). The Doppler width for the near-IR transition is about 0.8 GHz for the temperatures discussed here (20°C–120°C). With the violet laser a substantially broader fluorescence lineshape is then recorded and fitted to Eq. (1), and the Doppler width is extracted. Now the transition frequency is a factor of 1.90 higher and the violet theoretical Doppler width is correspondingly larger, typically 1.5 GHz using Eq. (2).

For both lines, good fits and experimental widths close to the calculated lines are obtained, e.g., the fits included in the fluorescence recordings in Figs. 5 and 6 yield 0.82 GHz (40°C) and 1.55 GHz (70°C), respectively, for the Doppler widths, to be compared with the theoretical values of 0.79 and 1.57 GHz, respectively. The good curve fits obtained using Gaussians and the experimental Doppler width values obtained in two widely separated wavelength ranges strongly support the theory for Doppler broadening, and thus the kinetic gas theory. A discussion of the velocity Maxwellian distribution and Doppler broadening can be found, e.g., on p. 67 of Ref. 1 and p. 86 of Ref. 2.

The ratio of the statistical weights of the two hyperfine ground state levels ($F=0$ and $F=1$) is 5:3, which is also the expected line intensity ratio $(A/B)$ for transitions to an unresolved excited state. The experimentally deduced intensity ratios, 1.80 and 1.71, respectively, for the curves in Figs. 5 and 6 are close to the theoretical ratio, 1.67.

A further suitable violet transition for a student laboratory session is the aluminum 397 nm line. The $3p^22P_{3/2}\rightarrow 3p^23S_{1/2}$ transition at 396.2 nm for the single aluminum isotope $^{27}$Al with a 1.26 GHz $S$-state hyperfine splitting allows very pedagogical opitogalvanic recordings from an aluminum hollow-cathode lamp. A calcium hollow-cathode lamp run at a somewhat higher discharge current than normal produces Ca$^+$ ions with its potassium-like resonance transitions at 393.5 and 397.0 nm, respectively, which could be monitored by opitogalvanic spectroscopy. An interesting pedagogical observation is, then, that the first excited state in potassium-like Ca$^+$ is located at about the same energy as the second excited state in potassium, due to the excess charge of the calcium nucleus.

V. CONCLUSION

We have performed laser diode spectroscopy in the near-IR and violet spectral region on potassium. The experiments demonstrate the possibility to perform simple and inexpensive laser spectroscopy on Doppler-broadened profiles of the same atom in different spectral regions, allowing the experimental verification of the theory for Doppler broadening and thus the gas kinetic theory.
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Abstract

Frequency-modulation spectroscopy provides ultra-sensitive absorption measurements. The technique is especially adapted to diode lasers which can easily be modulated and has been extensively used in the near-infrared and infrared spectral regions. With the recent availability of blue diode lasers, the accessible wavelength region can be increased. In the present paper we successfully demonstrate wavelength-modulation spectroscopy and two-tone frequency-modulation spectroscopy for the weak second resonance line of potassium at 404.8 nm and for the transition at 405.8 nm in lead, starting from the thermally populated 6p² 3P₂ metastable level. Information regarding the modulation parameters is obtained using a fitting procedure. Experimental signal-to-noise ratios at different absorption levels are compared with theoretical signal-to-noise ratios and show good agreement. A detection sensitivity of 2×10⁻⁶ and 5×10⁻⁶ for wavelength and two-tone frequency modulation spectroscopy, respectively, in a 120-Hz bandwidth is demonstrated.

OCIS codes: 300.6260, 300.6380, 300.1030, 999.9999 (Blue diode laser)
1. Introduction

Diode laser absorption spectroscopy based on frequency modulation (FM) is a commonly used method for fast and ultra-sensitive detection of minute gas concentrations.\textsuperscript{1-6} The interaction between a modulated laser field and an absorbing sample leads to the generation of an absorption related signal that can be detected at the applied modulation, at an overtone or at an intermediate frequency using frequency and phase-sensitive electronics. The characteristic of this process is to shift the detection band to a high-frequency region, where the laser excess ($1/f$) noise is avoided. Although a variety of FM methods have been implemented, they actually represent limiting cases of the same technique. Depending on the number of modulation tones, the choice of the modulation frequency relative to the spectral width of the absorbing feature, and the detection frequency, the different methods are referred to either as wavelength-modulation spectroscopy (WMS),\textsuperscript{7} single-tone frequency-modulation spectroscopy (STFMS)\textsuperscript{8} or two-tone frequency-modulation spectroscopy (TTFMS).\textsuperscript{9}

In WMS the modulation frequency is much smaller than the half-width of the absorbing feature, while STFMS and TTFMS are characterised by modulation frequencies that are comparable or larger than the halfwidth of the absorbing feature. Usually, WMS is performed at kilohertz frequencies and a large modulation index using conventional lock-in amplifiers for signal detection. The sensitivity can be significantly improved applying megahertz modulation frequencies and harmonic detection at moderate modulation indices.\textsuperscript{10-12} Since STFMS and TTFMS use high modulation frequencies, high sensitivity can be accomplished with a low modulation index.\textsuperscript{10-12} STFMS applied on broad atmospheric pressure lines with linewidths of some gigahertz requires detection electronics with matching bandwidths. Such instruments are complicated, expensive and not always available in the wavelength region of interest. TTFMS circumvents this problem by using high-frequency modulation of the laser at two closely spaced frequencies, and detecting the signal at the difference frequency, often in the megahertz range. Thus, in TTFMS it is possible to use detection electronics of moderate bandwidths and still preserve high sensitivity at a low modulation index. The use of FM at high frequencies offers the possibility of quantum noise limited detection.\textsuperscript{13-17}

Diode lasers are especially well suited for high-sensitivity absorption spectroscopy since their emission wavelength can both be tuned over the whole absorption profile by changing the temperature of the laser capsule, and their frequency can be modulated directly by applying an ac current on the drive current. Very recently, Nichia Corporation introduced blue cw GaN diode lasers emitting around 400 nm.\textsuperscript{18} We have recently demonstrated their usefulness for spectroscopy by performing experiments on potassium vapour.\textsuperscript{19} No attempts for sensitive detection were made in these experiments which employed direct absorption, laser-induced fluorescence and optogalvanic spectroscopy. In the present paper we extend this study using the blue diode laser and perform WMS and TTFMS on potassium
as well as on lead. We study the second resonance line \( 4s^2 3S_1 - 5p^2 3P_2 \) in potassium \(^{39}\text{K}\) at 404.8 nm. We also record the transition in lead \(^{208}\text{Pb}\) at 405.8 nm starting from the thermally very weakly populated \( 6p^2 \, ^3\text{P}_2 \) metastable level, situated 1.3 eV above the ground state. Absorption signals are measured at different temperatures and thus at different absorptions. By means of a fitting procedure information regarding the modulation parameters is obtained. We examine the possibilities of high-sensitive absorption measurements in this for diode lasers new and interesting wavelength region, and compare experimentally deduced and theoretically calculated signal-to-noise ratios (SNR:s). In order to achieve high sensitivity for both WMS and TTFMS, WMS is performed in the high-frequency wavelength modulation regime applying a modulation frequency of 5 MHz and detecting the second harmonic at 10 MHz, while TTFMS uses modulation frequencies around 900 MHz, i.e. larger than the Doppler widths (HWHM) which are less than 800 MHz for the transitions studied, and beat-signal detection at the same frequency as for WMS.

2. Experimental
A schematic of the set-up for WMS and TTFMS experiments is shown in Fig. 1. The blue diode laser (Nichia NLHV500) has a nominal wavelength of 404 nm at 25°C and a typical output power of 5 mW. The laser diode is placed in a thermoelectrically cooled mount and is current and temperature controlled by a precision diode laser driver (Melles Griot 06DLD103). The diverging laser beam is collimated by a moulded glass aspheric lens (Geltech C230TM-A), and is divided by a neutral

![Fig. 1. Experimental set-up for direct absorption spectroscopy, WMS and TTFMS on potassium and lead vapour in sealed off cells.](image-url)
density filter. One part of the beam is transmitted through a small electrically heated oven in which either a 4 cm long potassium cell or a 3.5 cm long lead cell is placed. The other part of the beam is directed through a low-finesse confocal Fabry-Perot etalon (free spectral range 1.5 GHz) for frequency calibration of the absorption spectrum. Both beams are focused on detectors which contain pin photodiodes (Hamamatsu S-1190) and a home-made transimpedance amplifier. Wavelength scanning is achieved by repetitively applying a rectangular current pulse (Tektronix RG501) with a duration of 1-2 ms and a repetition rate of 100 Hz to the diode laser drive current, which is biased below the threshold current. This ensures an almost constant frequency modulation index during the scan, and also the possibility to simultaneously record the absorption line and the zero intensity level in direct absorption. The free-running laser typically lases on a few modes separated by about 0.05 nm, as evidenced in a separate test using a high-resolution spectrometer. However, a judicious choice of temperature and drive current ensures nearly single-mode operation.

The frequency modulation schemes for WMS and TTFMS are almost identical, the only difference being the generation of the modulation frequencies. In TTFMS, the two modulation frequencies are generated by mixing a 905 MHz signal (Wavetek 2510A) and a 5.35 MHz signal (Tektronix SG503) in a frequency mixer (Mini-Circuits ZFM-4H). For WMS only the 5.35 MHz modulation frequency is used. The modulation current, prior to superimposing it on the laser drive current, passes a variable attenuator, allowing the radio-frequency (rf) power to the diode laser to be varied. The TTFMS and WMS signals are detected by mixing (Mini-Circuits ZFM-3) the filtered and amplified (Mini-Circuits ZFL-1000LN) beat and second-harmonic signals (at 10.7 MHz) from the detector, with the frequency-doubled (Mini-Circuits FD-2) and appropriately phase-shifted (Synergy PP-921) 5.35 MHz signal. We adjust the rf power for highest possible WMS and TTFMS signal amplitudes without introducing any significant modulation broadening. One part of the detector signal is split off (Mini-Circuits ZFRSC-2050) before the frequency mixer in order to observe the direct absorption signal. Where appropriate, band-, high- and low-pass filters are inserted to prevent the modulation frequencies to reach the demodulation mixer, the detection frequency signal to reflect back towards the laser, and the modulated absorption related signals to influence the direct absorption signals. The direct and demodulated signals are amplified and low-pass filtered at 30 kHz in low-noise preamplifiers (Stanford SR560), and then averaged 256 times in a digital oscilloscope (Tektronix TDS520B). Thus, the effective bandwidth of the detection system is approximately 120 Hz. Finally, the recorded wave-forms are transferred to a computer for processing and evaluation.

In WMS it is possible to record both the absorption and the dispersion related to the probed medium. Here we only consider the absorption related signal by making a proper choice of the detection phase. This can be achieved since the in-phase (0 or π) component of the signal corresponds to pure absorption, while the
quadrature (±\(\pi/2\)) component corresponds to pure dispersion. In TTFMS a small part of the dispersion component will fall into the detection angle provided that the detection phase (around 0 or \(\pi\)) is adjusted for optimum signal amplitude.\(^{22}\) However, for the transitions studied, the chosen modulation frequencies and the precision of the detection phase adjustment (±5%), the dispersion component is less than 0.1% of the absorption component, and thus negligible.

3. Measurements
Natural potassium consists of two isotopes, \(^{39}\text{K}\) (93%) and \(^{41}\text{K}\) (7%), both with a nuclear spin of 3/2. The studied sealed-off potassium gas cell contains only the isotope \(^{39}\text{K}\). We note that the existence of a non-zero nuclear spin for potassium gives rise to a hyperfine splitting of the 4s \(^2\text{S}_{1/2}\) - 5p \(^2\text{P}_{3/2}\) transition. However, because of the small magnetic moment of the potassium nucleus the hyperfine splittings are small, for \(^{39}\text{K}\) the ground-state splitting is only 462 MHz, and the upper-state splitting is around two orders of magnitude smaller.\(^{23}\) Thus, the Doppler-broadened potassium line, with a halfwidth of around 800 MHz for the temperatures used here, is not expected to show any structure.
Typical recorded spectra for direct absorption and TTFMS measurements at 90°C in potassium are shown in Fig. 2, where the low finesse etalon fringes are also displayed. The WMS lineshape is almost identical to that of TTFMS and is not shown. Due to the use of a rectangular current pulse for wavelength scanning, the laser output power is almost constant during the scan, the zero intensity level can be seen in the direct absorption recording, and the frequency sweep is quite non-linear. This means that neither any laser output power rectification nor any separate zero intensity recording in direct absorption are necessary. It means, though, that linearization of the frequency scale has to be employed, and subsequently, this is done on all spectra shown in the rest of this paper.

WMS and TTFMS lineshapes for potassium vapour have been recorded from around 90°C down to room temperature. In Fig. 3, linearized recordings at 60°C and 30°C, corresponding to peak absorptions of $1.6 \times 10^{-3}$ and $6.7 \times 10^{-5}$, respectively, are displayed. Interference fringes, caused by reflections between the neutral density filter and the detector surface, are clearly visible in the recording of the TTFMS lineshape at 30°C. Although FM spectroscopy offers the possibility of quantum noise limited detection, the minimum achievable sensitivity is in practice often set by
interference fringes, seen as a periodic oscillating background and originating from spurious reflections along the laser beam path. The interference effect can often be removed or highly reduced by careful angling of all transmissive optics, and as seen in the WMS recording in Fig. 3b, a slight adjustment of the neutral density filter removes the interference fringes.

Considerably higher temperatures are needed to observe the absorption in lead, due to the high vapour pressure of this metal. We study the transition at 405.8 nm starting from the thermally weakly populated $6p^2\,^3P_2$ metastable level, situated 1.3 eV above the ground state. The lead experiments have been performed between 500°C and 700°C, corresponding to ground state atomic densities between $2 \times 10^{17}$ m$^{-3}$ and $7 \times 10^{19}$ m$^{-3}$ and Boltzman factors of $2 \times 10^{-8}$ to $9 \times 10^{-7}$. This can be compared with the atomic density in the potassium cell that ranges from $3 \times 10^{14}$ m$^{-3}$ (20°C) to $3 \times 10^{17}$ m$^{-3}$ (90°C). The lead gas cell contains a natural mixture of lead isotopes, but the specific measurements are performed on the transition corresponding to the $^{208}$Pb isotope with a nuclear spin of 0. The isotope, not having any hyperfine splitting because of the zero nuclear spin, has a Doppler width of around 550 MHz.

The linearized WMS and TTFMS recordings at 600°C (peak absorption 2.0×10$^{-4}$) are shown in Fig. 4. These recordings are also influenced by interference fringes which originate from a reflection between the detector surface back into the diode laser cavity. Despite cautious angling of all optics as well as the diode laser and the detector, we have not been able to completely suppress the interference fringes in the lead experiments. We explain the difference between the potassium and lead experiments by different diode laser behaviour at the two wavelengths due to different current and temperature settings. Another unwanted and limiting effect in the lead experiments is a diode laser mode jump close to the transition on the low
frequency side. The frequency position of the mode jump varies in time and this variation adds an irregular background to the recorded lineshapes.

4. Results and Discussion

In this section we first determine the modulation parameters in WMS and TTFMS by means of a fitting procedure of the recorded lineshapes. Then we use these modulation parameters to calculate the theoretical SNR:s and compare with the experimentally deduced SNR:s. Finally, we estimate the maximally achievable sensitivity of this blue diode laser based spectrometer. The evaluation is mainly performed using the experimental data for potassium, because, as noticed previously, the lead experiments are hampered by interference fringes and a diode laser mode jump. Thereby, the SNR is set by these effects rather than by the fundamental noise sources in an FM spectrometer. The formalism describing the FM theory, including calculations of TTFMS and WMS lineshapes and SNR:s can be found in, e.g. Refs. [22,24-26].

Frequency modulation of diode lasers is always accompanied by residual amplitude modulation (RAM), noticeable in the WMS and TTFMS recordings as a lineshape asymmetry. This RAM, accounted for in the FM theory by the AM index $M$ and the AM-FM phase difference $\psi_r$, is due to that the laser intensity is not

$$\psi_r = \psi_r(\beta, M)$$

Fig. 5. Observed and calculated lineshapes for (a) WMS and (b) TTFMS on the potassium transition. The modulation parameters are $\beta = 230$ and $M = 0.045$ for WMS, and $\beta = 1.0$ and $M = 0.035$ for TTFMS.
exactly uniform over the FM range, and it is an undesirable effect because it carries some of the low-frequency noise into the FM signal. The AM index and the AM-FM phase difference are closely connected in theory and are difficult to determine independently. A value of $\psi = \pi/2$ for the AM-FM phase difference is generally considered to be a good approximation for diode lasers, and in the following we adopt this value.

As mentioned previously, the studied transition in potassium actually consists of several hyperfine components. These can be divided mainly into two Gaussians with a halfwidth given by the Doppler width and separated by 462 MHz, having an intensity ratio of 5/3, equal to the statistical weights of the two hyperfine ground state levels (F = 2 and F = 1). The FM index, designated $\beta$ in the FM nomenclature, and the AM index $M$ are determined by fits to the WMS and TTFMS lineshapes recorded at different temperatures. The parameters obtained are $\beta = 230$ and $M = 0.045$ for WMS, and $\beta = 1.0$ and $M = 0.035$ for TTFMS. Using these parameter values, two calculated curves and their sum are displayed together with the experimentally recorded potassium line at 80°C in Fig. 5.

The AM to FM index ratio $M/\beta$ is an intrinsic property of a diode laser and depends on the modulation frequency and the bias current. Typically, the ratio scales with the modulation frequency, and for our experiments with equal bias current for WMS and TTFMS, the ratio of the AM to FM index ratio for TTFMS and WMS is 179, which is in excellent agreement with the ratio of the modulation frequencies, 181.

It can be observed in the experimental data that the signals (peak-to-peak value) in WMS are approximately 20% higher than those of TTFMS, see Fig. 3, 4 and 5. This agrees well with theoretically calculated signal values, that give a signal difference for the temperatures employed of about 21% for potassium, and 23% for lead. No modulation broadening is observed in either the WMS or the TTFMS lineshapes. This is consistent with the experimentally applied rf powers which we carefully adjust for highest possible signal amplitudes avoiding modulation broadening. Introducing modulation broadening makes the fitting procedure more difficult and inaccurate. WMS and TTFMS lineshapes, optimized only for maximum signal amplitudes show considerable modulation broadening.

In a frequency-modulated system the power $SNR_p$ can be expressed as

$$SNR_p = \frac{\langle i_i(t) \rangle^2}{i_{in}^2 + i_{in}^2 + i_{RF}^2 + i_{eq}^2}.$$
\[ \frac{\left( \frac{e\eta}{hv} \right)^2 2(P_0)^3 |Q(\alpha, \varphi)|^2}{2 e^2 \eta \left( \frac{P_0}{P_0} \right)^{1 + M^2/2} \Delta f + \frac{4kT}{R} \Delta f + \left( \frac{e\eta}{hv} \right)^2 2R(M)\sigma_p^2 + \left( \frac{e\eta}{hv} \right)^2 \Delta f R^2 \sigma_{\varphi}^2} \]  

(1)

where we keep the terms in the same order between the two expressions, and where the mean-square noise currents in the denominator are related to laser-induced detector shot noise, detector and amplifier thermal noise, amplitude modulation induced (RAM) noise, and laser source or excess noise, respectively, while the term in the numerator is the time-averaged mean-square detector current. The symbols in the equation are: 
- \(e\): charge of the electron,
- \(\eta\): detector quantum efficiency,
- \(h\): Planck's constant,
- \(v\): transition frequency,
- \(P_0\): laser power,
- \(Q(\alpha, \varphi)\): signal due to absorption \(\alpha\) and dispersion \(\varphi\),
- \(M\): AM index,
- \(N\): number of modulating tones,
- \(\Delta f\): detection bandwidth,
- \(k\): Boltzman's constant,
- \(T\): absolute temperature of the detector,
- \(R\): resistance of the detection system,
- \(R(M)\): RAM function,
- \(\sigma_p\): standard deviation of the laser power within the noise equivalent bandwidth of the detector system,
- \(f\): detection frequency, and
- \(\sigma_{\varphi}\): system-dependent constant defined as the laser power fluctuations at 1-Hz bandwidth at 1-Hz frequency.

The value of the exponent \(b\) is typically 1.0 but can range between 0.8 and 1.5.

The absorption and dispersion related lineshape function \(Q(\alpha, \varphi)\), which depends on \(M\), \(\beta\) and \(\psi\), is calculated as the peak-to-peak value of the absorption component of the WMS and TTFMS lineshapes because the dispersion component vanishes by our choice of detection phase. The RAM function is the non-zero signal that is detected even in the absence of absorption, and is due to the amplitude modulation. The reason for employing second-harmonic detection instead of first-harmonic detection in WMS is to decrease the RAM influence. For WMS and second-harmonic detection \(R(M) = M^2 \cos(2\psi + \pi)\) and for TTFMS \(R(M) = M^2\).

The total power impinging on the detector is \(P_0 = 3\) mW, and the parameters for detector and detection electronics in our set-up are \(\eta = 0.37\) and \(R_L = 50\) \(\Omega\). From direct absorption measurements, a value of \(1 \times 10^{-3}\) \(P_0\) for the parameter \(\sigma_p\) has been deduced. The only adjustable parameter in the SNR calculations is \(\sigma_{\varphi}\), and its value is estimated to be \(4.5 \times 10^{-4}\) \(P_0\). These values of \(\sigma_p\) and \(\sigma_{\varphi}\) are approximately one order of magnitude higher than typical values for diode lasers used for frequency modulation in the NIR and IR.\(^{10,14}\) We explain the difference by the multi-mode behaviour of our blue diode laser.

The experimental SNR is calculated as the ratio of the lineshape peak-to-peak value to the noise rms value, and as we in our experiments measure voltage and not power, the theoretical SNR is the voltage SNR, given by \(SNR_v = (SNR_p)^{3/2}\). In Fig. 6, the experimental SNRs for WMS and TTFMS are presented together with the theoretical SNR curves. Clearly, absorption signals less than the smallest
experimentally recorded absorption of $2 \times 10^{-5}$ (at around 20°C) are detectable, but with our current set-up it is not possible to cool the gas cell and record signals below room temperature. The sensitivity limit that can be deduced is $2 \times 10^{-5}$ for WMS and $5 \times 10^{-6}$ for TTFMS. In the lead experiments, we have been able to record WMS and TTFMS signals down to a SNR of 1, which occur at temperatures around 500°C and correspond to an absorption of $5 \times 10^{-5}$. Thus, the interference fringes and the mode jump limit the detection sensitivity by about one order of magnitude.

There are two reasons for the approximately 2 times better SNR in WMS than in TTFMS. The first is the higher signal amplitude in WMS, and the second is the higher RAM noise level in TTFMS, as expected from the different RAM dependencies given by the RAM function. All other noise sources have the same amplitude in WMS and TTFMS. The ratio of the shot noise, the thermal noise, the laser excess noise, the TTFMS RAM noise, and the WMS RAM noise is 1: 1.7: 0.7: 5.4: 2.2, respectively. These figures clearly show that TTFMS is essentially limited by RAM noise, while the sensitivity in WMS is set both by RAM and thermal noise. We also note that the laser excess noise is below the shot-noise, and that the main purpose for employing frequency modulation is achieved. RAM noise and, as a consequence of the technique, laser excess noise can be highly reduced by the use of balanced homodyne detection.\textsuperscript{13,15,21} However, the power transmitted through the absorbing medium is halved and the thermal noise is doubled in this technique. Theoretical calculations of the SNR:s in balanced homodyne detection, using the same parameter values as above, show that the SNR:s for TTFMS are almost the
same, while the SNR:s for WMS are lower, which we also have verified experimentally.

A possible extension of the present study is to monitor NO₂, which has strong absorption bands in the wavelength region around 400 nm. At atmospheric pressure these transitions are much broader than for potassium and lead, and might also partially overlap. This will require continuous scans in the order of about 50 GHz, which at present are not feasible with the diode laser used. One should also note that the multi-mode behaviour of the diode laser does not influence the spectral appearance for free atoms with isolated spectral features like in our case, since only one of the oscillating modes interact with the atoms. However, for molecules with a multitude of close-lying lines multi-mode behaviour is, of course, unacceptable. As the blue diode laser used is a prototype laser, we believe that later versions will be better suited for spectroscopy, i.e. more single-mode. An external feedback cavity can be used to ensure single-mode operation and large frequency tuning ranges, but this will limit the high frequency modulation capabilities and thus the detection sensitivity.

5. Conclusions
We have performed FM spectroscopy on potassium and lead using a blue diode laser. The possibilities of high-sensitive absorption measurements in this for diode lasers new and interesting wavelength region are examined, employing WMS and TTFMS. In fits to experimental data the modulation parameters for the blue diode laser used in our experimental set-up are determined. It is shown that experimentally deduced SNR:s are in good agreement with theoretically calculated SNR:s. Additionally, the different noise sources are examined, and we conclude that TTFMS is dominated by RAM noise, while WMS is limited by both RAM and thermal noise. A minimum detectable absorption of 2×10⁻⁶ for WMS and 5×10⁻⁶ for TTFMS in a 120-Hz detection bandwidth is observed. By sum-frequency mixing blue and red diode lasers, even shorter emission wavelengths can be achieved, further extending the possibilities for sensitive absorption spectroscopy of many atomic and molecular transitions.³⁰
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Abstract

In situ monitoring of traffic generated nitrogen dioxide emissions using long-path absorption spectroscopy is reported. A high sensitivity is achieved by employing two-tone frequency modulation spectroscopy at a visible absorption band of NO\textsubscript{2} using a tunable high-power diode laser operated around 635 nm. A real-time laser absorption spectrometer is accomplished by repetitively applying a rectangular current pulse to the diode laser DC drive current allowing detection of isolated NO\textsubscript{2} absorption lines. A detection limit of 10 \mu g/m\textsuperscript{3} for NO\textsubscript{2} at atmospheric pressure with a 160 m absorption path is demonstrated. Continuous monitoring of NO\textsubscript{2} over a road intersection at peak traffic is performed.

1. Introduction

Nitrogen dioxide, NO\textsubscript{2}, is an important agent in several atmospheric chemical cycles and is a common combustion-generated urban pollutant. There is a large interest in detection and precise measurement of this atmospheric trace gas, with many applications including air quality control, atmospheric chemistry, and traffic emission monitoring. Differential optical absorption spectroscopy (DOAS) \cite{1,2} and light detection and ranging (LIDAR) \cite{3,4} techniques are frequently used in optical environmental monitoring of NO\textsubscript{2}, both methods normally requiring long absorption paths. To our knowledge, diode lasers have previously been used for NO\textsubscript{2} measurements only in connection with multiple-pass absorption cells, mostly at reduced pressures in order to minimize line broadening \cite{5-10}. A disadvantage of using multiple-pass cells together with tunable diode lasers is that they usually introduce unwanted optical fringes due to etalon effects \cite{5}. In our measurements long-path absorption is used instead, making remote sensing over several hundred meters possible in comparison to the point monitoring obtained in a multiple-pass absorption cell configuration. Thereby it is possible to obtain the concentrations in a large volume with less sensitivity to local fluctuations.

Until now, only a few investigations employing diode laser spectroscopy have been performed in gas monitoring using open-path configurations at atmospheric
pressure [11-14]. Field instruments for air pollution monitoring are preferably operated at ambient pressure, with the disadvantage of increased line broadening, reduced peak absorption and therefore lower detection sensitivity. The NO₂ spectrum is dense (-10 lines/cm⁻¹) and lines are partially overlapping at 1 atm due to pressure broadening. Another problem to be dealt with is interference from other molecular species, such as oxygen and water lines. The operating wavelength is therefore carefully chosen to be an isolated strong absorption line with sufficiently well resolved features that do not interfere with other species. At wavelengths longer than 350 nm, the absorption spectrum of NO₂ exhibits sharp spectral features [9]. NO₂ has strong absorption lines in the visible wavelength region. We use a diode laser emitting at a wavelength around 635 nm in order to probe the red wing of the X²A₁ → A²B₂ visible absorption band of NO₂.

Previously a sensitivity of 0.2 µg/m³ has been demonstrated using an optical cell at low pressure and monitoring with a cryogenically cooled diode laser operating around 6.2 µm [5]. Measurements using near IR [6] or red diode lasers [8, 9] have been performed with sensitivities of a few µg/m³. The most common methods to enhance the sensitivity for small absorption measurements are to use balanced detection [8,9] or frequency modulation techniques [5,15-18].

In this work we reduce the noise bandwidth of the laser by employing a high-frequency modulation technique, namely two-tone frequency modulation spectroscopy (TTFMS) [19-21]. TTFMS using visible diode lasers is a convenient technique for trace gas detection in that it combines high-speed, high-precision, zero background, remote sensing capabilities and convenient access to wavelengths suitable for sensitive detection. However, modulation broadening is introduced at maximum sensitivity. At atmospheric pressure the absorption lines in NO₂ are broadened and the modulation frequency must be correspondingly high. The modulation amplitude applied to the diode must also be increased compared to low-pressure measurements. The resulting lineshapes resemble the second derivative, but are somewhat modified at atmospheric pressure because of overlapping lines.

2. Experimental

A schematic diagram of the experimental set-up is shown in Fig. 1, with the long-path absorption arrangement shown in the upper part and the TTFMS electronics in the lower part. The tunable high-power diode laser used was an InGaAsP index-guided device manufactured by Hitachi (HL6320G). It has a nominal wavelength of 635 nm at 25 °C and a typical output power of 10 mW. Wavelength stability is insured by controlling temperature and current of the laser diode with a precision diode laser driver (Melles Griot 06DLD103). The temperature of the diode laser capsule is stabilized to within 0.05°C over one hour of measurement. An antireflection-coated moulded glass aspheric lens (Geltech C240TM-B) collimates the laser output. A small mirror then directs the laser beam across a busy intersection about 5 m above the ground level until it hits a retro-reflector. The back reflected light is collected by a telescope with an aperture of 10 cm, and is focused onto the detector which contains a pin photodiode (Hamamatsu S-
and a home-made transimpedance amplifier. The beam can also be sent through two reference cells containing known concentrations of NO₂ that are used for calibration purposes. The windows of the cells are tilted to the Brewster angle to avoid spurious optical feedback.

Spectral scanning is achieved by applying a rectangular current pulse with a duration of 1-2 ms and a repetition rate of 250 Hz to the diode laser drive current, which is biased below threshold. Thereby a longer wavelength scan is produced compared to a current ramp, and an almost constant frequency modulation index during the scan is ensured [20]. At the same time the sweep becomes highly non-linear, as can be seen on the signals from a low-finesse glass etalon (Fig. 2e) used for frequency calibration of the absorption spectrum. The tuning range produced is approximately 25 GHz, sufficient to capture a single atmospheric pressure-broadened transition of NO₂. A Burleigh WA-4500 wave meter is used to measure the laser frequency and to verify single-mode operation of the diode laser.

The two-tone frequency modulation set-up used here is described thoroughly in some previous articles of our group [15,16,20-22]. We have in this work used diode laser modulation at 935 and 925 MHz with a signal demodulation at 10 MHz. The demodulated signal is amplified and low-pass filtered in a low-noise preamplifier (Stanford SR560) which was set to 30 kHz, and subsequently averaged 256 times in a digital oscilloscope (Tektronix TDS520B), resulting in a total sampling time of 6 s. The TTFMS signal has a zero background, which is advantageous when the light intensity at the detector fluctuates due to atmospheric turbulence. The recorded waveforms are finally stored on floppy disks and transferred to a computer for post-processing and evaluation.

3. Measurements

Initially, measurements were performed to investigate the NO₂ absorption lines at different pressures. A reference cell was filled at 50 torr with a calibration gas containing 0.2% NO₂ in high purity synthetic air. A retro-reflector was placed at a few meters distance. Survey spectra in the visible wavelength region around 635 nm were used to identify isolated lines for sensitive measurement. A strong absorption feature was selected by temperature tuning the diode laser, and this wavelength was used for NO₂ monitoring. The valve of the cell was then opened and air was allowed slowly to enter. As the pressure increases, the absorption lines broaden with a corresponding decrease in the peak absorption. The TTFMS signal was maximized by significantly increasing the laser modulation index. At atmospheric pressure, the shape of the modulation signal is quite complex due to close-lying or overlapping absorption lines.

Atmospheric NO₂ measurements were performed using a round-trip path of 160 m. It is ensured that the absorption feature belongs to NO₂ by inserting a reference cell into the beam in front of the detector, as shown in Fig.1. The interference from oxygen or water lines can be easily avoided because these lines are not as dense as the NO₂ lines. The minimum detectable concentration is estimated using the reference cell containing NO₂ at atmospheric pressure. The peak-to-peak value of the recorded
TTFMS signal (Fig. 2b,c) is related to the absorption and also scales linearly with the power at the detector. The detection limit for the system corresponding to a signal-to-noise ratio S/N = 1 is found to be about 10 µg/m³ in 160 m path and with a 256 times averaging. The main noise sources under monitoring conditions were the light intensity fluctuations, the detector noise and the residual optical interference. Using a long-path configuration we have not observed significant etalon fringes, which usually limit the minimum detectable absorption when short optical paths or multi-pass cells are employed.

Fig 3. shows the measured NO₂ concentration in air along the 160 m roundtrip path during consecutive measurements performed on two different occasions. The concentrations were acquired sequentially every minute. The wind strength and direction constitute important parameters because the measurements are performed 5 m above the pollution sources, i.e. the exhaust pipes of the passing cars. At the time of the measurements there were calm wind conditions. Two reference cells of the type discussed above, 30 and 5.6 cm long, respectively, were inserted into the beam for calibration (standard addition method). They contained 0.013% NO₂ at atmospheric pressure corresponding to an equivalent of 470 and 87 µg/m³, respectively, of NO₂ uniformly spread over the 160 m path. We did not observe any direct increase of the signal after the passage of most of the individual cars because the beam passed too high above the exhaust pipes. However, at some occasions a high NO₂ emission was detected after the passage of some diesel trucks and buses.

4. Results and discussion

Comparison of the measured NO₂ sensitivity to other works shows that the detection limit is good, although the sensitivity is reduced due to smaller peak absorption at atmospheric pressure. The relatively high NO₂ concentrations are explained by the intense traffic during the measurements, averaging 70 vehicles in 5 minutes. Light intensity variations in the time range of several minutes appear to be caused mainly by thermal drifts in the optical alignment, because the optical power could be recovered by realignment. Longer absorption paths would be possible by using a better telescope in order to collect more light, thereby lowering the detection limit. Higher diode laser output powers are available at a wavelength of 670 nm. An additional advantage for operating at wavelengths near 670 nm is that interference with water absorption lines can be completely avoided [9]. Additionally, NO₂ presents larger absorption lines in the blue region and it is likely that the sensitivity could be further increased using blue diode lasers [22]. Unfortunately, presently available blue diode lasers typically operate on several modes, and are thus troublesome in spectroscopic measurements on molecules.
5. Conclusions

We have demonstrated the possibility to use diode laser based spectroscopic detection for long-path NO$_2$ concentration measurements in city air. The performance is comparable to that of a DOAS system where the wavelength region around 450 nm is scanned over tens of nanometers, thereby revealing larger absorption structures. In our case the TTFMS technique is used to increase the sensitivity for measurements of small absorption levels. The achieved detection sensitivity of 10 $\mu$g/m$^3$ in 160 m path at atmospheric pressure is lower than for low pressure NO$_2$ due to the decrease of peak absorption at atmospheric pressure.

In the present work the sensor is operated as a semi-portable device. Further development of this diode-laser-based trace gas detector into a compact, fully portable field instrument should find many applications in pollution monitoring measurements.

This work was supported by the Swedish Research Council for Engineering Sciences (TFR) and the Knut and Alice Wallenberg Foundation. One of us (JA) would like to thank the Swedish Institute for a stipend supporting his stay in Sweden.
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Fig. 1. Schematic diagram of the experimental set-up for long-path measurements of NO2 using high-frequency modulation spectroscopy.
Detected optical pulse

TTFMS signal from ambient NO₂ with reference cell inserted into the beam

TTFMS signal from ambient NO₂

Reference etalon fringes

Fig. 2. Sensitive detection of NO₂ at atmospheric pressure. Detected optical pulse (a). Frequency modulation signals from ambient NO₂ with the reference cell inserted into the beam (b), and from an atmospheric absorption (c). Corresponding recording of the Fabry-Perot etalon fringes (free spectral range 2.43 GHz) serving as a frequency scale (d).
Fig. 3. Two data sets for the measured concentrations of NO$_2$ along a 160 m long path over a road intersection during winter hours of peak traffic. C1 and C2 mark two reference cells containing an equivalent of 470 µg/m$^3$ and 87 µg/m$^3$ of NO$_2$, respectively, inserted into the beam for calibration purposes.
Sum-frequency generation with a blue diode laser for mercury spectroscopy at 254 nm
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Blue diode lasers emitting 5 mW continuous-wave power around 400 nm have recently become available. We report on the use of a blue diode laser together with a 30 mW red diode laser for sum-frequency generation around 254 nm. The ultraviolet power is estimated to be 0.9 mW, and 35 GHz mode-hop-free tuning range is achieved. This is enough to perform high-resolution ultraviolet spectroscopy of mercury isotopes. The possibility to use frequency modulation in the ultraviolet is demonstrated; however, at present the ultraviolet power is too low to give advantages over direct absorption monitoring. Mercury detection at atmospheric pressure is also considered which is of great interest for environmental monitoring. © 2000 American Institute of Physics.

Absorption spectroscopy using diode lasers is a fast and sensitive method for detection of many gases in atmospheric monitoring. The technique has been widely employed in the mid-infrared spectral region (2–15 μm), where numerous species of interest have fundamental vibrational absorption bands, and in the near-infrared region (0.6–2 μm), where weaker overtone and combination bands occur. Near-infrared spectroscopy makes extensive use of low-cost and room-temperature operated diode lasers which are readily available in this wavelength region. Atomic trace element detection in, e.g., a graphite furnace, using diode-laser based absorption is an attractive possibility. Midinfrared absorption measurements apply cryogenically cooled lead-salt diode lasers or utilize difference-frequency generation in a nonlinear crystal pumped by two near-infrared diode lasers. Many species also have strong electronic transitions in the ultraviolet (UV) spectral region (200–400 nm). These transitions are typically one or two orders of magnitude stronger than the mid-infrared transitions. Additionally, interference from water vapor is less significant in the UV spectral region.

Mercury (Hg) is the only pollutant present as a free atom in the lower atmosphere and has a strong transition at 253.7 nm that allows detection at low concentrations. Typical background concentrations of mercury in air are a few ng/m³, but much higher mercury concentrations exist around mercury mining areas and chloralkali plants. Zeman absorption, differential optical absorption spectroscopy (DOAS) or light detection and ranging (Lidar) techniques are used for mercury measurements in air. A diode-laser-based spectrometer in the UV region could be especially interesting for low absorption measurements, since modulation techniques, which give several orders higher sensitivity compared to direct absorption, can be easily employed.

The access to the UV spectral region employing diode lasers is usually provided by quadrupling11–15 or sum-frequency generation.14 The sum-frequency generation is generally conducted in two successive stages. The first stage is frequency doubling of a near-infrared diode laser output, and the second stage is mixing the second harmonic with another or the same near-infrared diode laser. The nonlinear conversion efficiency can be increased by mode locking an external-cavity laser based on a high-power tapered semiconductor amplifier.11,12,14 A spectral linewidth of about 100 GHz is usually obtained, and that is typically 100 times larger than the required resolution for spectroscopic measurements. Another method to increase the conversion efficiency is to place the nonlinear crystal in an external buildup resonator.13 This generates relatively high UV powers (~2 mW), but suffers from limited continuous tuning range and increased system complexity.

Very recently Nichia Corporation introduced blue diode lasers15 and we have studied the possibility to use them for potassium and lead spectroscopy. At present we report on the generation of UV radiation around 254 nm for mercury spectroscopy based on frequency mixing of a blue diode laser and a red diode laser.

The setup for sum-frequency generation is shown in Fig. 1. The blue diode laser (Nichia NLHV500 with a nominal wavelength of 404 nm at 25 °C and a free-running output power 5 mW) was operated in a Littrow-type cavity that ensured single-mode operation and less sensitivity to back reflections. We used a Thorlabs system based on a diode laser mount (TCLDM9), a piezoelectric mirror mount (KCI-PZ) and a 2400 l/mm grating (Edmund Scientific 43224).

![FIG. 1. Experimental setup for sum-frequency generation at 254 nm.](image-url)
The output power with the laser operated in the external cavity was 1 mW. The single-mode red diode laser (Toshiba TOLD 9150, 688 nm, 30 mW) was free-running and could be scanned continuously over 35 GHz by a current ramp. Moulded glass aspheric lenses with \( f = 4.5 \text{ mm} \) were used for collimation (Geltech C230TM). The diode lasers were temperature and current controlled using low-noise diode laser drivers (Melles Griot 6DLD 103). Both lasers were polarized vertically. An optical diode (OFR 10-5-NIR-I) was placed in the red diode laser beam to reduce backscattering from the nonlinear crystal. The blue and red beams were spatially overlapped via a dichroic beamsplitter and focused by a Nikon camera objective with a 50 mm focal length onto a 8-mm-long BBO crystal cut at \( \theta = 49^\circ \) and \( \varphi = 90^\circ \). Type I phase matching was achieved by tilting the crystal horizontally. A quartz lens of 50 mm focal length was used to collimate the UV light exiting the crystal. The detection side consisted of an f = 50 mm quartz lens, a 254 ± 10 nm interference filter, a monochromator (Oriel 77250) tuned to 254 nm, and a photomultiplier (EMI 9558 QA). Without the monochromator a strong background existed from the not converted red and blue laser light. The signal from the photomultiplier was sent to a transimpedance amplifier (Itacho TDS520B).

It was not possible to measure the UV light power directly and we estimated it by photon counting. At optimized setup \( n = 5 \times 10^5 \) pulses per second were counted. The quantum efficiency of the photomultiplier at \( \lambda = 254 \text{ nm} \) is \( n = 0.2 \). That gives the UV power at the detector \( P = n h c / (\lambda \eta) = 2 \times 10^{-11} \text{ W} \). The two quartz lenses, the interference filter, and the monochromator had a transmission of 0.84, 0.28, and 0.09, respectively, thus the UV power after the crystal was about 0.9 nW.

From the theory of sum-frequency mixing of focused Gaussian beams and assuming a lossless crystal, the UV power can be expressed as

\[
P_s = \frac{4 \omega_1 \omega_2 \omega_{30} \sqrt{P_1 P_2 P_3} \hbar}{\pi \epsilon_0 c^4 n_2^3}.
\]

where \( \omega_i \) are the angular frequencies (\( \omega_i < \omega_3 < \omega_j \)), \( P_i \) are the powers, \( n_i \) are the refractive indices of the crystal, \( d_{ij} \) is the effective nonlinear coefficient, \( l \) is the crystal length, and \( h \) is a dimensionless focusing parameter. The effective nonlinear coefficient was calculated to \( d_{31} = 1.59 \times 10^{-12} \text{ m/V} \) according to the expressions in Ref. 20, and from the plots presented in Ref. 18 for the focusing parameter, we estimated \( h = 0.01 \). Using the measured input powers (measured after the camera objective lens to \( P_1 = 0.76 \text{ mW} \) and \( P_2 = 25 \text{ mW} \)) and accounting for the approximately 7% reflection losses at the crystal input and output faces, we calculated a theoretically generated UV power \( P_s = 1.9 \text{ nW} \). We believe that the approximately 2 times smaller UV power experimentally observed is due to imperfect overlap of the two input beams.

The spectrum of a natural isotopic mixture of mercury contains 5 peaks, that are formed by 10 Doppler-broadened transitions. The absorption signal from a low pressure quartz cell containing a natural mixture of mercury is shown in Fig. 2(a). The spectrum was recorded by sweeping the red laser 35 GHz, and that resulted in an equally long scan in the UV. The mercury cell had a finger that was cooled by liquid nitrogen. Because at room temperatures there was a 100% absorption on all the peaks. Absorption signals from two isotopically enriched low pressure cells with \( ^{199}\text{Hg} \) and \( ^{200}\text{Hg} \) are shown in Figs. 2(b) and 2(c), respectively. As a reference the designation and relative line strength of the isotope lines are displayed in Fig. 2(e).

The possibilities to use wavelength modulation in the UV region were also explored. A modulation frequency of 5 MHz was applied to the red diode laser through a bias tee. At the detection side the photomultiplier signal was amplified by a high frequency preamplifier and mixed with a frequency-doubled 5 MHz signal (standard radio-frequency components from Mini Circuits). The output from the mixer was low-pass filtered at 1 kHz, amplified and fed to the oscilloscope. Figure 2(d) shows the recorded second-harmonic (2f) signal. We also recorded low-frequency wavelength modulation signals at a few kilohertz frequency by modulating the external cavity grating angle with a piezo. Two-tone frequency-modulation signals with a setup used by our group extensively[25–27] were also recorded. Usually frequency modulation techniques have higher sensitivity compared to direct absorption, because the detection bandwidth is moved to higher frequencies, where laser excess (1/f) noise is very low, resulting in shot-noise limited measurements. At very low laser power though, as in our case, it is not advantageous to use frequency modulation instead of direct detection.

At atmospheric pressures the isotope lines broaden and overlap to form a single absorption feature. A scan of about 80 GHz is required to record the absorption at atmospheric pressures. Using our mode-hop-free scanning interval of 35 GHz we have measured the whole mercury absorption feature by recording three separate but overlapping scans. The recorded spectrum is shown in Fig. 3 together with a reference spectrum from a low-pressure cell. It can be
noted that since the isotope shifts are larger than the pressure-broadened linewidth (3.5 GHz obtained in a fit) individual isotope lines are clearly discernable in the recording at atmospheric pressure.

We have demonstrated the applicability of the recently available blue diode lasers for useful sum-frequency generation in the UV spectral region. High resolution absorption spectroscopy signals of mercury at 253.7 nm in a low pressure cell were recorded. Mercury detection at atmospheric pressure was performed, that is of great interest for trace element and environmental monitoring. The possibility to use different modulation techniques in the UV is demonstrated; however, at present the UV power is too low to give advantages over direct absorption monitoring. When higher UV powers become available through the fast development of diode lasers and nonlinear materials, the full power of our scheme combined with modulation techniques can be exploited.

This work was supported by the Swedish Research Council for Engineering Sciences (TFR) and the Knut and Alice Wallenberg Foundation. One of us (J.A.) would like to thank the Swedish Institute for a stipend supporting his stay in Sweden. The authors are grateful to A. Skadra for the loan of mercury isotope cells.
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Abstract
An all-diode laser based spectrometer is used for the simultaneous detection of methane, oxygen and water vapour. This is accomplished using a 760 nm diode laser and a 980 nm diode laser in conjunction with difference-frequency generation to 3.4 μm in a periodically poled lithium niobate crystal. Each of the output wavelengths is resonant with one of the molecular species. Simultaneous recordings over a 15 m open path of laboratory air are demonstrated. The recording scheme shows the wide applicability of a diode-laser-based difference-frequency spectrometer for the detection of molecular species in different wavelength ranges. By increasing the frequency of the 980 nm diode laser and decreasing the frequency of the 760 nm diode laser, a maximum continuous tuning range in the mid-infrared of 3.6 cm⁻¹ is achieved. This enables the recording of several methane lines at atmospheric pressure. Pressure dependence studies of methane lineshapes are also performed in an absorption cell. An indoor air methane background level of 3 ppm is measured. The signal-to-noise ratio in the recorded methane spectra indicate that sub-ppm detection of methane at atmospheric pressure is feasible.

PACS: 42.55.Px; 42.62.Fi; 42.65.Ky

Introduction
Laser absorption spectroscopy is a powerful technique for fast and sensitive detection of many gases in e.g. atmospheric monitoring, process control, and combustion diagnostics. The technique has been widely employed in the mid-infrared spectral region (2-15 μm), where numerous species of interest have strong fundamental vibrational absorption bands, and in the near-infrared region (0.6-2 μm), where weaker overtone and combination bands occur. Available laser sources in the mid-infrared region, e.g. lead-salt diode lasers, colour centre lasers, and CO or CO₂ lasers, each suffer from various practical drawbacks such as the need for cryogenic cooling, limited
tuning range, poor amplitude and frequency stability, large size, high cost or high power consumption. The promising and newly developed but not yet commercially available quantum-cascade lasers have been used in spectroscopic investigations in the infrared [1-3] but continuous-wave operation requires cryogenic cooling and rather high supply voltages. In the near-infrared region, on the other hand, diode laser technology offers several hundred milliwatts of narrow-band tuneable radiation at room temperature from small and low-cost devices. Using these near-infrared diode lasers and/or compact high-power diode-pumped solid-state lasers, great efforts have been made during the last years in developing difference-frequency generation (DFG) in non-linear materials for trace gas detection using the mid-infrared absorption bands [4-13].

All DFG implementations have so far only focused on the spectroscopic use of the generated mid-infrared radiation, disregarding the possibility of also using the generating laser wavelengths for probing the absorption bands in the near-infrared region. In the present study we explore simultaneous detection of atmospheric oxygen at 760 nm, water vapour at 980 nm and methane at 3.4 μm using near-infrared lasers in conjunction with difference-frequency mixing in a periodically poled lithium niobate (PPLN) crystal. Such simultaneous detection of interacting species is frequently of great interest, e.g. in connection with combustion. Certain important molecules, such as oxygen can be detected in the near-infrared region but do not have strong mid-infrared absorption.

Actually, a similar use of coincidences of excitation spectra occurring in sum-frequency mixing of pulsed dye laser radiation has been used to simultaneously induce fluorescence in the important flame species OH, NO and O (two-photon excitation) [14] and in HN₃, OH, and NO [15]. More cumbersome, simultaneous O₂, H₂O and temperature measurements have been performed by individually scanning three different near-infrared diode lasers [16], just as simultaneous flame fluorescence imaging of C₂ and OH could be achieved with independent laser systems [17]. Alternatively, simultaneous fluorescence detection of flame species can be achieved when absorption lines are inter-mingled in a certain spectral region, such as for OH, NH, CH and CN around 312.2 nm [18]. Similarly, in the mid-infrared region, where difference-frequency mixing has been used for absorption measurements, CH₄ and H₂O could be detected around 3.4 μm [8,11], CH₄ and H₂CO around 3.5 μm [10], CO₂ and N₂O around 4.4 μm [9], or CO and H₂O around 4.8 μm [12].

1 Experimental set-up
Our experimental set-up is schematically illustrated in Fig. 1. The two Fabry-Perot type diode lasers (Laser Components Spectra F760 and Power Technology
LD1313), operating around 760 nm and 980 nm and having a maximum output power of 55 mW and 200 mW, respectively, are placed in thermoelectrically cooled mounts. Temperature and current are controlled by low-noise diode laser drivers (Melles Griot 06DLD103). Coarse wavelength tuning of the diode lasers is accomplished by changing the temperature around the diode laser capsules between 10°C and 40°C, resulting in a tuning range of about 5 nm for the 760 nm diode laser and of 8 nm for the 980 nm diode laser. Fine tuning is accomplished by changing the diode laser currents. Wavelength scanning is made by adding a 110-Hz current ramp (Hewlett-Packard 33120A) to the operating current of one or both of the two diode lasers.

The vertically polarised diode laser outputs are first collimated by anti-reflection coated moulded glass asphericallenses (Geltech C230TM-B), and the elliptical beam profiles are then made circular by two anamorphic prism pairs (Melles Griot 06GPA004). The two collimated and circular beams are spatially overlapped in a dichroic beamsplitter (Melles Griot 88NPDC875) and focused by an 8.5-cm focal length achromatic lens into the PPLN crystal (Crystal Technologies 97-02355-01). The focusing into the crystal was simulated with a ray-tracing program (Sinclair Optics OSLO) to choose an optimal lens. The 19-mm long and 0.5-mm thick PPLN crystal without antireflection coating has 10 grating periods, each 1-mm wide, between 18.6 μm and 20.4 μm in 0.2 μm increments. A crystal oven (Super Optronics OTC-PPLN-20) ensures stable temperature of the PPLN crystal and fine tuning of the grating period for proper phasematching.

After the PPLN crystal, the two near-infrared beams and the generated mid-infrared beam are collimated by a 10-cm focal length CaF₂ lens, and then transmitted through approximately 15 m of laboratory air in a common open path. An anti-reflection coated germanium filter is used as a beamsplitter, to reflect the near-infrared radiation and transmit the mid-infrared radiation. A CaF₂ lens with a focal length of 10 cm focuses the mid-infrared beam onto a thermoelectrically cooled HgCdZnTe detector (Boston Electronics PDI-2TE-5) with an active area of 1 mm² and an immersed focusing lens. Combining an external focusing lens and a detector with an immersed lens simplifies the positioning of the small-area detector. A glass prism separates the two near-infrared wavelengths, and the intensities are detected by two pin photodiodes (Hamamatsu S-5821). The mid-infrared beam is in some of the experiments directed through a 10-cm long absorption cell with wedged CaF₂ windows for high-resolution measurements at low pressures and studies of pressure broadening.

The detected signals are amplified and low-pass filtered at 30 kHz in low-noise preamplifiers (Stanford SRS560) and viewed in real-time on two-channel digitising oscilloscopes (Tektronix TDS520B). The data are then transferred to a computer for processing and evaluation. A germanium etalon with a free spectral range of 0.05 cm⁻¹ can be inserted in the mid-infrared beam for relative frequency calibration, and a glass
etalon with a free spectral range of 0.08 cm\(^{-1}\) can likewise be used for the near-infrared beams. A flip-in mirror is used to redirect the two diode laser beams to a wavemeter (Burleigh WA-4500) for precise measurements of the diode laser wavelengths at different temperature and current settings.

No optical diodes are used in the experiments. Instead, all optics are placed with a small angle to the laser beams to avoid optical feedback. Especially important is to angle (1 to 2 degrees is sufficient) the PPLN crystal, since placing it exactly perpendicular to the input beams resulted in severe optical feedback to both diode lasers. Another important factor is the immersed lens on the mid-infrared detector. Tests using a detector without an immersed lens, also showed significant instabilities in the output spectra of the two diode lasers. The tilting scheme probably means that we have a somewhat less than optimum conversion efficiency in the PPLN crystal due to a slight beam walk-off, but it also has the added benefit of reducing etalon effects, often encountered in infrared absorption experiments, to a minimum.

The simplest and most often used tuning method in the mid-infrared utilising difference-frequency generation is achieved by changing the wavelength of one pump laser, while the wavelength of the other pump laser is fixed. The tuning range in the mid-infrared is then limited by the maximum tuning range of only one laser. Alternatively, both pump lasers can be tuned synchronously, resulting in a very large tuning range in the mid-infrared. By temperature tuning of the two near-infrared diode lasers a theoretical mid-infrared tuning range of about 170 cm\(^{-1}\) is possible (from 2895 cm\(^{-1}\) to 3065 cm\(^{-1}\)). Due to the mode jump behaviour of all Fabry-Perot type diode lasers some regions will not be accessible. We have investigated some regions in this range, and once a region of interest was established by temperature tuning, we applied the finer and much faster current tuning. In the experiments we use both of the near-infrared diode lasers for molecular spectroscopy and therefore they are driven by current ramps. Depending on the relative scan directions a long or a short mid-infrared scan can be achieved. By increasing the frequency of the high-frequency diode laser (760 nm) with a negative current ramp and decreasing the frequency of the low-frequency diode laser (980 nm) with a positive current ramp, a maximum continuous tuning range in mid-infrared of 3.6 cm\(^{-1}\) has been achieved. A recording of the germanium-etalon fringes during such a scan is shown in Fig. 2. By changing scan directions, very short frequency scans are possible, and in principle, it is also possible to fix the mid-infrared frequency.

With near-infrared input powers of \(P_1 = 45\) mW and \(P_2 = 195\) mW at 760 nm and 980 nm, respectively, a maximum mid-infrared power of about 9 \(\mu\)W was generated. From the theory of difference-frequency mixing of focused Gaussian beams, the mid-infrared power can be expressed by [19]
where

\[
P_3 = \frac{4\omega_0^2 d_{\text{eff}}^2 l}{\pi \varepsilon_0 c^3 n_1 n_2 n_3 (k_1^{-1} + k_2^{-1})} h\left(\frac{k_1}{k_1}, \frac{l}{b}\right) T \mu P_2,
\]

and

\[
h(\mu, \xi) = \frac{1}{2\xi} \int_{-\xi}^{\xi} d\tau \int_{-\xi}^{\xi} d\tau' \frac{1 + \tau\tau'}{(1 + \tau\tau')^2 + \left(\frac{1 + \mu^2}{1 - \mu^2}\right) (\tau - \tau')^2}.
\]

Here \(n_i\) are the refractive indices of the PPLN crystal, \(P_i\) are the powers, \(k_i\) are the wave vectors, \(\omega_i\) are the angular frequencies, \(d_{\text{eff}} = (2/\pi)\times27 \text{ pm/V}\) is the effective nonlinear coefficient, \(l\) is the crystal length, \(b = 10 \text{ mm}\) is the confocal parameter of the two mode-matched input beams, and \(T = 65\%\) accounts for the reflection losses at the crystal input and output facets. Inserting our experimental values, we calculate a theoretical mid-infrared power of \(P_3 = 11.8 \mu\text{W}\). The deviation between measured and calculated mid-infrared powers can most likely be ascribed to our inclination of the PPLN crystal.

2 Spectroscopic studies

Studies of the absorption spectrum of methane were performed with the generated mid-infrared beam passing through the 10 cm absorption cell. Recordings of a methane line from the P-branch of the \(v_3\) band at 2927.075 cm\(^{-1}\) are shown in Fig. 3 for 3.5 mbar of pure methane in a total pressure of 5 mbar and then this methane concentration is successively diluted by air up to 800 mbar. In these recordings only the 760 nm diode laser was scanned. We observe a line broadening from 390 MHz to 2.4 GHz, corresponding to a pressure broadening coefficient of 2.6 MHz/mbar, in good agreement with previous results [20]. The laser system linewidth was estimated to 280 MHz with a CH\(_4\) Doppler linewidth of 270 MHz and the observed lowest linewidth of 390 MHz. We note that a very good signal-to-noise ratio is achievable, allowing sensitive trace-gas detection at low pressures. At atmospheric pressure the lines broaden and overlap, and it is impossible to distinguish the weak transitions. In particular, at low pressures it is possible to observe the minor isotopic species \(^{13}\)CH\(_4\) in the presence of the most abundant \(^{12}\)CH\(_4\) isotope (mixing ratio 1:100) as illustrated in Fig. 4. The mixing ratio is not given directly by the observed intensity relation, since the studied lines do not originate from the same energy levels, but in principle, knowing the relative oscillator strength it is possible to deduce the exact mixing ratio.
After this demonstration of DFG spectroscopy we want to focus on the main theme of this work, namely the simultaneous detection of O₂, H₂O and CH₄. Simultaneous recordings of the three species are shown in Fig. 5 for the 15 meter open air pathlength in the laboratory, together with computed spectra from the HITRAN molecular spectroscopic database [20]. The figure shows the single O₂ A-band line, R7Q8, the single H₂O 5₃₃ ← 6₃₄ line in the v₁+2v₂+v₃ water band, and a portion of the CH₄ P-branch of the fundamental v₃ methane band. By recording the whole oxygen and water profiles, and by scanning the frequency of the two diode lasers in opposite directions, a total frequency scan of 3.6 cm⁻¹ is obtained in the mid-infrared. We choose to show 1.8 cm⁻¹ of the scanned region where methane has prominent absorption lines. The relative humidity of the air was measured to 40% with a hygrometer, on the day of this recording. During our measurements the relative humidity was fairly constant, ranging from 35 % to 45 %. The normal O₂ concentration of 21% was measured. As expected, this O₂ concentration value does not change at all from one day to another. CH₄ has an outdoor background atmospheric abundance of 1.7 ppm, and a somewhat higher concentration in the indoor air is expected. From fits to experimental data, we have deduced that the typical methane background concentration in our laboratory is 3 ppm. This is almost twice as high as the typical outdoor concentration. With an observed signal-to-noise ratio of 20 in our recorded spectra at atmospheric pressure, we conclude that sensitivity in the 150 ppb range is achievable. We note that the atmospheric pressure methane experimental and theoretical curve show some deviations not present in the low-pressure short-pathlength data. We conclude that the deviations can then not be due to some spurious laser mode running. The residual non-methane spectrum is most likely due to a low concentration of some non-identified indoor environment hydrocarbon. We do not believe that the deviations are due to etalon fringes, since the structure is insensitive to small adjustments of the optical components, and fringes were ascertained to be absent in independent measurements.

As an example of recordings, relevant to e.g. the working environment, a 15 minute sequence of concentration determinations is shown in Fig. 6, exhibiting the response to the release of methane from a gas tank. The close-lying CH₄ transitions at 2928 cm⁻¹ shown to the right in the spectral recordings of Fig. 5 were used. Raw data from recordings of the pressure-broadened single-peak feature are shown as inserts in the figure (0.9 sec. integration time). We note that the methane concentration is reduced to its background level after approximately 15 minutes. The structure occurring at 2 minutes was due to one of the authors walking around in the room inducing turbulent mixing.
3 Conclusions
We have used two near-infrared diode lasers and difference-frequency generation in a periodically pooled lithium niobate crystal for simultaneous detection of oxygen at 760 nm, water vapour at 980 nm, and methane at 3.4 μm. This is accomplished by probing each molecular species by the two near-infrared wavelengths and the generated mid-infrared wavelength, respectively. Recordings of atmospheric pressure broadened lines over a 15 m open path of laboratory air are demonstrated, and show the potential of the new measurement scheme for multispecies detection. Especially interesting is the possibility to simultaneous probe mid-infrared-absorbing molecular species and near-infrared-absorbing molecules without strong mid-infrared absorption. A continuous tuning range in the mid-infrared of 3.6 cm\(^{-1}\) is achieved by synchronously scanning the frequency of both near-infrared lasers. Isotopic species detection and pressure dependence studies of methane lineshapes were performed in an absorption cell. A typical indoor air methane background level of 3 ppm was reported, which as expected is higher than the typical outdoor level of 1.7 ppm. The signal-to-noise ratio in the recorded methane spectra indicates that sub-ppm detection of methane at atmospheric pressure is feasible over a measurement path of 10 meters and that practical multispecies detection can be performed over longer outdoor absorption paths.
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Figure 1. Experimental set-up for simultaneous ambient air monitoring of O₂, H₂O and CH₄.
Figure 2. Ge etalon fringes around 3.4 µm corresponding to a continuous tuning range of 3.6 cm\(^{-1}\) (72 fringes).
Figure 3. Methane spectrum as a function of pressure at 3.42 µm. The recordings are 500 scan averages, corresponding to a total sampling time of 4.5 sec for each curve.
Figure 4. Low-pressure recording of methane gas exhibiting the low abundance species $^{13}$CH$_4$ in the presence of the normal $^{12}$CH$_4$ isotope.
Figure 5. Simultaneous recordings of oxygen, water vapour and methane in a 15 m atmospheric path and corresponding spectral simulations based on HITRAN. Recording time is 4.5 sec. Scan directions in the individual laser sweeps and for the difference-frequency recording are indicated. Low-pressure, high-resolution spectra are included in the methane data.
Figure 6. Monitoring of indoor methane concentration following the release of a small amount of gas from a tank. The measurement was performed over a 15 m pathlength. Raw data spectral recordings are shown as inserts in the figure.
Compact fiber-optic fluorosensor using a continuos-wave violet diode laser and an integrated spectrometer

Ulf Gustafsson, Sara Pålsson, and Sune Svanberg
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P.O. Box 118, S-221 00 Lund, Sweden

A compact fluorosensor with a fiber-optic measurement probe was developed, employing a continuos-wave violet diode laser as an exciting source and an integrated digital spectrometer for the monitoring of fluorescence signatures. Results from measurements on vegetation and human premalignant skin lesions are reported, illustrating the potential of the instrument.

I. INTRODUCTION
Laser-induced fluorescence is a powerful technique for non-intrusive, real-time diagnostics in a multitude of contexts. All solids and liquids, and complex compounds exhibit a broad-band fluorescence distribution devoid of sharp spectral features due to rotational quenching\(^1\). Fluorescence monitoring can be performed on samples \textit{in situ}, e.g. in a laboratory or an operating room, through a microscope\(^2\) or remotely using a fluorescence lidar system\(^3,4\). It can be applied in point monitoring\(^5\) or in imaging applications\(^6,7\). Field of applications include diagnostics of human malignant tumors\(^8,9\) and atherosclerotic disease\(^10\), vegetation and water monitoring\(^11,12\), analytical chemistry techniques such as HPLC and capillary electrophoresis\(^13\), and forensic sciences\(^14\).

Fluorescence diagnostics has been largely simplified through the availability of CCD detectors for direct read out of the spectrum obtained in the image plane of a spectrometer. With a short-pulse ultra-violet excitation laser, a gated and intensified CCD detector can be employed for efficient suppression of ambient light. Our group has developed several systems of this kind, which have been employed in medical and environmental monitoring. Original systems\(^15\) were quite bulky, whereas later developments resulted in more portable equipment\(^16\). In the present paper we report on the construction and utilization of a very compact fiber-optic fluorosensor of the size 22 x 13 x 8 cm\(^3\). This achievement became possible basically through two interesting recent developments. Firstly, violet and blue continuos-wave lasers have become commercially available at a power level of 5 mW\(^17\). Secondly, very compact integrated spectrometer units with CCD read out are now available providing unprecedented convenience for spectral assessment.
This paper is organized as follows: In Section II the construction of the fluorosensor is described. Section III gives examples from vegetation and human tumour diagnostics, and in a final discussion section suggestions for further developments are put forward.

II. FLUOROSENSOR SET-UP
The general lay-out of the new instrument is demonstrated in Fig. 1(a) and photographs of the system are presented in Figs 1(b) and 1(c). As a light source for inducing fluorescence we use a violet diode laser with a nominal operating wavelength of 396 nm (Nichia NLHV500). We note, that below 400 nm the eye safety regulations are relaxed by a factor of about 1000 since the cornea no longer transmits the radiation. Thus it is particularly convenient to be able to operate at these sufficiently short excitation wavelengths. The diode laser is driven by a power-supply (Wavelength Electronics LDD200-3M) with a 9 volt battery as input for decoupling from possible net transients, which can be detrimental to diode lasers. The diode laser is placed in a tube together with a collimating lens (Geltech C230TM-A). The output light is cleaned up for broadband spontaneous emission using a narrow-band interference filter (CVI F25-400-4-0.5). The violet radiation is focused by a fiber-port lens assembly (Optics for Research PAF-SMA-6-NUV-Z) into a 600 μm diameter optical fiber. Before entering the fiber the light beam is reflected off an appropriate dichroic beamsplitter (CVI). Fluorescence is induced in an object placed in contact with the distal tip of the fiber, where about 1.2 mW of laser power is available, and Stokes-shifted fluorescence light is conducted back through the fiber. Since the spectrometer is fiber-coupled, the fluorescence light is focused by a fiber port into a short fiber which is connected to the spectrometer. The spectrometer (Ocean Optics S2000) is equipped with a 100 μm slit. Elastically backscattered diode laser light is effectively blocked by a Schott GG420 colored glass cut-off filter placed behind the dichroic. The grating (600 lines/mm) disperses the light and a spectral region of about 330 - 1000 nm is captured on the 2048 element CCD detector. A spectral resolution of about 5 nm is obtained, which is fully adequate for environmental and medical monitoring.

The wavelength scale of the spectrometer is calibrated using a mercury/argon lamp (Ocean Optics HG-1). A spectrum from the calibration lamp is shown in Fig. 2(a) illustrating the resolution of the system. Since the exciting light is transmitted through the same fiber as the one used for the detection, fluorescence from the fiber itself constitutes a background, which can be stored for the case when the fiber is pointing in the free air and later be subtracted from actual recordings. The level of this fiber fluorescence is shown in Fig. 2(b). A spectrum for a solution of Rhodamine 6G (10 mg/60 ml ethylene glycol), observed through a 1 mm thick quartz window is shown in Fig. 2(c). In order to obtain a flat intensity response over the full spectrum a calibration is performed using a 200 W calibrated quartz tungsten/halogen lamp (Oriel 63355) with a know spectral distribution. The
reference spectrum is recorded through the optical fiber. By dividing the true spectral intensity by the recorded intensity a multiplicative correction curve is obtained which when multiplied by a recorded spectrum yields a standardized spectrum for the case of a "white" spectral response. The experimental spectral correction curve is given as Fig. 2(d). All spectra presented in the present paper were handled with the Microsoft Excel software after transfer from the spectrometer. All spectra shown below are standardized corrected spectral.

Since the laser source is not pulsed and the detection is not gated in contrast to the situation in more complex systems\textsuperscript{15,16}, there is clearly a risk that ambient light would add an undesired spectrum on top of the fluorescence spectrum. However, since the fiber is put in contact with the specimen under study, the ambient light is effectively shadowed away by the fiber itself in most cases. Under special circumstances (observing weak fluorescence) a reduction of the ambient light or a shadowing by the measuring site could be required. In indoor work with luminescent lamp illumination the presence of sharp mercury line peaks in a recorded spectrum would alert on problems due to ambient light.

III. MEASUREMENTS
We have used the new compact instrument in test measurements in two fields extensively studied at our department: vegetation monitoring and human malignant tumor diagnostics.

A. Plant fluorescence
Green vegetation exhibits characteristic fluorescence peaks in the near infrared spectral region. Chlorophyll \textit{a} is effectively excited in the blue and red spectral regions yielding a dual-humped spectral distribution with peaks at about 685 and 740 nm\textsuperscript{18}. The first peak is situated at a wavelength where the chlorophyll pigment still absorbs light. This means, that when the chlorophyll contents in a leaf increases the first peak cannot rise at the same rate as the second one. Thus, the intensity ratio \(I(740 \text{ nm})/I(685 \text{ nm})\) is related to the chlorophyll contents, and after calibration this ratio can be used for chlorophyll concentration assessment. Fluorescence recordings from a beech leaf exhibiting fully green as well as yellow and brown sections, due to senescence, are shown in Fig. 3. The recording time was 1 sec. Experimentally we find the intensity ratios 0.59, 0.28, and 0.17 for the green, yellow and brown regions of the leaf front side, respectively. The corresponding values for the back side are 0.54, 0.19, and 0.17, respectively.

B. Tumor fluorescence
Human tissue exhibits a bluish fluorescence when excited with a violet source. Among molecules contributing to the fluorescence, elastin, collagen, NADH and carotene can be mentioned\textsuperscript{10}. Chemical compounds, called sentitzers, are selectively retained in malignant tumours following systemic, oral or topical
administration. Sensitizers, including porphyrins, phtalocyanines and chlorines, exhibit characteristic fluorescence signatures in the near infrared spectrum which can serve for clinical tumour diagnostics\textsuperscript{8,15}. By irradiation of red light the same compounds can also mediate tumor cell necrosis through selective singlet oxygen release (photodynamic therapy\textsuperscript{19}). A particularly interesting sensitizer is protoporphyrin IX, which is synthesized at a higher rate in malignant tumours after administration of \(\delta\)-amino levulinic acid\textsuperscript{20,21}. The synthesis of protoporphyrin IX can be readily seen through its characteristic fluorescence peaks at 635 and 690 nm, which can be used for tumour identification and demarcation\textsuperscript{21}.

Fluorescence diagnostics is routinely used as a diagnostic method in connection with photodynamic tumor therapy at the Lund Laser Centre, and the new equipment was used in connection with the treatment of a 74 year old male patient presenting with actinic keratosis, a premalignant skin disease. The tumors were prepared with a 20 % ALA cream which was left covered by occlusion pads during a 6 hour protophorpyrin IX build-up period. The pads and the cream were then removed. Fluorescence spectra were recorded in scans across the tumors before and after PDT. Recordings are shown in Figs. 4 and 5 with an accumulation time of 400 ms for each spectrum. In Fig. 4 the characteristic build-up of protoporphyrin IX in the tumor is clearly illustrated. The decrease of the blue fluorescence in the tumor is also a well-known phenomenon\textsuperscript{7,8}. Fig. 5 illustrates the strong photobleaching of the protoporphyrin IX induced by the photodynamic treatment, a phenomenon that can be used for dosimetry.

IV. DISCUSSION

A compact fiber-optic fluorosensor was constructed and employed in vegetation and human skin monitoring. The system performance is similar to what is obtained from much larger and more complex fluorosensors. Back-ground light influence is the major draw-back in the present version of the system, favouring measurements in a somewhat shadowed region. However, by pulsing the diode laser with preserved average power the background can be effectively eliminated using repeated short accumulation periods. Presently, an ordinary personal computer was used for the data processing. Clearly, a lap-top computer, all-battery power and efficient soft-ware routines for on-line evaluation of diagnostic information will further enhance the attractiveness of fluorosensors of this kind.
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FIG. 1. (a) Schematic lay-out of the compact fluorosensor. (b) Photograph of the system interior. (c) Photograph of the system inducing skin fluorescence.
FIG. 2. (a) Recording of the emission spectrum of a mercury/argon lamp (integration time 10 ms). (b) Laser-induced intrinsic fiber fluorescence level to be subtracted from recorded spectra (intensity scaled for 10 ms integration time). (c) Fluorescence spectrum from a Rhodamine 6G solution (integration time 10 ms). (d) Spectral correction curve.
FIG. 3. Spectra from different parts of a beech leaf.
FIG. 4. Fluorescence spectra recorded in a scan across an actinic keratosis, sensitized by a cream containing δ-amino levulinic acid. Recordings before photodynamic therapy are shown.
FIG. 5. Fluorescence recordings for actinic keratosis and normal surrounding skin before and after photodynamic therapy.
Coherent transient data rate conversion and data transformation
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Abstract

Temporal compression of optical pulses and pulse trains has been performed using the photon echo process in Tm doped YAG at 793 nm. Single pulse temporal compression by almost a factor of 500 from 10 μs to 22 ns and pulse train compression by almost a factor of 100 from 20 μs to 212 ns is demonstrated using a high-speed-frequency-tunable external cavity diode laser. It is expected that significantly higher compression could be obtained by improved control of the laser frequency and laser frequency chirps. Theoretically, Tm doped YAG would be capable of compressing single pulses by almost a factor 10^7.

At present there is a strong activity to investigate and develop the potential of photon echoes for all optical data storage and all-optical data processing applications. Potentially the photon echo approach can give exceptionally high storage densities [1]. Further, because it is the frequency Fourier transform of the temporal data that is stored in the photon echo technique it offers unique possibilities for all-optical processing of temporal data, see e.g. [2]. Such operations include e.g. all-optical address recognition of temporal sequences, pulse and data compression and stretching and all-optical logical operations.

All-optical operations on temporal signals can also be performed using combinations of gratings and prefabricated masks [3]. With respect to these techniques, time-domain operations using photon echo materials differ in the sense that they can be reprogrammed during the experiment instead of being limited to only one fixed type of operation. With photon echo techniques it is also possible to modify and tailor temporal signals in the microsecond to nanosecond region i.e. sub-MHz or kHz frequency resolution. Gratings and fabricated masks such as those in Ref. 3 are restricted to picosecond or sub-picosecond waveforms. Generally microsecond or nanosecond waveforms can readily be tailored using electronic equipment. However, photon echo materials and photon echo techniques do cover a time range from milliseconds down to femtoseconds and the microsecond to nanosecond domain is then a good range to initially investigate the limitations and possibilities for time-domain operations using photon echoes.

We propose that a potential application for the type of time-domain processing using photon echoes would be to work at the upper rate limit for electronic devices and then to
compress data in time and thereby increase the data rate using a photon echo process. The compressed data could propagate through a high speed transmission link and after this be stretched in time in a second photon echo process such that it again can be read by electronic devices. The energy efficiency in the photon echo process is in most cases (but not all [4]) low. Such a scheme would therefore probably also require amplification of the output from the initial photon echo data compression step [5], before the photon echo data stretching operation takes place.

Spurred by exciting prospects like those discussed above, we have, building on previous work by other groups [6,7,8], pushed to achieve improved performance in photon echo single pulse and multi-bit data compression. In the present paper single pulse compression by a factor of 450 from 10 μs to 22 ns and compression of a sequence of 10 bits by a factor of 92 is presented. It is interesting to note that when the chirp interval is much larger than the band-width of a single unchirped bit, the mathematical description of temporal multi-bit compression is equivalent to the mathematical description of transverse diffraction in space by a multiple slit pattern in the Fraunhofer approximation. Even if this particular effect not has been pointed out explicitly before, the issue of space-time duality in photon echo processes is well known, e.g. [9,10].

An external cavity diode laser equipped with an intra-cavity electro-optic (EO) crystal [11] was used in this experiment. The laser frequency of this external cavity diode laser could be linearly chirped over large intervals by supplying voltage ramps to the EO crystal. This construction is based on the design by Mossberg and co-workers [12]. The voltage ramps were generated by a Stanford Research, model DS345 30MHz synthesized function generator and amplified by a New Focus 3211 high voltage amplifier. The laser was operated in single-mode and tuned to the $^3\text{H}_4 - ^3\text{H}_6$ transition line of the trivalent rare earth ion Tm$^{3+}$ doped in YAG at 793.1 nm. A home built wavelength meter and a Coherent Model 240 Spectrum Analyzer monitored the wavelength and mode, respectively. The laser output power was about 30 mW with a short time line width of about 350 kHz over a time scale of 200 μs. This line width was measured by first irradiating the sample at fixed frequency and then observing the width of the hole burned in the absorption profile by applying a voltage ramp to one of the acousto-optic modulators and scanning the laser frequency across the hole. The pulses in the compression sequence are created by the acousto-optic modulators AOM1 and AOM2 (Isomet Corporation, model 1205C). The 0.1 at. % thulium-doped YAG crystal was 5 mm thick along the direction of light propagation and it was submerged in liquid helium. The laser spot (about 2 mm diameter) is focused onto the crystal by a 10-cm focal-length lens. The echo signal was detected with a Hamamatsu R943-02 photomultiplier tube (PMT). An additional acousto-optic modulator (AOM3) was inserted at the detection side between the crystal and the PMT to reject the excitation pulses transmitted through the crystal.

The recorded data has been compared with analytical and numerical calculations of the photon echo time-compression process. A schematic picture of the input pulse
frequencies and intensities for the single bit and multi-bit compression experiments are shown in Figs 1a-d. The electro-magnetic field of the first pulse (or alternatively pulse sequence) and second pulse is denoted $E_1$ and $E_2$, respectively. The echo output field as a function of time, $E_e(t)$ equals the first input field $E_1(t)$ correlated with the second field $E_2(t)$ convoluted with itself (see e.g. [2]), i.e.

$$E_e(t) \propto \int_{-\infty}^{\infty} E_1^*(\omega) \cdot E_2(\omega) \cdot e^{i\omega t} d\omega,$$

where $E_i(\omega)$ is the frequency Fourier transform of $E_i(t)$. We consider two chirped excitation pulses of length $T_1 = T$ and $T_2 = T/2$ respectively as in Fig. 1a. Assume that both excitation pulses are chirped over the bandwidth $\omega_{ch}$ and that $\omega_{ch} \cdot T >> 1$. Within the time interval $t \in [t_1 - T/2, t_1 + T/2]$ we write the electrical field of pulse $i$ as

$$E_i(t) = e^{-i(\omega_0 + K_i (t-t_1)) t} e^{-iK_i \cdot \mathbf{r}},$$

where $K_i = \omega_{ch} (2T_i)$. The echo will now appear in the direction $\mathbf{k}_e = 2\mathbf{k}_2 - \mathbf{k}_1$ around time $t_e = 2t_2 - t_1$. Graf et al. [8] suggested that, in the regime $\omega_{ch} \cdot T >> 1$, the excitation pulses can be regarded as constant in the frequency interval $[\omega_0 - \omega_{ch}/2, \omega_0 + \omega_{ch}/2]$ and zero otherwise. Eq. (1) can then be simplified as

$$E_e(t) \propto \int_{\omega_0 - \omega_{ch}/2}^{\omega_0 + \omega_{ch}/2} e^{i\omega t} d\omega = e^{i\omega_0 t} \cdot \omega_{ch} \cdot \text{sinc}(\frac{\omega_{ch}}{2} \cdot t),$$

where we now have chosen zero for the time axis such that the echo occurs at time $t_e = 0$. The full width of half-maximum for the intensity of this echo pulse is approximately $T_e = 5.5/\omega_{ch}$. If the duration of the first pulse would be $T_b$, where $T_b \leq T$ and the chirp rate is kept unchanged we can still use the result above if we replace $\omega_{ch}$ with $\omega_{ch}^b$ (where $\omega_{ch}^b = \omega_{ch} (T_b/T)$). Numerical and analytical calculations show that this result holds as long as $\omega_{ch} \cdot T_b >> 1$. The results above can now be used to analyze the compression of a sequence of data bits. We thereby consider the first pulse with time duration $T$, to consist of several bits of duration $T_b$ that have their center points separated by a time $T_s$ (Fig. 1c). If only $\omega_{ch} \cdot T_b >> 1$ the echoes of the separate bits all appear at the same time. To get the resulting echo field it is then sufficient to sum up the echo field from each individual bit. (If $\omega_{ch} \cdot T_b << 1$ and $\omega_{ch} \cdot T >> 1$ the first pulse will work as a brief pulse and the echo will have duration $T$.) Summing the echo output field for several individual bits $j$ in Eq. (2) we obtain

$$E_{tot}(t) = \sum_j E_j(t) \propto \omega_{ch}^b \cdot \text{sinc}(\frac{\omega_{ch}^b}{2} \cdot t) \sum_j e^{i\omega_0 t}.$$
In our case all bits have the same duration and \( \omega_{ch}^b \) is independent of \( j \). \( \omega_0 \) is the center frequency of bit \( j \) and can be expressed as:

\[
\omega_0^j = \omega_0 + \frac{\omega_{ch}}{T_s} \cdot (j - 1),
\]

where \( \omega_0 \) is the central frequency of the first bit (\( \omega_0 = \omega_0^1 \)). Eq. (3) becomes particularly simple if the data stream contains the maximum number of bits, i.e. \( j \) runs from 1 to \( N_b \), where \( N_b \) is the number of bits in the sequence. The resulting intensity then becomes

\[
I(t) \propto \omega_{ch}^b \cdot \sin^2 \left( \frac{\omega_{ch}^b \cdot T_s \cdot t}{2} \right) \cdot \frac{\sin^2 \left( \frac{\omega_{ch}^b \cdot T_s \cdot t}{2T_b} \right)}{\sin^2 \left( \frac{\omega_{ch}^b \cdot T_s \cdot t}{2T_b} \right)}. \tag{4}
\]

Eq. (4) (and in fact essentially the whole treatment starting from Eq. (2)) is analogous to a much more often discussed experimental case, namely the far field intensity pattern due to Fraunhofer diffraction by a multi-slit pattern. Exactly the same equations would result for \( N_b \) slits, each with a width \( \omega_{ch}^b \) and a slit separation \( (\omega_{ch}^b \cdot T_s)/T_b \). Time is then replaced by the wave vector perpendicular to the slits, \( t \to k \sin \theta \), where \( k \) is the wave vector and \( \theta \) is the diffraction angle.

Figure 2a shows a 10 µs long pulse chirped over 230 MHz compressed to 22 ns and the inset shows the echo output on an expanded time scale. The noise in the input pulses arise from PMT shot noise because AOM3 does not open until after the second input pulse. Optimum compression with a 230 MHz chirp would give an echo duration of about 3.8 ns. The current echo signal is a factor of 6 longer. In our experiments the echo duration for large compression factors often had a longer duration than predicted by theory. We believe this occurred because the chirp rates for the first and second pulses deviated slightly from the optimum 1:2 ratio. This may for example be due to noise and non-linearity in the voltage ramps sent to the high voltage amplifier and EOM crystal from the arbitrary function generator. The influence of the 350 kHz laser line width was modeled using a random walk phase diffusion process. This could, however, not explain the increased echo duration at higher chirp rates.

Figure 2b shows a 10-bit sequence transformed in time from 20 µs to 212 ns. The signal-to-noise in this trace is not sufficient to show the side-band structure due to the presence of multiple bits in the input sequence. Although the duration of the compressed signal is two orders of magnitude shorter than the input sequence the fidelity is not sufficient for extracting the input by Fourier transforming the output data. Such a side-band structure, which is where the information about the bit sequence actually is contained, is on the other hand shown in the solid curve in Fig. 2c. This is the echo output from a 3 bit input sequence similar to the 4 bit sequence displayed in Figs 2c and 2d. Each bit has a duration \( T_b = 1 \mu s \) and these bits are separated by \( T_s = 2 \mu s \). The data is thereby compressed a factor of 20 from 7 µs to 350 ns. The chirp, \( \omega_{ch} \), roughly covers
60 MHz during 20 μs. The dashed curve in Fig. 2c is the theoretically calculated photon echo output using Eq. (4) for the input signal in Fig. 2c. As discussed by Graf et al. [8] the shortest duration for a compressed pulse train at a given chirp rate is the same as the duration of a compressed single bit at this given chirp rate.

Although the data in Figs 2a and 2b demonstrate an order of magnitude improvement in single-bit and multi-bit pulse compression compared to previous investigations [6, 7] a still more interesting experimental domain would be to compress ns duration pulses to ps duration to reach into the domain which cannot be handled by conventional electro-optic equipment. The present investigation did not include any detailed investigation of the signal levels but the excitation power has been about 3-5 mW and the overall pulse duration typically has been about 10 μs, i.e. we have used an excitation energy of about 30-50 nJ. The number of echo output photons will be proportional to the product \( \sin^2 \theta_1 \sin^4 \theta_2 \) (see e.g. Ref. 13). Where \( \theta_i \), the pulse area for pulse \( i \), is given by \( \theta_i = 2\mu E_i T/\hbar \), where \( \mu \) is the transition dipole moment. For small pulse areas the number of output photons will essentially be proportional to the quantity \((\text{Electro-magnetic field} \times \text{(pulse duration)} \times \text{(transition dipole moment)})^6\), which also is proportional to \((\text{Pulse energy} \times \text{(pulse duration)} \times \text{(transition oscillator strength)})^3\). For a given input pulse energy the number of output photons will consequently be the same for μs and ns input pulses if the oscillator strength, \( f \), is increased by three orders of magnitude in the latter case. This would correspond to an oscillator strength increase from \(10^{-7}-10^{-6}\) to \(10^{-4}-10^{-3}\), which is by no means unrealistic. For ns excitation on highly allowed transitions, \( f \approx 0.1-1\), the input power could be kept in the few mW region and the number of output photons would still be the same as for our microsecond excitation pulses in Tm doped YAG.

In summary we have demonstrated photon-echo-based single bit temporal compression by a factor of 450 and multi-bit compression by a factor of 20. The single-bit compression represent an order of magnitude and the multi-bit compression a factor of two improvement compared to what has been obtained previously in photon-echo pulse compression. Our current values are limited by the stability of the diode laser and diode laser control system used in these measurements and by the laser power. There is no reason not to believe that significantly better compression could be obtained by using higher power and a more stable system. Such a system is presently developed. We argue that suitable photon echo materials can be used to compress GHz data to THz rate and to decompress THz data to GHz rates which, e.g., could be an approach to time multiplexing in optical communication.
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Figure captions

Fig. 1
Input intensity (a) and frequency (b) as a function of time for single pulse compression. The excitation pulses are centered around times t_1 and t_2. \( \omega_0 \) is the center frequency of the frequency chirp. The echo occurs at the time indicated by the vertical line. Traces (c) and (d) show the same input parameters for multi-bit compression. \( \omega_{ij} \) is the center frequency for input bit j.

Fig. 2
(a) Single pulse compression of a 10 \( \mu \)s input pulse by a factor of 450 to a full width of half maximum of 22 ns. The inset shows the echo output on an expanded time scale.
(b) A 20 \( \mu \)s long 10-bit pulse train is transformed in time to approximately 200 ns duration. For the compressed signals the bit information is contained in the side-band structure. Such a side band structure is shown in trace (c).
(c) Solid line: Compressed echo output for a three bit input sequence (details given in text). Dashed line: Theoretical simulation based on Eq. (4). Experimental and simulated peak intensities are normalized to unity. \( \omega_{ch} \) has been used as fitting parameter.
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