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Abstract

An industrial model of a dynamic system is usually not just a set of differential equations. External inputs acting on the system are common, such as an external force acting on a body or wind pressing on a car. Update of these inputs needs to be handled by the numerical solver in an efficient way.

In dynamical simulation, multistep methods are commonly used. A multistep method uses the solution history in order to predict the future solution. When an input is changed, the history is no longer a good approximation for the future solution which may result in order reductions and simulation failure.

In this paper, a modification of the predictor is presented. Modifying the predictor, instead of restarting the method, results in an increased performance of the method. The cost of the modification must be weighed with the cost of restarting the method. Experiments show that the benefit of modifying the predictor outweighs the cost of a restart.
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1. Introduction

Simulation of weakly coupled dynamical systems, commonly co-simulation, where each subsystem is bundled with an internal solver, is an important industrial method to support model-based design workflows. For complex systems with different parts modeled in different simulation tools this is the only viable option. In this setting, the dynamics of each system is hidden and information between subsystems is exchanged through sampled inputs and outputs at specified global time points. Consider each of the systems, engine, hydraulics and air-conditioning are separate and include an integrator.

Between the global time points, the internal integrators run independently of each other. At a global time point, inputs and output are exchanged between
the models and during the next step, the inputs in a subsystem are either kept constant or extrapolated. Furthermore, the updated inputs are typically not consistent with the previous inputs and thus a discontinuity is introduced, cf. Figure 2. This discontinuity introduces difficulties for the internal integrator.

A common underlying integrator in a subsystem is a multistep method [1]. A multistep method uses the solution from previous steps to predict future solutions. It is usually implemented using a variable time grid, which means that the step size of the method adapts to the problem during the simulation. Additionally this is complemented with adapting the order of the method.

Restarting a multistep method used for solving initial value problem is expensive. A restart resets the current integrator order to one and discards the information from previous steps. In certain situations this is necessary, such as when a discontinuity in the states are detected. Here, we intend to use the knowledge of what has changed in the problem and modify the method so that a restart becomes unnecessary.

Instead of considering a fully coupled system, we consider an initial value
problem (IVP) together with an external input \( u(t) \),
\[
\dot{x}(t) = f(x(t), u(t)), \quad x(T_0) = x_0, \quad t \in [T_0, T_M].
\]
(1)
The input is assumed to be a given piecewise constant signal, on a global grid, defined as,
\[
u(t) = u_i, \quad t \in [T_i, T_{i+1})
\]
with \( i = 0, \ldots, M - 1 \). Alternatively, we consider a piecewise linear input signal, possibly discontinuous,
\[
u(t) = u_i + (t - T_i) \dot{u}_i, \quad t \in [T_i, T_{i+1}].
\]
(3)
The IVP (1), is solved using a variable-step, variable-order multistep method. The assumption is that during a global step, i.e., \( t \in [T_i, T_{i+1}] \), the method requires many local steps to satisfy the tolerance requirements.

Simulation of coupled systems is highly relevant in the context of the Functional Mock-up Interface [2]. Another situation where the above is relevant is the case when the IVP is coupled to an external process which is responsible for providing the inputs. Consider a hardware-in-the-loop simulation [3], here the inputs are not known for the complete simulation horizon at initial time (due to that they do not exist), but rather at known time-points where an update occur.

There are two approaches that first come to mind when simulating the IVP using the discussed inputs. Either the method is restarted at each segment or the method proceeds using values computed from the previous segment. In Figure 3, a typical plot of the step size history and order history is shown for the two cases. As can be seen, neither are efficient. Both approaches experience order and step size reductions at the global input changes.

Figure 3: Step size and order for a simulation of an example model using linear input segments. In the left figure, the method is restarted at every global step while in the right figure, it proceeds from stored values.

In this article, an approach is presented that modifies the predictor in a multistep method at the start of each global step. The modification is shown to significantly improve the simulation performance.
2. Multistep methods

A general multistep method for solving an IVP is defined as,

$$
\sum_{i=0}^{q} \alpha_{n,i} x_{n-i} + h_n \sum_{i=0}^{q} \beta_{n,i} f(x_{n-i}) = 0
$$

(4)

where \(q\) determines the number of steps, i.e. the number of previous solution points used, in the formula. The coefficients \(\alpha\) and \(\beta\) determine the method. They are dependent on the step size history and order.

A multistep method needs during the integration access to the previous solutions points, i.e. the solution history. The representation of the history varies between implementations of a multistep method. Most commonly used history representation is via a Nordsieck array or an array of modified divided differences. For a detailed description cf. [4].

In a Nordsieck history array, the history is represented as,

$$
z_{n-1} = [x_{n-1}, h_n \dot{x}_{n-1}, \ldots, h_n^q x^{(q)}_{n-1}].
$$

(5)

From the solution history \(z_{n-1}\), a prediction to \(z_n\), denoted \(z_n(0)\), and also \(x_n(0)\), is computed. This prediction is used as an initial guess to the nonlinear equation system, resulting from Equation 4.

$$
G(x_n) = 0.
$$

(6)

In order to accept the computed solution \(x_n\), an error test must be passed,

$$
||e_n|| = ||x_n - x_n(0)|| \leq \text{TOL}.
$$

(7)

If the error test succeeds for a given tolerance \(\text{TOL}\) the step is accepted. The above steps are independent of how the solution history is represented.

3. Problem formulation

Here we consider the IVP, Equation 1, with either a piecewise constant input or a piecewise linear input resulting from a co-simulation. At the start of a global segment, \([T_{i+1}, T_{i+2}]\), the solution history of the multistep method is based on,

$$
\dot{x} = f(x, u_i), \quad t \in [T_i, T_{i+1}].
$$

(8)

Once the inputs are updated, at \(T_{i+1}\), the equation,

$$
\dot{x} = f(x, u_{i+1})
$$

(9)

are no longer consistent,

$$
\dot{x}_{i+1}^- := f(x_{i+1}, u_i) \neq f(x_{i+1}, u_{i+1}) =: \dot{x}_{i+1}^+.
$$

(10)

This means that the solution history is no longer valid and that the error test, Equation 7, is likely to fail due to a poor prediction. Additionally, there is also the problem that the predicted step delivers a bad initial guess for the nonlinear system, Equation 6, resulting in convergence failures.
4. Modifying the predictor

As previously mentioned, most of the order reductions and step size reductions seen are due to error test failures caused by a poor prediction.

The predicted next step is computed by extrapolating the polynomial defined with the solution history array. By modifying the history array, a better prediction is achieved resulting in a reduced risk for error test failures and convergence failures.

Considering specifically the Nordsieck representation, Equation 5, the second term in the array is,

\[ z_{i+1,1} = h \dot{x}_{i+1} \tag{11} \]

Here, a correction is computed as,

\[ \Delta \dot{x}_{i+1} = \dot{x}_{i+1} - \dot{x}_{i+1} = z_{i+1,1} = z_{i+1,1} - h \Delta \dot{x}_{i+1} \Rightarrow z_{i+1,1} = \dot{x}_{i+1} \tag{12} \]

A single additional function evaluation is required in order to correct the first derivative. For the second derivative,

\[ \Delta \ddot{x}_{i+1} = \ddot{x}_{i+1} - \ddot{x}_{i+1} = \ddot{x}_{i+1} - \left[ \frac{\partial f(x_{i+1}, u_{i+1})}{\partial x} \dot{x}_{i+1} + \frac{\partial f(x_{i+1}, u_{i+1})}{\partial u} \dot{u}_{i+1} \right] \tag{13} \]

we correct by,

\[ z_{i+1,2} = z_{i+1,2} - \frac{h^2}{2} \Delta \ddot{x}_{i+1} \Rightarrow z_{i+1,2} = \left[ \frac{\partial f(x_{i+1}, u_{i+1})}{\partial x} \dot{x}_{i+1} + \frac{\partial f(x_{i+1}, u_{i+1})}{\partial u} \dot{u}_{i+1} \right]. \] (14)

Correcting the second derivative requires a new Jacobian evaluation. Additionally, if the inputs are linear segments, an evaluation of the partial derivatives with respect to the inputs is necessary.

Higher order corrections are considered to costly and not considered here.

5. Experiments

In the experiments below, the models were modeled in the modeling language Modelica [5] and compiled into Functional Mock-Up Units (FMUs) [6] using the open-source tool JModelica.org [7]. The multistep method used was CVode [8] to which the correction, discussed in Section 4, has been implemented. No changes were made inside CVode. Further, the correction to the predictor does not disable any of the features in CVode for step size reductions or order reductions for cases when the error test still fails or when the nonlinear solver fail to converge.
5.1. Triple spring, triple damper

Consider a linear spring-damper problem with three coupled springs and three coupled dampers which are connected between two fixed points and two masses, cf. Figure 4. The problem is governed by the equations,

\[ m_1 \ddot{x}_1 = -(k_1 + k_2)x_1 - (c_1 + c_2)\dot{x}_1 + k_2x_2 + c_2\dot{x}_2 \]  
(16a)

\[ m_2 \ddot{x}_2 = -(k_3 + k_2)x_2 - (c_3 + c_2)\dot{x}_2 + k_2x_1 + c_2\dot{x}_1. \]  
(16b)

The parameters are listed in Table 1.

Dividing the system into two sub-systems along the dotted line in Figure 4 results in that the dynamics for the right sub-system is governed by,

\[ m_2 \ddot{x}_2 = -(k_3 + k_2)x_2 - (c_3 + c_2)\dot{x}_2 + k_2u_{21} + c_2u_{22} \]  
(17a)

where \( u_{21} \) and \( u_{22} \) are inputs.

In the following experiments, Equation 16 was solved with high accuracy and used as the reference solution. Furthermore, the inputs to the right sub-system were computed from the reference solution. In Figure 5 the inputs are shown when using piecewise linear segments.

The right sub-system, Equation 17, was simulated for two seconds using twenty piecewise linear segments. The tolerances were set to \( 10^{-6} \) for both the relative and absolute tolerance. In Figure 6 and Figure 7 the step size history and order history is shown when using different approaches for handling the crossing of segments. In Table 2 the simulation statistics is shown.
From the statistics we draw the conclusion that a correction in both the first and second derivative is beneficial as it reduced the number of function evaluations and number of steps taken as compared with the restart case. Additionally, the worst choice is to proceed with old values. Considering the figures, we note that CVode, in the corrected case, persistently remain at high order. The global error is on the same magnitude and are nearly equal in all four cases.

5.2. Coupled pendula

Consider two pendula coupled via a spring, cf. Figure 8. For a detailed description, cf. [9]. The pendula are described in polar coordinates as,

\begin{align}
\dot{x}_1^{[i]} &= x_2^{[i]} \\
\dot{x}_2^{[i]} &= (-g + u_3^{[i]}) \sin(x_1^{[i]}) + (u_1^{[i]} + u_2^{[i]}) \cos(x_1^{[i]})
\end{align}
for \( i = 1, 2 \). The inputs to the pendula are external excitation forces acting on the pivot \( u_{1}^{[i]} \) and the inputs \( u_{2}^{[i]} \) and \( u_{3}^{[i]} \) are computed through the spring coupling with the coupled pendula. As in the previous example, we consider only part of the full system, the left pendulum \((i = 1)\), and regard the inputs as known. The known inputs are computed from a simulation of the fully coupled system.

The left pendulum was simulated for two seconds with forty constant segments for the three inputs. The tolerances were set to \(10^{-6}\) for both the relative and absolute tolerance. In Table 3 the simulation statistics is shown and in Figure 9 and Figure 10 the step size histories and order histories are shown. In Figure 11 the predictor polynomial for a time step is shown to illustrate the impact of the correction.

### Table 3: Statistics from simulating Equation 18 with different options for crossing the global segments. The elapsed time is normalized with respect to the restart option.

<table>
<thead>
<tr>
<th></th>
<th>Restart</th>
<th>Proceed</th>
<th>Pred. Corr. in ( \dot{x} )</th>
<th>Pred. Corr. in ( \dot{x}, \ddot{x} )</th>
</tr>
</thead>
<tbody>
<tr>
<td># steps</td>
<td>1377</td>
<td>1962</td>
<td>1275</td>
<td>850</td>
</tr>
<tr>
<td># fevals</td>
<td>1989</td>
<td>2858</td>
<td>1792</td>
<td>1144</td>
</tr>
<tr>
<td># jacs</td>
<td>55</td>
<td>38</td>
<td>24</td>
<td>39</td>
</tr>
<tr>
<td># errfails</td>
<td>69</td>
<td>210</td>
<td>102</td>
<td>42</td>
</tr>
<tr>
<td>time</td>
<td>1.00</td>
<td>1.33</td>
<td>0.88</td>
<td>0.67</td>
</tr>
</tbody>
</table>
Figure 8: Two coupled pendula with a spring. The dashed square is the model considered in Equation 18.

Figure 9: Step size history and order history when simulating Equation 18 using constant input segments. The figure to the left show a simulation when CVode is restarted at each global step while the right show a simulation when CVode proceeds without any modifications.

Again, as in the previous example, we draw the conclusions, that a correction in both the first and second derivative is beneficial as it reduced the number of function evaluations and number of steps taken as compared with the restart case. Additionally, the worst choice is to proceed with old values. Considering the figures, we note that CVode, in the corrected case, persistently remain at high order. The global errors are on the same magnitude and are nearly equal in all four cases.

5.3. Race car

For racing applications, finding the maximal performance of the car is crucial. One method to quickly estimate the impact on performance of a change to the vehicle setup is to solve for the steady state limits under different driving conditions. Identifying a set of critical points along a race track and calculating the maximum achievable speed for each point can give a good indication on how the change will affect the lap time. To investigate the dynamic response, simulations can be carried out with predefined input or by a feedback loop using either a simulator or a virtual driver model. Here, a car is driven by a virtual driver that tries to stay onto an eight shaped course with increasing velocity in
order to investigate the dynamic response of the car, especially when changing the turning direction.

In this example, a race car is modeled in Modelica and exported as an FMU using Dymola [10]. Additionally, a separate Modelica model of the wheels used in the race car is exported from JModelica.org. The interest is in the right front wheel, cf. Figure 13, and the impact of the corrections to the predictor on the simulation. In each wheel, there are 37 inputs. As before, CVode is used, in the wheel, with a relative and absolute tolerance set to $10^{-6}$ and 200 global segments. The reference trajectories was computed using Assimulo [11] with the solver Radau5 [12] together with a relative and absolute tolerance set to $10^{-10}$. The input trajectories for the wheel were computed with a simulation of the full race car.

The wheel is simulated used the different approaches for when crossing a global segments. In Figure 13 the state trajectories are shown together with the error in the states for when using the different approaches. The figure show that the error is on the same magnitude for all approaches, i.e. at the requested
accuracy, and thus the error is not impacted by the correction. In Table 4

![Figure 12: Illustration of the couplings in the race car model from Section 5.3.](image)

Figure 13: In the left figure, the reference state trajectories when simulating the right front wheel in the race car example, Section 5.3. In the right figure, the state errors when using the different approaches for crossing the global segments. The solid line represents a proceeded simulation, the dashed line represents a correction in the first derivative, the dashed dot in the second while the circled represents a restarted simulation.

the simulation statistics are shown. The statistics show a clear decrease in the number of steps taken when using the corrections for the predictor. However, for the second order correction, the cost of computing a new Jacobian has to be weighed against the reduction in the number of steps. For this case, a second order correction is beneficial.

6. Conclusions

In this article, we presented efficient restart of the multistep method CVode in the context of the Functional Mock-up Interface and co-simulation FMUs. Modifications to the predictor is computed when inputs are set instead of restarting the multistep method. The approach show a significant reduction of work necessary for computing the solution trajectories. The method has been implemented in the open-source tool JModelica.org.
Table 4: Statistics from simulating the right front wheel in the race car example, with different options for crossing the global segments. The elapsed time is normalized with respect to the restart option.

<table>
<thead>
<tr>
<th></th>
<th>Restart</th>
<th>Proceed</th>
<th>Pred. Corr. in $\dot{x}$</th>
<th>Pred. Corr. in $\dot{x}, \ddot{x}$</th>
</tr>
</thead>
<tbody>
<tr>
<td># steps</td>
<td>3500</td>
<td>5278</td>
<td>3043</td>
<td>1598</td>
</tr>
<tr>
<td># fevals</td>
<td>6670</td>
<td>8843</td>
<td>5048</td>
<td>2970</td>
</tr>
<tr>
<td># jacs</td>
<td>199</td>
<td>105</td>
<td>59</td>
<td>195</td>
</tr>
<tr>
<td># errfails</td>
<td>323</td>
<td>844</td>
<td>384</td>
<td>70</td>
</tr>
<tr>
<td>time</td>
<td>1.00</td>
<td>1.29</td>
<td>0.77</td>
<td>0.47</td>
</tr>
</tbody>
</table>

If the structure of a given problem is available, further improvements to the correction can be made, for instance if the problem is linear in the states. In the tool JModelica.org, this information can be made available and should be considered for future improvements. Secondly, if the dependency information between state derivatives and inputs are given, then only a partial update of the partial derivatives might be necessary. Finally, further investigations into whether or not an update of the Jacobian is required at a given global segment is needed.
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