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Experimental studies of laser-driven acceleration of charged particles, in particular electrons and protons, are described in this dissertation. Tightly focused femtosecond laser pulses with intensities exceeding $10^{18}$ W/cm$^2$ were used to accelerate charged particles to high energies over distances of a few millimeters. Although the transverse fields of such laser pulses are sufficient to directly accelerate electrons to relativistic energies, the direction of the fields changes rapidly. Thus, direct acceleration using the electromagnetic fields of such laser pulses is not suitable for generating beams of charged particles. Instead, the directed electric fields that are generated in the interaction between the laser pulses and plasmas can be used to accelerate particles to high energies.

The laser wakefield acceleration technique is based on the excitation of a plasma wave by a laser pulse that propagates through an underdense plasma. Electric fields on the order of $100$ MV/mm, directed along the optical axis, are associated with the plasma wave with a wavelength on the order of $10$ µm. A short pulse of electrons, with a length of only a fraction of the plasma wavelength, may be accelerated in the wave to several hundreds of megaelectron-volts. Simultaneously, strong electric fields act as a radially restoring force on the electrons undergoing acceleration, which therefore perform transverse oscillations. This leads to the generation of X-rays with energies on the order of a kiloelectron-volt in a beam directed along the optical axis, with an opening angle on the order of a hundred milliradians.

The physical processes involved in laser wakefield acceleration are highly nonlinear, and the resulting beams of electrons are therefore sensitive to small fluctuations in the properties of the laser pulses, and to density variations in the plasma. Controlling the amount of charge in the electron bunches and the energy of the electrons is crucial to increase the possibility of using laser wakefield accelerators in practical applications. One step towards stable generation of beams of electrons using laser wakefield accelerators is to control the location at which the electrons are trapped in the accelerator and, at the same time, control the number of trapped electrons. This dissertation describes studies on different methods of controlled trapping of electrons in laser wakefields. The methods described include trapping triggered by plasma density modulations, trapping of tightly bound electrons released by photoionization, and trapping triggered by heating of electrons in the beat wave generated by two colliding laser pulses.

The properties of the electron beams generated using different trapping techniques are then compared. The experimental studies showed that both the amount of charge and the electron energy distribution can be controlled using any one of these methods,
and that shot-to-shot fluctuations in charge and peak electron energy below 10% and 5%, respectively, can be achieved.

The target-normal sheath acceleration technique for proton and positive ion acceleration is based on the interaction between a focused femtosecond laser pulse and a micrometer-thick metallic foil. The surface of the foil is irradiated by a laser pulse at an intensity above $10^{19}$ W/cm$^2$. Electrons heated in the interaction between the laser pulse and the plasma formed on the foil surface are driven through the foil and exit from the rear side. The resulting charge separation leads to an electric sheath field of the order of TV/m, which is quasi-static on the time scale of a few picoseconds. Contaminants, typically water molecules and hydrocarbon compounds, on the rear surface of foil, are ionized in the strong field and the positive ions, predominantly protons because of their high charge-to-mass ratio, are accelerated toward the electrons.

Studies on spatial shaping of the proton beams generated in this process are described in the Appendix of this dissertation. The shape of the sheath field on the rear side of the foil was manipulated by modifying the profile of the laser pulse irradiating the foil. The divergence of the beam of protons generated using this technique could be decreased by splitting the laser beam, and irradiating the foil using two spatially separated pulses.
Populärvetenskaplig sammanfattning

Partikelacceleratorer används för att skapa strålar av elektriskt laddade partiklar med hög rörelseenegie och har många tillämpningar inom flera områden av forskning och medicin samt inom industrin. Till de moderna acceleratoranläggningarna som används för att studera beståndsdelarna av materia hör CERNs Large Hadron Collider i Schweiz med en omkrets på hela 27 kilometer. Elektronacceleratorer används vid så kallade synkrotronljusanläggningar, såsom DESY i Hamburg, Tyskland, och MAX IV-laboratoriet i Lund, för generering av intensiv röntgenstrålning. Vid dessa anläggningar används den genererade röntgenstrålningen för en mängd olika tillämpningar inom bland annat materialforskning, medicinsk forskning och kärnfysik. Inom medicinsk forskning och behandling används partikelacceleratorer i ett flertal tillämpningar. Inom medicin används strålar av accelererade elektroner till exempel för att generera röntgenstrålning som kan användas för att avbilda olika kroppsdelar och för att bestråla vissa former av cancer. Strålar av accelererade elektroner, och i sällsynta fall även protoner, kan också användas direkt för strålbehandling av cancertumörer.

I den enklaste formen av partikelaccelerator används en elektrisk spänning för att skapa ett elektriskt fält mellan två metalliska poler. Laddade partiklar som placeras i detta fält kommer då röra sig mot en av polerna och samtidigt öka sin rörelseenegie. Acceleratortekniken har under åren utvecklats och de acceleratorer som byggs idag är betydligt mer avancerade men bygger fortfarande på elektriska fält begränsade av metalliska strukturer. Detta leder till en fundamental begränsning i styrkan på det accelererande elektriska fältet. När fältet blir för starkt splittras nämligen atomerna på de metalliska ytorna som då delas upp i positivt laddade joner och negativt laddade elektroner. Dessa laddade partiklar accelereras av de elektriska fälten och skapar gnistor som både minskar styrkan på det elektriska fälten men också skadar utrustningen. Den vanligaste metoden, som används vid samtliga moderna acceleratoranläggningare, för att minska detta problem går ut på att applicera de elektriska fälten med hög frekvens, så kallad radiofrekvens, vilket gör att atomerna är mindre benägna att splittras. Trots detta är den maximala elektriska fältstyrkan begränsad till storleksordningen 100 miljoner volt per meter. Detta kan verka mycket i jämförelse med de elektriska fält man påträffar i vardagen, men för att nå de energier som krävs i dagens moderna acceleratoranläggningar måste partiklarna ändå accelereras över flera hundra meter.

I denna avhandling presenteras experimentella studier av acceleration av laddade
partiklar med hjälp av elektriska fält som skapas i plasmor istället för i metalliska strukturer. Ett plasma kan beskrivas som en blandning av positivt laddade joner och fria negativt laddade elektroner. Beståndsdelarna i ett plasma kan inte vidare splittras av de elektriska fält, och betydligt högre accelererande fält kan därmed bibehållas i ett plasma. De accelererande fält som används i de experiment som presenteras i denna avhandling är ca 1000 gånger starkare än de fält som kan hanteras vid konventionella acceleratoranläggningar. Fältet skapas i dessa experiment med hjälp av laserpulser som är endast några tiotals femtosekunder långa (en femtosekund motsvarar \(10^{-15}\) sekunder) och fokuserade till en diameter av några fåtal mikrometer. De elektroner i plasmat som kommer i närheten av laserpulsenens framfart trycks då undan medan de tyngre positiva jonerna förblir nästan oberörda. Detta skapar en separation av positiv och negativ elektrisk laddning vilket motsvaras av starka elektriska fält.


Merparten av experimenten som beskrivs i denna avhandling handlar om att på ett kontrollerat sätt placera ett litet antal elektroner inne i bubblan bakom laserpulsen. Då dessa elektroner placeras i den bakre delen av bubblan kommer de att utsättas för en kraft riktad mot centrum av bubblan på grund av den positiva laddningen. Dessa elektroner kommer snabbt upp i hastigheterna nära ljusets, men eftersom bubblan hela tiden rör sig framåt med en nästan lika hög hastighet kan denna kraft verka på elektroner över flera millimeter trots att bubblan endast är ca 10 mikrometer lång. På så vis kan en stor mängd energi överföras från laserpulsen, via plasmat, till rörelseenergi hos elektroner.


I andra experiment fångas elektroner genom att en liten mängd gas av ett atomslag med högre atomnummer blandas in i den annars rena vägsgasen. Elektroner i de inre skalen är då fortfarande bundna till atomkärnan då partikeln nås av laserpulsenens topp. Styrkan på laserpulsenens topp är dock så hög att även elektroner från de inre skalen kan frigöras. Eftersom framkanten av laserpulsen redan trängt undan en stor mängd elektroner och på så vis skapat ett utrymme tomt från elektroner vid laserpulsenens topp, kommer de elektroner som frisläpps där lättare att kunna fångas i bubblan.

Även protoner och andra positivt laddade joner kan accelereras till höga energier med hjälp av laserpulser och plasmor. En stor skillnad ligger dock i massan för protonen som är ca 2000 gånger högre än massan för elektronen. Detta medför en betydligt större tröghet vid acceleration av protoner och de fält som används för att accelerera
protoner måste därför vara över längre tid. En metod för att accelerera protoner med hjälp av plasmor går ut på att belysa framsidan av en metallfolie med en tjocklek av endast några få mikrometer med en kort och intensiv laserpuls. Plasmat som bildas på framsidan av folien är för tätt för att laserpulsen ska kunna gå igenom, men elektronerna i plasmat hettas upp av de elektromagnetiska fälten från laserpulsen och en ström av elektroner riktad mot baksidan av folien skapas. Elektronerna når baksidan med en hög hastighet och försvinner ut från folien som då blir positivt elektriskt laddad och ett starkt elektriskt fält bildas riktat mot elektronerna. Detta fält är tillräckligt starkt för att jonisera partiklar, av bland annat vattenmolekyler och kolväten, som finns på foliens baksida. De positiva jonerna och då framför allt vätejonerna från vattnet, d.v.s. protoner, accelereras sedan i de starka elektriska fälten och färdas ifrån folien med hög rörelseenergi i fältens riktning.

I de experiment som beskrivs i appendix till denna avhandling studeras hur fälten på foliens baksida kan formas genom att styra storleken av laserpulsen som belyser framsidan. Genom att belysa en större yta så minskar styrkan av fälten på baksidan men medför också att en de accelererade partiklarna sprids över en mindre vinkel. I experimenten skapas även två åtskilda laserpulser som används för att belysa folien. Då de två pulserna träffar folien samtidigt, men vertikalt separerade med några få mikrometer, formas fälten på foliens baksida så att partikelstrålen får en mindre utbredning vertikalt än horisontellt.
This dissertation is based on Papers I-X. Papers XI-XII belong to the work described in the Appendix. The papers are appended at the end of the dissertation.
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## Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>Electromagnetic vector potential</td>
</tr>
<tr>
<td>( a = \frac{eA}{m_e c} )</td>
<td>Normalized electromagnetic vector potential</td>
</tr>
<tr>
<td>( B )</td>
<td>Magnetic flux density</td>
</tr>
<tr>
<td>( c = 299792458 \text{ m/s} )</td>
<td>Speed of light in vacuum</td>
</tr>
<tr>
<td>( e \approx 1.602 \times 10^{-19} \text{ C} )</td>
<td>Elementary charge</td>
</tr>
<tr>
<td>( 1 \text{ eV} = 1.602 \times 10^{-19} \text{ J} )</td>
<td>Electronvolt – unit of energy</td>
</tr>
<tr>
<td>( E )</td>
<td>Energy</td>
</tr>
<tr>
<td>( E )</td>
<td>Electric field</td>
</tr>
<tr>
<td>( F )</td>
<td>Force</td>
</tr>
<tr>
<td>( f )</td>
<td>Frequency</td>
</tr>
<tr>
<td>( h \approx 6.625 \times 10^{-34} \text{ Js} )</td>
<td>Planck’s constant</td>
</tr>
<tr>
<td>( I )</td>
<td>Intensity or irradiance</td>
</tr>
<tr>
<td>( i )</td>
<td>Imaginary unit</td>
</tr>
<tr>
<td>( j )</td>
<td>Current density</td>
</tr>
<tr>
<td>( k )</td>
<td>Wave vector</td>
</tr>
<tr>
<td>( k_B = 1.381 \times 10^{-23} \text{ J/K} )</td>
<td>The Boltzmann constant</td>
</tr>
<tr>
<td>( m_e \approx 9.109 \times 10^{-31} \text{ kg} )</td>
<td>Electron rest mass</td>
</tr>
<tr>
<td>( n_e )</td>
<td>Electron number density</td>
</tr>
<tr>
<td>( P )</td>
<td>Power</td>
</tr>
<tr>
<td>( p )</td>
<td>Momentum</td>
</tr>
<tr>
<td>( p )</td>
<td>Pressure</td>
</tr>
<tr>
<td>( q )</td>
<td>Charge</td>
</tr>
<tr>
<td>( r )</td>
<td>Position</td>
</tr>
</tbody>
</table>
Symbols

\begin{align*}
   s & \quad \text{Optical path length} \\
   T & \quad \text{Temperature} \\
   t & \quad \text{Time} \\
   \mathbf{v} & \quad \text{Velocity} \\
   v_g & \quad \text{Group velocity} \\
   v_p & \quad \text{Phase velocity} \\
   \gamma & \quad \text{Lorentz factor} \\
   \varepsilon_0 & = 8.854 \times 10^{-12} \, \text{F/m} \quad \text{Vacuum permittivity} \\
   \eta & \quad \text{Refractive index} \\
   \lambda & \quad \text{Wavelength} \\
   \lambda_{De} & \quad \text{Electron Debye length} \\
   \lambda_p & \quad \text{Plasma wavelength} \\
   \mu_0 & = 4\pi \times 10^{-7} \, \text{N/A}^2 \quad \text{Vacuum permeability} \\
   \rho & \quad \text{Charge density} \\
   \tau & \quad \text{Pulse duration} \\
   \Phi & \quad \text{Electrostatic potential} \\
   \phi = \frac{e}{m_e c^2} \Phi & \quad \text{Normalized electrostatic potential} \\
   \varphi & \quad \text{Phase} \\
   \omega = 2\pi f & \quad \text{Angular frequency}
\end{align*}
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The work presented in this dissertation involves the interaction between femtosecond laser pulses and matter at peak intensities above $10^{18}$ W/cm$^2$. The laser pulses are so intense that the electromagnetic fields even far away from the peak are sufficiently strong to ionize the atoms in the target material. Thus, the main part of a pulse interacts with the electrons and ions of the plasma that is formed. The physics of laser-plasma interactions is a broad area of research, and includes several branches, such as harmonic generation, X-ray generation, and inertial confinement fusion. The focus in this dissertation, however, is on the physics involved in the acceleration of particles to high energies in the interaction between laser pulses and plasmas. In the oscillating fields of a laser pulse with intensities of $10^{18}$ W/cm$^2$ and above, free electrons oscillate at speeds approaching the speed of light in vacuum, $c$, and with corresponding kinetic energies on the order of the energy associated with the electron rest mass, $E = m_e c^2$. Thus, the motion of these electrons is affected by relativistic effects, and the intensity of such laser pulses is often referred to as relativistic. Although the instantaneous kinetic energy of the electrons in the fields of a laser pulse may be high, the direction of the fields changes rapidly. The energy gained by an electron in the electromagnetic fields of a linearly polarized laser pulse, averaged over one oscillation, is zero.

In order to achieve a net energy gain, the fields of a laser pulse must be rectified or transformed into directed, quasi-static fields in the reference frame of the accelerating particles. The collective behavior of a plasma can be utilized to do just that. For electron acceleration, the fields following a short, focused high-power laser pulse propagating in a plasma are used in a scheme called laser wakefield acceleration (LWFA). Although they are oscillating, these fields form a fast-moving wave in which electrons with sufficiently high initial energy can be trapped and further accelerated.

Due to their large mass, protons and heavier ions remain essentially stationary in the direct interaction with the electromagnetic fields of the laser pulses used in the work presented here. To accelerate such particles, fields that are quasi-static on much longer time scales are needed. In a mechanism called target-normal sheath acceleration (TNSA), energy is first transferred from a laser pulse to the electrons in a plasma formed on the surface of a micrometer-thick solid foil. The heated electrons propagate through the foil and exit through the rear, where they set up large-magnitude quasi-static sheath fields. Protons and other positive ions at the rear surface of the foil are
rapidly accelerated in these quasi-static fields.

Particle accelerators have been important historically, and in many cases necessary tools in several areas of research, industry and medicine. In high-energy particle physics, large-scale accelerator facilities provide beams of particles for studies on the fundamental laws of physics at energies far beyond the particle energies achieved using the accelerators described in this dissertation. Beams of particles at more moderate energies are used to probe physical and chemical processes, as well as material properties. In medicine, accelerators are used to provide particle beams that are used, e.g., for radiation therapy and for radioisotope production, as well as for the production of X-rays used for medical imaging.

Beams of high-energy electrons are also used to generate high-brightness X-ray radiation in third-generation synchrotron light sources, such as the newly built MAX IV laboratory in Lund. In such synchrotron light sources, highly relativistic electrons are forced to wiggle transversely by arrays of magnetic fields with alternating direction. As they wiggle, the electrons emit electromagnetic radiation with wavelengths in the X-ray region, and the properties of the generated radiation can be tuned by the properties of the magnetic field array. Beams of relativistic electrons propagating through arrays of alternating magnetic fields are also a fundamental part of free-electron lasers. In this case, modulation in the longitudinal electron density distribution leads to coherent generation of radiation.

Conventional accelerators have proven successful in providing high reproducibility and control of the resulting beams. In these accelerators, charged particles are accelerated in either static or alternating electric fields inside metallic structures. However, the magnitude of the applied electric field is limited by electrical breakdown at the surfaces of the metallic walls. Increasing the magnitude of the electric field above a certain threshold results in sparks due to electrical breakdown which not only destroys the accelerating field, but can also damage the equipment. In modern accelerators, the fields are applied at radio frequencies, which helps increase the breakdown voltage, although it is still limited to about 100 MV/m. The plasma accelerators described in this dissertation do not suffer from such a limitation, and accelerating fields at least three orders of magnitude higher can be sustained in a plasma. This implies that the distance needed for acceleration is decreased by the same factor. An electron energy on the order of 100 MeV, achieved by acceleration over 1 mm is typical for the experiments described in this dissertation.

The typical size of the accelerating structure of the plasma accelerators described in this dissertation is also several orders of magnitude smaller than the structures used in conventional accelerators. Furthermore, the physics involved in plasma accelerators is typically of nonlinear nature. These two features have meant that the plasma accelerators developed so far suffer from a lack of reproducibility and control compared to the conventional accelerators. One significant source of fluctuations in the first generation of laser wakefield accelerators is a lack of control of the starting point of acceleration. In the first experiments with this type of accelerator, electrons were injected and trapped in the plasma waves by, so-called, self-trapping. This mechanism is extremely difficult to control, and even minor variations in the laser pulse or plasma may lead to large variations in the position at which trapping occurs. This dissertation describes work carried out on alternative mechanisms to trap electrons in the plasma waves, allowing the starting point of acceleration of these electrons to be controlled.

In the following chapter (Chapter 2), the physics of laser wakefield acceleration
of electrons in plasmas is described together with the mechanism of simultaneous generation of X-ray radiation. The methods of investigations used in this dissertation work is presented in Chapter 3. Studies of various methods of controlled trapping of electrons for acceleration in the wakefields is then described in Chapter 4 and summarized in Chapter 5. Finally, the physics of target-normal sheath acceleration of protons and the corresponding studies performed within the scope of this dissertation are presented in the Appendix.

The fundamental concepts of high-power lasers and models of short, intense laser pulses are presented in the next section of this chapter. In later sections, the general properties of plasmas and the models used to describe them are introduced, and fundamental laser-plasma interaction is described.

1.1 High-power lasers

The invention of lasers in 1960 provided researchers with a tool that has been used widely in experimental physics. In a laser, light originating from spontaneous emission is amplified by stimulated emission in a gain medium inside an optical resonator. The energy is provided by pumping the gain medium to reach population inversion using, for example, excitation by electrical discharges, or optical excitation by flash lamps or other lasers. The resulting laser light is coherent, has well-defined wavelengths, and is bright. Over the years, research on and the development of lasers has constantly improved the characteristics of the light produced and provided increased control over the emitted radiation. Lasers are available for various applications, ranging from continuous-wave lasers with narrow, stabilized spectral bands, to ultrashort (< 6 fs) pulses and peak powers on the order of petawatts (1 PW = 10^{15} W).

At the front end of a high-power pulsed laser system there is typically a laser oscillator in which seed pulses are generated. These seed pulses are further amplified in one or several optical amplification stages. A physical limitation of each amplification stage is determined by laser-induced damage to the gain medium or to other optical components in the stage. By successively expanding the pulses transversely between the amplification stages, such that the intensity is decreased, the pulses can be further amplified and the maximum achievable power can be increased. Although the beams can theoretically be expanded to any arbitrary size, the transverse size of the beams is limited in practice due to difficulties in producing large optical components with sufficient quality at a reasonable cost.

The invention of the chirped pulse amplification (CPA) technique [1] reported in 1985 constituted a major leap towards higher pulse power. This technique relies on controlled temporal stretching of short, bandwidth-limited laser pulses from a mode-locked laser oscillator. This allows the pulses to be expanded, not only transversely, but also in the direction of propagation, which further reduces their intensity. The laser pulses can thus be amplified to high energies with small-diameter laser components, before the temporal stretching is finally reversed and the laser pulses are re-compressed to reach very high peak powers.

The CPA technique can be used to produce laser pulses with peak powers up to a few hundred TW (1 TW = 10^{12} W) using so-called table-top laser systems in research laboratories. The technique is also used in large scale laser facilities to produce pulses with peak powers in excess of 1 PW. By focusing such pulses to transverse sizes on
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the order of 10 µm, peak intensities ranging from $10^{18}$ to above $10^{22}$ W/cm² [2] can be achieved. These laser pulses allow researchers to study matter under the influence of extreme electromagnetic fields. The intensities generated by focused high-power femtosecond laser pulses can be compared with the intensity at the surface of the Sun, which is on the order of $10^4$ W/cm².

Most of the experiments described in this dissertation, were performed using the multi-terawatt laser system at the high-power laser facility at the Lund Laser Centre. This laser system is based on CPA, using titanium-doped sapphire (TiAl₂O₃ or Ti:sapphire) as the gain medium in 4 amplification stages after the oscillator. The amplification bandwidth of Ti:sapphire is extraordinarily large, ranging from 650 nm to 1100 nm, peaking around 800 nm [3]. Because of its high damage threshold, together with its large amplification bandwidth, Ti:sapphire has become the standard gain medium in table-top, high-power CPA laser systems. This laser system was used in the experiments to produce pulses with energies up to 1.6 J before re-compression of the pulses. The pulses after final amplification can be re-compressed to a duration below 40 fs (FWHM). With an efficiency of approximately 50 % for beam compression and transport to the target, this yielded peak powers of up to 20 TW at the target. Depending on the choice of focusing optics, peak intensities ranging from $10^{18}$ W/cm² to approximately $5 \times 10^{19}$ W/cm² were achieved. The characteristics and operation of this laser system are described in more detail in Chapter 3. A general description of laser beams and pulses is given below.

The propagation of light is governed by Maxwell’s equations,

\begin{align}
\nabla \cdot \mathbf{E} &= \frac{1}{\varepsilon_0} \rho \\
\nabla \cdot \mathbf{B} &= 0 \\
\nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \times \mathbf{B} &= \mu_0 \left( \mathbf{j} + \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} \right).
\end{align}

(1.1)

It can be shown that this system of equations supports solutions in the form of electromagnetic waves. In a linear, non-magnetic material, the most typical example is the linearly polarized monochromatic plane wave with angular frequency $\omega$ and wavevector $\mathbf{k}$, [4]

\begin{align}
\mathbf{E} &= E_0 \exp \left( i \omega t - \mathbf{k} \cdot \mathbf{r} \right) \hat{e}_{\perp,1} \\
\mathbf{B} &= B_0 \exp \left( i \omega t - \mathbf{k} \cdot \mathbf{r} \right) \hat{e}_{\perp,2}.
\end{align}

The unit vectors $\hat{e}_{\perp,1}$ and $\hat{e}_{\perp,2}$ are perpendicular to each other and both are also perpendicular to $\mathbf{k}$ in order to comply with Eqs 1.1. The magnitude of the wave vector is related to the wavelength and frequency through $|k| = 2\pi/\lambda = \omega \eta/c$, where $\eta$ is the refractive index of the medium. The intensity of such waves can be expressed as

$$I = \frac{c\varepsilon_0}{2} |E|^2.$$

In the interaction with matter, the laser pulses are often more conveniently described in terms of a vector potential, $\mathbf{A}$. The electric and magnetic fields are related to this vector potential through

\begin{align}
\mathbf{E} &= -\frac{\partial \mathbf{A}}{\partial t} \\
\mathbf{B} &= \nabla \times \mathbf{A}.
\end{align}
The mathematical descriptions of laser-plasma interaction are simplified by normalizing the vector potential according to

$$a = \frac{eA}{m_e c}.$$  

The absolute value of the normalized vector potential can be related to the intensity of a linearly polarized wave through

$$a = \sqrt{\frac{e^2}{2\pi^2 \epsilon_0 m_e^2 c^5}} \lambda^2 I \approx 0.85 \frac{\lambda}{1 \mu m} \sqrt{\frac{I}{10^{18} \text{W/cm}^2}}.$$  

(1.2)

It can be shown that the normalized vector potential (approximately) describes the transverse normalized momentum of an electron in a laser field, i.e., $p_\perp = m_e c a$. Thus, the transverse motion of the electron becomes relativistic as the amplitude of $a$ approaches 1.

### 1.1.1 Femtosecond pulses

For optical pulses of femtosecond duration, the electromagnetic fields cannot be described as monochromatic waves, i.e., waves with a single frequency and wavelength. Instead, such pulses are formed by the superposition of several waves with a broad range of angular frequencies, centered around an angular carrier frequency, $\omega_0$, corresponding to the central wavelength of the optical pulse. The frequency content is revealed by a Fourier transform. For example, a pulse with a complex Gaussian envelope in the temporal domain at a fixed location in space,

$$E(t) = E_0 \cdot \exp \left( - \frac{(1 - i\kappa) t^2}{2\tau^2} \right) \cdot \exp (i\omega_0 t),$$

with a pulse duration of $\tau_{\text{FWHM}} = 2\sqrt{\log 2} \tau$. FWHM of the intensity, corresponds to a Gaussian shape also in the spectral domain [4] given by

$$\tilde{E}(f) = E_0 \frac{\tau}{2\sqrt{\pi}} \exp \left( - \frac{\pi^2 \tau^2 (f - f_0)^2}{1 - i\kappa} \right).$$

The variable $\kappa$ is called the chirp parameter, and results in a time-varying instantaneous frequency. It can be shown that the spectral bandwidth (FWHM), $\Delta f$, is related to the pulse duration and chirp parameter through the expression

$$\Delta f = \frac{0.44}{\tau_{\text{FWHM}}} \sqrt{1 + \kappa^2}.$$  

(1.3)

In order to generate optical pulses with a duration of a few femtoseconds, the gain medium must support amplification of all frequencies in the optical pulse spectrum.

### 1.1.2 Laser beams

The light inside and emerging from lasers also has a finite size and divergence (convergence), and cannot be described as plane waves. It is customary to describe ideal
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Figure 1.1: (a) The width, \( w(x) \) (above) and on-axis intensity, \( I(x) \) (below) of a focused Gaussian beam. The intensity peaks sharply at the waist and the asymptotic divergence is \( \theta \). (b) The transverse intensity distribution at the waist according to the Gaussian model (above) and for the actual pulse of the Lund multi-terawatt laser (below).

Laser light as a Gaussian beam, i.e., a solution to the slowly varying envelope approximation of the Helmholtz equation, which applies to monochromatic electromagnetic waves. In terms of the radial and longitudinal coordinates \((r, x)\), the electric field of a Gaussian beam, polarized in the \( y \)-direction, with its waist in the plane \( x = 0 \), can be expressed as \[4\]

\[
\begin{align*}
E(r, x) &= E_0 \frac{u_0}{w(x)} \exp \left( -\frac{r^2}{w(x)^2} \right) \exp \left( -i \left( kx + k \frac{r^2}{2R(x)} - \psi(x) \right) \right) (e_y + \frac{y}{x + i x_0} e_x) \\
&(\text{a)} \\
w(x) &= u_0 \sqrt{1 + \left( \frac{x}{x_r} \right)^2} \\
x_r &= \frac{\pi u_0^2}{\lambda} \\
R(x) &= x \left( 1 + \left( \frac{x}{x_r} \right)^2 \right) \\
\psi &= \arctan \left( \frac{x}{x_r} \right). \\
\end{align*}
\]

(1.4)

In accordance with Maxwell’s equations, a similar expression applies to the magnetic component of the wave. In the expressions above (Eqs 1.4) \( w(x) \) denotes the radius of the beam at \( 1/\exp(2) \) of the on-axis intensity, and depends on the distance, \( x \), from the focal plane. The radius at the waist is denoted \( w_0 \) and, together with the wavelength \( \lambda \), determines the Rayleigh length \( x_r \), which is a measure of the beam expansion close to the waist.

The width of a Gaussian beam is shown, as a function of longitudinal position, \( x \), together with the on-axis intensity in Figure 1.1(a). The dashed lines indicate the asymptotic divergence of a Gaussian beam far away from the focal plane, which is approximately \( \theta = \frac{4\lambda}{2\pi w_0} \). The intensity peaks sharply at the waist, where the radius is smallest, and is above half the maximum value in a region of length \( x_r \), on either side of the peak. The transverse intensity distribution of a Gaussian beam at the waist is illustrated in Figure 1.1(b), together with an acquired image of the focused pulse from the Lund multi-terawatt laser.

In practice, the actual laser beams deviate somewhat from the Gaussian model.
The laser amplifiers are often intentionally designed to provide a transverse beam profile closer to a top-hat profile, to increase the efficiency of each amplification stage. However, after focusing, the central part of the beam can often be approximated by a Gaussian in the close vicinity of the waist, and the model is therefore still useful for describing and understanding the results of experiments. More refined models of the transverse beam distribution and propagation of the beams are based on decomposition into transverse modes, as in the Fourier optics model, for example.

1.1.3 Ionization of atoms

With the development of lasers and the increasing power available for experiments, a series of new regimes of photoionization of atoms has been realized. The original picture of photoionization, occurring when the energy of a single photon, $E_{ph} = hf$, exceeds the binding energy of an electron, must be modified at higher interaction intensities in order to understand multi-photon ionization. According to a perturbational approach to quantum-mechanical calculations, several photons, with a total energy exceeding the binding energy, may also be absorbed to release an electron. At low intensity, the rate of ionization due to the absorption of multiple photons is low, but increases as $I^n$, where $n$ is the number of absorbed photons. The first experimental observations of multi-photon ionization were made using laser intensities on the order of $10^{11}$ W/cm$^2$, and showed good agreement with the perturbational model [5, 6]. It was further found experimentally [7] that at even higher intensities ($\sim 10^{13}$ W/cm$^2$), more photons could be absorbed during the ionization process than were necessary to release an electron from the remaining ion. In this, so-called, above-threshold ionization process the distribution of the energy of the released electrons contains peaks separated by an energy corresponding to one photon, and the experimental findings at these intensities suggest that this process cannot be described by a perturbational model [8].

At the intensities achievable with focused femtosecond terawatt laser pulses, the electric field is so strong that it significantly modifies the atomic binding potential of the electrons. A potential barrier is formed (see Figure 1.2(a)), through which the electron wave packet can tunnel with increased probability as the barrier becomes narrower and weaker. At even higher intensities, the barrier is suppressed below the binding energy of the electron, and the originally bound electron is free to escape from the atom, as shown in Figure 1.2(b). The intensity at which this occurs, and a new species of ion is formed, is called the appearance intensity, $I_{app}$, and can be approximated by considering a bound electron in a Coulomb potential modified by the electric field of the laser pulse. The potential along the polarization axis, $y$, can be expressed as,

$$V(y) = -\frac{1}{4\pi\epsilon_0} \frac{Ze^2}{|y|} - eEy.$$  \hspace{1cm} (1.5)

Here, the electric field, $E$, of the laser pulse is treated quasi-statically since the electromagnetic oscillations at optical frequencies are slow on an atomic scale. The position of the peak of the barrier, $y_b$, is found at the stationary point of this function, and can be expressed as

$$y_b = \sqrt{\frac{Ze}{4\pi\epsilon_0 E}}.$$
Inserting this expression into Eq. 1.5 gives the expression for the potential energy at the peak of the barrier as

\[ V_b = -\sqrt{\frac{Ze^3E}{4\pi\varepsilon_0}}. \]

The electric field and the corresponding intensity required to suppress the barrier below the energy level of the bound electron, \(-E_{\text{ion}}\), are then given by

\[ E = \frac{E_{\text{ion}}^2\pi\varepsilon_0}{Ze^3} \Rightarrow I_{\text{app}} = \frac{c\varepsilon_0^3\pi^2E_{\text{ion}}^4}{2Ze^6}. \] (1.6)

The appearance intensities have been calculated for some selected species of ions relevant for the work on laser wakefield acceleration presented in this dissertation and are given in Table 1.1. Although the calculations were performed using a crude estimate of the shape of the atomic binding potential, the calculated appearance intensities agrees well with the results of experiments and simulations using more advanced models. In the experiments on laser wakefield acceleration presented in the following chapters, the focused laser pulses from the Lund multi-terawatt laser reached intensities on the order of \(10^{18} \text{ W/cm}^2\). In fields of this strength, nitrogen will be ionized up to the \(\text{N}^{5+}\) state, and thus release all but the two most tightly bound electrons. In order to reach higher ionization states, additional focusing of the laser pulse is needed.

1.2 Plasmas

At the laser pulse intensities described in this dissertation, neutral matter is ionized long before and far away from the peak of the pulse. Thus, the peak of the pulse does not interact with neutral atoms or molecules, but with matter in a state that can be described as a mixture of unbound electrons and ions, which constitutes a plasma.
The fundamental features of plasmas are described in this section and various models that can be used to describe plasmas are introduced. The sections below summarize the fundamentals of plasma physics that can be found in textbooks (e.g. [9]), in which more detailed descriptions are given.

1.2.1 Definition

For an ionized gas to be called a plasma, further criteria must be satisfied. It is generally said that a plasma is quasi-neutral, and exhibits collective behavior. It can be shown that a plasma shields out local charge accumulations, through so-called Debye shielding, by rapid rearrangement of the plasma electrons. The typical length scale for this shielding is the electron Debye length, \( \lambda_{De} \), which can be expressed as,

\[
\lambda_{De} = \sqrt{\frac{\epsilon_0 k_B T_e}{e^2 n_e}}.
\]

Thus, the electron Debye length increases with increasing temperature of the electrons, \( T_e \), due to their thermal motion, which tends to lead to them spreading out. The electron Debye length decreases with increasing electron number density, \( n_e \), due to the fact that more electrons are then available for shielding. The condition that a plasma should be quasi-neutral can then be related to the electron Debye length and quasi-neutrality is assumed for plasmas with length scales \( l \gg \lambda_{De} \).

Furthermore, Debye shielding requires that a large number of electrons collectively shield a local charge accumulation, which is another condition for an ionized medium to be treated as a plasma. The number of electrons within a sphere of radius \( \lambda_{De} \) is called the plasma parameter, and can be written as

\[
N_{De} = \left( \frac{4}{3} \pi \lambda_{De}^3 \right) n_e.
\]

For Debye shielding to be effective, this parameter must be large, i.e., \( N_{De} \gg 1 \).

The criterion that a plasma should exhibit collective effects is related to the typical time scale of collective effects in a plasma. As will be shown in the following chapters, collective effects of particular interest are the plasma oscillations with angular frequency,

\[
\omega_{pe} = \sqrt{e^2 n_e / \epsilon_0 m_e}.
\]
This frequency should be compared to the typical time scale for the interactions between particles, i.e., collisions, which tend to destroy the collective behavior of plasma. It can be shown that the condition \( \omega_{pe}/\omega_{\text{coll}} \gg 1 \) is fulfilled when \( N_{De} \gg 1 \).

For example, the laser-produced plasmas used for wakefield acceleration of electrons in the experiments presented in this dissertation have a typical electron number density of \( n_e = 1 \times 10^{19} \text{ cm}^{-3} \). At this density, the plasma frequency is approximately \( 1.8 \times 10^{14} \text{ s}^{-1} \). The plasma parameter is 100 at a temperature of \( k_B T_e = 30 \text{ eV} \), a temperature which is by far exceeded in the laser-produced plasmas considered in this dissertation. At this temperature, the Debye length is only approximately 13 nm.

### 1.2.2 Plasma models

The most complete way to model a plasma is, quite obviously, to treat each particle separately, according to the equations of motion, and calculate the contributions to the electric and magnetic fields from each of these particles. This is, of course, an impossible task in practice. The second most complete way of modeling a plasma is to use the so-called kinetic description based on a statistical approach. In this model, the plasma is fully described by a single distribution function for each particle species in phase space and time, \( f_s(r, v, t) \), such that \( f_s(r, v, t) \, dr \, dv \) represents the number of particles of species \( s \) at time \( t \) in the infinitesimal phase space volume \( dr \, dv \) centered at \( (r, v) \). From the conservation of particles,

\[
\frac{\partial f_s}{\partial t} = - \nabla_6 D \cdot (v f_s),
\]

an equation can be derived that describes the evolution of the phase space distribution function, and which can be expressed as

\[
\frac{\partial f_s}{\partial t} + v \cdot \frac{\partial f_s}{\partial r} + \frac{q_s}{m_s} (E + v \times B) \cdot \frac{\partial f_s}{\partial v} = \left( \frac{\partial f_s}{\partial t} \right)_c.
\]

Here, \( m_s \) and \( q_s \) are the particle mass and charge. This equation is called the Boltzmann equation and, together with Maxwell’s equations, describes self-consistently the evolution of the distribution functions. The term on the right-hand side of this equation is due to collisions. Based on the discussion in the previous section, this term can be neglected for plasmas with large values of the plasma parameter, and the equation is then commonly known as the Vlasov equation,

\[
\frac{\partial f_s}{\partial t} + v \cdot \frac{\partial f_s}{\partial r} + \frac{q_s}{m_s} (E + v \times B) \cdot \frac{\partial f_s}{\partial v} = 0. \quad (1.10)
\]

The kinetic model can be used in situations where simple models are inadequate. However, the equation is complex, and considerable effort is required to find solutions. The less complex fluid dynamic model can be derived from the Vlasov equation. The quantities in the fluid dynamic model depend only on position and time, and represent averages of the corresponding quantities in the kinetic model over velocity space. The most important fluid quantities are:

\[
\begin{align*}
n_s &= \int f_s(r, v, t) \, dv \\
u_s &= \frac{1}{n_s} \int v f_s(r, v, t) \, dv \\
w_s &= \frac{1}{n_s} \int \frac{1}{2} m_s v^2 f_s(r, v, t) \, dv \\
P &= \int m_s (v - u_s) (v - u_s) f_s(r, v, t) \, dv
\end{align*}
\]

- Number density of species \( s \)
- Average fluid velocity
- Average kinetic energy
- Pressure tensor
Equations that describe the evolution of the fluid quantities can be found by taking different moments of the Vlasov equation [10]. Taking the first moment of the Vlasov equation results in the fluid continuity equation

\[ \frac{\partial n_s}{\partial t} + \nabla \cdot (n_s u_s) = 0. \]  

(1.11)

In the next step, an equation of momentum is found by taking the second moment of the Vlasov equation,

\[ m_s \frac{d u_s}{dt} = q_s n_s (E + u_s \times B) - \nabla \cdot P_s. \]  

(1.12)

Here, \( \frac{du_s}{dt} = \frac{\partial u_s}{\partial t} + u_s \cdot \nabla \) represents the full convective derivative.

Clearly, each equation here requires solving also for the next higher moment. This sequence is infinite, and the system of equations is thus not closed. However, the sequence can be truncated at any point by making an assumption for the next higher moment. A common choice is to truncate the sequence by assuming thermal equilibrium. In the interaction between focused femtosecond high-power laser pulses and plasmas, the approximation of a cold plasma is suitable, since in this case the forces due to thermal pressure can be neglected in comparison to the forces due to the fields of the laser pulse. Under this approximation, the equation for the momentum is simplified to the fluid equivalent of the Lorentz force,

\[ m_s \frac{d u_s}{dt} = q_s (E + u_s \times B). \]  

(1.13)

In the case of laser wakefield acceleration, the main interaction occurs on time scales on which the ions can be assumed to be stationary due to their high charge-to-mass ratio. Thus, it is customary to treat the ions as a fixed, homogeneous, positively charged background and to consider only the motion of the plasma electrons.

1.3 Laser pulse propagation in plasmas

The fundamental properties of light wave propagation in a plasma can be derived by considering plane electromagnetic waves, i.e., \( \mathbf{E} = \mathbf{E}_{k,\omega} \exp (i (\mathbf{k} \cdot \mathbf{r} - \omega t)) \) and \( \mathbf{B} = \mathbf{B}_{k,\omega} \exp (i (\mathbf{k} \cdot \mathbf{r} - \omega t)) \). Maxwell’s equations then yield

\[
\begin{align*}
\mathbf{k} \times \mathbf{E} &= \omega \mathbf{B} \\
\mathbf{i} \mathbf{k} \times \mathbf{B} &= \mu_0 \mathbf{j} - i\omega \mu_0 \epsilon_0 \mathbf{E}.
\end{align*}
\]  

(1.14)

Furthermore, the current density, \( \mathbf{j} = -en_e \mathbf{u}_s \), is due to the response of the plasma electrons to the fields, as described by Eq. (1.13). At low light intensities only the linear response is considered, and the second term of the Lorentz force can be neglected. The current density can then be expressed as

\[ \mathbf{j} = \frac{e n_e \mathbf{u}_e}{\omega m_e} \mathbf{E}. \]

Inserting this expression into Eq. (1.14) gives

\[
\begin{align*}
\mathbf{k} \times \mathbf{E} &= \omega \mathbf{B} \\
\mathbf{k} \times \mathbf{B} &= \frac{\mu_0 n_e e^2}{\omega m_e} \mathbf{E} - \omega \mu_0 \epsilon_0 \mathbf{E}.
\end{align*}
\]  

(1.15)
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This system of equations has very different solutions depending on the direction of the wave vector $k$ with respect to the direction of the electric field. When $k$ is parallel to $E$, the first of these equations reduces to $B = 0$, and the second has non-trivial solutions only for

$$\omega^2 = \omega_{pe}^2 \equiv \frac{n_e e^2}{m_e \epsilon_0}.$$  \hfill (1.16)

These waves represent collective plasma oscillations at the plasma frequency that was introduced, without derivation, already in the section defining a plasma, and which is independent of the magnitude of the wave vector $k$. Due to the fact that there is no magnetic field associated with these waves, they are commonly referred to as electrostatic plasma waves, or Langmuir waves. These waves will be described in greater detail in Chapter 2, as they are fundamental to laser wakefield acceleration.

When $k$ is instead perpendicular to $E$, Eqs (1.15) can be reduced to a single equation for $E$,

$$-k^2 E = \frac{\mu_0 n_e e^2}{m_e} E - \omega^2 \mu_0 \epsilon_0 E.$$  

The non-trivial solutions of this equation give the dispersion relation for light waves in plasmas

$$\omega^2 = k^2 c^2 + \omega_{pe}^2.$$  \hfill (1.17)

Clearly, the dispersion relation reveals two different regimes of behavior of the electromagnetic fields in the plasma. For frequencies lower than the plasma frequency, the wave vector will be fully imaginary. Instead of propagating wave solutions, this corresponds to non-propagating waves with amplitudes that decay exponentially with distance in the direction of $k$, so-called evanescent waves. Correspondingly, for a fixed frequency, the wave vector becomes imaginary at electron number densities above the critical density,

$$n_c = \frac{\omega_{pe}^2 m_e \epsilon_0}{e^2}.$$  

Thus, light cannot propagate in plasmas with a density higher than $n_c$, and the plasma is then called overdense. Due to the large difference in refractive index between the plasma and vacuum, light incident on an overdense plasma will be reflected, and only a small fraction of the fields will enter the plasma. This effect is used, for example, to form mirrors for laser pulses at intensities far above the ionization threshold for dielectric or metallic mirrors. The interaction between laser pulses and overdense plasma and the connection to TNSA of ions is further described in the Appendix.

For frequencies above the plasma frequency, or for electron densities below the critical density, the dispersion relation (Eq. 1.17) results in real-valued wave vectors and, thus, electromagnetic waves at these frequencies can propagate through the plasma. In this case, the plasma is referred to as underdense. Furthermore, the phase velocity and group velocity of the waves are given by

$$v_p = \frac{c}{\eta} = \frac{\omega}{k} = \sqrt{c^2 + \frac{\omega_{pe}^2}{k^2}} = \frac{c}{\sqrt{1 - \omega^2_{pe}/\omega^2}}$$, and \hfill (1.18)

$$v_g = \frac{d\omega}{dk} = \frac{c^2}{v_{ph}} = c\sqrt{1 - \omega^2_{pe}/\omega^2}.$$  

This shows the well-known, but quite remarkable feature that light propagates with phase velocities higher than $c$ in plasmas. However, this does not violate the theory
of special relativity, since nothing can be transported at this phase velocity. Instead, the group velocity, which is the velocity at which a laser pulse propagates through a plasma, is lower than $c$.

In the case of laser pulses with a center wavelength of $\lambda = 800 \text{ nm}$, as used in the experiments on which this dissertation is based, the critical density is $n_c = 1.74 \times 10^{21} \text{ cm}^{-3}$. At $n_e = 10^{19} \text{ cm}^{-3}$, which is representative for the experiments on laser wakefield acceleration of electrons, the phase velocity is $1.00288c$, and the laser pulses propagate through the plasma with a group velocity of $0.9971c$. 
Chapter 2

Laser Wakefield Acceleration

The process of laser wakefield acceleration can be described in a simplified, yet instructive, picture in which the laser pulse expels electrons from its path through an underdense plasma, leaving an electron void in its wake. This leads to the separation of positive and negative charge behind the laser pulse, since the more inert ions do not respond as quickly to the forces exerted by the laser pulse and can be regarded as stationary. The force resulting from this charge separation pulls the electrons back, initiating oscillations. The initial electron density is restored after an approximate time of $2\pi/\omega_{pe}$ after the laser pulse has passed a particular point. The positively charged electron void, or bubble, is thus formed behind the laser pulse and co-propagates with the pulse at a speed of $v_g$, with a longitudinal size of approximately $2\pi v_g/\omega_{pe}$.

Some of the plasma electrons may deviate from the collective motion that forms the electron void due to thermal motion or other effects, and some electrons may occasionally become located inside the electron void, in which case they are accelerated towards the center. These electrons can co-propagate with the electron void and the laser pulse for several millimeters, gaining significant amounts of energy.

In this chapter, the theoretical foundation of plasma waves and the excitation of such waves by laser pulses is first introduced. The effects of electron density modulations, i.e., the plasma waves, on the evolution of the co-propagating laser pulses are then described. Finally, the longitudinal and transverse dynamics of electrons in the acceleration phase of a laser wakefield accelerator are described, which introduces certain tuning parameters for the accelerator and results in the generation of X-rays.

2.1 Plasma waves

When displaced by an external force, the electrons in a plasma will oscillate collectively at the plasma frequency depending only on the electron number density. These oscillations take the form of moving waves, as the exciting force moves through the plasma. A plasma wave represents a modulation in the electron number density, which implies that there is also an associated electric field wave.

In Chapter 1, plasma waves were found to be a solution to the cold fluid equations, and it was shown that the wavenumber is independent of frequency. Thus, these waves
do not propagate in the regular sense. Instead, the phase velocity is determined by the exciting force which, for laser wakefield acceleration, is due to a laser pulse moving through the plasma at the speed $v_g$. Generalizing the derivation to include thermal effects [9], leads to plasma waves with finite propagation velocities. However, for laser wakefield acceleration, only the first few plasma periods following the laser pulse are of interest. The wave structure far away from the laser pulse is of minor importance, and the cold fluid model therefore provides an adequate approximation in this case.

Plasma waves used for particle acceleration are either driven by beams of relativistic charged particles, which is outside the scope of this dissertation, or by tightly focused femtosecond laser pulses. Before describing the theoretical models of the excited plasma waves, the force responsible for the excitation of plasma waves by laser pulses will be described.

### 2.1.1 The ponderomotive force

An electron interacting with an electromagnetic wave with a constant, small amplitude will move primarily in response to the force of the electric field. Thus, an electron will oscillate back and forth at the optical frequency of the pulse, but will on average remain at its initial position. This motion can be described by the Lorentz force

$$ m_e \frac{\partial v}{\partial t} \approx -eE = -e \frac{\partial A}{\partial t}, \quad (2.1) $$

which yields that the velocity of an electron at rest before the arrival of the laser pulse, is

$$ v = -e/m A = -ca. \quad (2.2) $$

When the amplitude of the electric field wave is modulated over the path of the oscillating electron, as is the case in a focused laser pulse, the total momentum gained in one direction of the oscillation, will not be exactly equal to the total momentum gained during motion in the opposite direction. Thus, after having performed one oscillation, the electron will not return to its initial position. Instead, the electron starts to drift towards regions of lower electric field amplitude. This intuitive and simple picture describes the physical background of the ponderomotive force, which is responsible for the excitation of plasma waves.

Following more rigorous derivations, in which the motion of a charged particle is expanded in orders of the amplitude of the electromagnetic waves, the nonlinear ponderomotive force in the non-relativistic regime can be written [10–13]

$$ F_p = -\frac{q^2}{2\omega^2 m} \nabla \langle E \rangle^2. \quad (2.3) $$

Here, and below, $\langle \cdot \rangle$ denotes the time average of the corresponding quantity over one optical cycle. A number of observations can be made regarding this expression. (1) The force is independent of the sign of the electric charge, and pushes both electrons and ions in the same direction. (2) The force is inversely proportional to the mass of the particle. The force on a proton is thus approximately 2000 times weaker than the force on an electron. (3) The force pushes the particles along the negative gradient of the square of the electric field, towards regions of lower intensity. This means that
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the force is, quite remarkably, independent of the polarization of the electromagnetic wave.

The derivation of the ponderomotive force, generalized to the relativistic case, is much more complicated, and has been the subject of theoretical studies for many years. General expressions for the ponderomotive force in the relativistic case can be found, for example, in [11] as

$$F_p = -\frac{q^2}{2m\langle \gamma \rangle} \nabla \langle A^2 \rangle.$$ 

Although the expression in the generalized case is different, the general features of the ponderomotive force are the same as in the non-relativistic case: the force is independent of the sign of the electric charge, inversely proportional to the mass of the particle, and pushes particles along the gradient towards regions of lower intensity.

The ponderomotive force implies that a tightly focused femtosecond laser pulse propagating through a plasma will push electrons away from its peak, both longitudinally and transversely. This makes it ideal for exciting plasma waves with phase velocities close to $c$.

2.1.2 Linear plasma waves

It can be shown that the plasma response to a short laser pulse with low amplitude, $a \ll 1$, remains linear, and the following equation can be derived for the electric field of the excited plasma wave [14, 15]:

$$\left( \frac{\partial^2}{\partial \xi^2} + k_p^2 \right) E(r, \xi) = -k_p^2 \frac{m_0 c^2}{2e} \nabla a^2(r, \xi)$$  (2.4)

where $\xi = x - v_\parallel t$ is the longitudinal coordinate in a frame moving with the laser pulse, and $r$ is the position vector in the plane normal to the direction of propagation. This equation can be solved analytically both formally and for certain pulse shapes, as described in [14, 15]. However, the general features of the equation can be identified without solving it. The equation takes the well-known form of a simple harmonic oscillator in the variable $\xi$, with a period of $2\pi/k_p$, where $k_p = 2\pi/\lambda_p$ is the wavenumber and $\lambda_p = 2\pi c/\omega_{pe}$ is the linear plasma wavelength. The oscillator is driven by the term on the right-hand side of the equation, which is proportional to the ponderomotive force.

As an illustration, the equation is numerically integrated for a Gaussian pulse with a 35 fs duration (FWHM) and a Gaussian transverse shape with a diameter of 20 µm (FWHM) in a plasma with electron number density $n_e = 5 \times 10^{18}$ cm$^{-3}$. The resulting longitudinal, $E_x$, and radial, $E_r$, electric fields are shown in Figure 2.1. In this figure, the laser pulse intensity envelope is shown as a solid black line. As expected, the longitudinal component of the electric field behind the laser pulse is sinusoidal, with a period corresponding to the plasma wavelength. The amplitude of the longitudinal field component is maximum on the optical axis and decreases with increasing radial distance. The radial electric field component is also sinusoidal in the variable $\xi$, but the amplitude is zero on the optical axis. The two field components are out of phase by $\pi/2$ with respect to each other, as indicated by the pairs of dashed lines in the figure. The electric field both longitudinally accelerates and radially focuses electrons located in the region between the pair of dashed lines.
2.1.3 Nonlinear plasma waves

As the amplitude of the driving electromagnetic pulse is increased, such that the condition \( a \ll 1 \) no longer holds, the response of the plasma becomes nonlinear. In a one-dimensional model, an equation governing the excitation of a plasma wave by a laser pulse can be written as [16–19]

\[
\frac{\partial^2 \phi}{\partial \xi^2} = \frac{k_p^2}{2} \left( \frac{1 + a^2}{(1 + \phi)^2} - 1 \right). \tag{2.5}
\]

Here, \( \phi \), is the electrostatic potential, normalized to \( m_e c^2/e \), associated with the plasma wave, and is related to the density modulation through

\[
\delta n/n_0 = 1/2 \left( \frac{1 + a^2}{(1 + \phi)^2} - 1 \right). \tag{2.6}
\]

Solutions of this equation are only found for specific pulse shapes. However, the nonlinear features of the plasma waves can be identified by numerically solving the equation for laser pulses with different parameter values. The resulting electron density modulations and electrostatic fields are shown for a number of pulse durations and pulse amplitudes in Figure 2.2.

Two key features of the nonlinear plasma waves can be observed in this figure. (1) A large fraction of the plasma electrons is located at positions separated by approximately one plasma wavelength, giving rise to a steep transition in the electric field. Between these positions the electron number density is approximately constant, corresponding to a constant slope of the electric field. Thus, the sinusoidal shape of the electric field for low-amplitude plasma waves transforms into a sawtooth shape at higher amplitudes. (2) Due to the relativistic mass increase of the electrons contributing to the wake, the period of the plasma oscillations increases, and thus also the plasma period. When deviating from the one-dimensional model, by using laser
Figure 2.2: Electron density oscillations (blue) and corresponding electric fields (green) of nonlinear wakefields excited by laser pulses (red) of different amplitudes and durations, as described using a one-dimensional model, in a plasma with an initial electron number density of $8 \times 10^{18} \text{ cm}^{-3}$. The amplitude of the excited waves increases with $a_0$ (a-b). Furthermore, the waves are excited more efficiently when the laser pulse duration is decreased from $0.75\lambda_p/c$ (a-b) to $0.37\lambda_p/c$ (c-d), which corresponds to the resonance condition. As the amplitude of the wave grows, the nonlinear features become more pronounced. The shape of the electric field is no longer sinusoidal, but has a more sawtooth shape. Also, the wavelength of the nonlinear waves becomes greater than the linear plasma wavelength $\lambda_p$. Note also that the local electron number density is sharply peaked at values several times the unperturbed density.

Pulses of finite transverse size, the amplitude of the plasma wave is no longer constant in the transverse plane. Thus, it is expected that the nonlinear plasma wavelength will depend on the distance from the optical axis, resulting in curved phase fronts.

By keeping the amplitude fixed, while varying the pulse duration (FWHM) of a Gaussian pulse, an optimum can be found at approximately $0.4\lambda_p/c$. This is a resonance condition due to the timing between the ponderomotive kicks in the forward
and backward directions. The front of the laser pulse pushes the plasma electrons forward, but will eventually overtake them. For an optimally chosen pulse duration, the laser pulse then continues to push the electrons backwards, just as the electrons have turned around due to the forces of the associated charge separation. The wakefield is excited most efficiently with such a pulse duration.

### 2.1.4 Blow-out/bubble regime

The excitation of highly nonlinear plasma waves has been theoretically studied and described in three dimensions in e.g. [20–22]. In a three-dimensional plasma wave excited by a laser pulse the electrons not only oscillate longitudinally, but also stream in the direction orthogonal to the direction of propagation. Due to the more complicated behavior of these waves, the theoretical models are often accompanied by numerical calculations or simulations. Furthermore, a phenomenological description of the physics involved in highly nonlinear plasma waves is provided by Lu et al. [23]. This picture is used to provide scaling laws, which agree well with the results from simulations and experiments.

If a sufficiently strong laser pulse is used, the plasma electrons will be completely expelled, or blown out, by the ponderomotive force, leaving a complete void in the wake of the laser pulse. Thus, the plasma wave forms a bubble in the electron density distribution. For laser pulses with a transverse size approximately equal to the diameter of the bubble, the condition on the peak normalized vector potential for full cavitation is $a_0 > 2$ [23]. Under these conditions, the radius, $R$, of the bubble can be expressed as

$$ R = \frac{2}{k_p} \sqrt{a_0} . $$

(2.7)

Since, in this regime, the end of the laser pulse is located inside the bubble where there are no electrons, the ponderomotive force from this side of the pulse has no effect. Thus, the resonance condition on the pulse length found in the linear case and the one-dimensional nonlinear case, no longer applies.

A frame from a three-dimensional so-called Particle-in-Cell simulation, using the code CALDER-CIRC (see Chapter 3), is shown in Figure 2.3. This figure shows a cross section of the electron density distribution, together with the on-axis longitudinal electric field component and the laser pulse intensity. The longitudinal electric field component has a shape similar to that shown in the one-dimensional nonlinear case. The large accumulation of electrons around the edges of the bubble, which generates the steep transitions in the electric field, is clearly visible. The electric field inside the bubble is directed toward the center. Thus, an electron located in the back of the bubble is accelerated towards positive $\xi$ and, at the same time, restored radially towards the optical axis.

### 2.2 Nonlinear electromagnetic wave propagation

Due to the large difference in charge-to-mass ratio of electrons and ions, the propagation of high-frequency electromagnetic waves of a laser pulse depends mainly on the response of the electrons in a plasma. A high-amplitude laser pulse in a plasma modulates the electron density distribution as described in the previous section, and
Figure 2.3: A snapshot from a Particle-in-Cell simulation showing the cross section of the electron density distribution (gray shading). An electron void following the laser pulse (red shading) is formed with an associated high-magnitude nonlinear electric field (blue curve). Inside the bubble, the electric field is directed towards the center, and is approximately linearly dependent on the distance from the center. Thus, if an electron would be placed in this field, then it would oscillate both transversely and longitudinally.

will therefore affect the propagation of the laser pulse itself. Additionally, at high electromagnetic wave amplitudes, the electrons oscillating in the laser field are subject to a relativistic mass increase, which in turn alters the response of the plasma. These modulations in electron density and mass result in several interesting effects, which are also important in the design of laser wakefield accelerators.

The modulations in electron density and mass can be expressed in terms of the refractive index, $\eta$, of the plasma. In the limit of weakly relativistic laser pulses, $a_0 < 1$, and low-amplitude plasma waves, $\Delta n/n_0 < 1$, the refractive index can be expressed as \[ \eta = 1 - \frac{1}{2} \omega_p^2 \left( 1 + \frac{\Delta n e}{n_0} - \frac{\langle a^2 \rangle}{2} \right) \] (2.8). The first term inside the parentheses is the linear plasma response, while the second term corresponds to the variations in electron density variations in the excited plasma wave. The effect of relativistic mass increase is described by the last term in this equation. The modulation of the refractive index results in both transverse and longitudinal effects on the propagation, which are described separately below.

2.2.1 Transverse pulse evolution

The two final terms in Eq. 2.8 represent the so-called ponderomotive and relativistic modulations of the refractive index. At the location of the laser pulse in the excited plasma wave, the relative electron density difference is on the order of 1. Thus, for amplitudes of $a$ of about 1, the two effects are equally strong.

Relativistic self-focusing

The relativistic mass increase depends on the local intensity, and the refractive index will therefore also vary radially. The relativistic mass increase is greatest on the optical axis, and gives rise to a higher refractive index than further away from the
axis. The phase fronts therefore propagate more slowly on the optical axis than radially further out, resulting in a focusing effect of the laser pulse. When considering only the relativistic contribution to the refractive index, the spot radius, $r$, evolves according to [13, 26, 27]

$$\frac{d^2 r}{dx^2} = \frac{r^4_0}{z^2 r^3} \left(1 - \frac{P}{P_c}\right) ,$$

(2.9)

where

$$P_c = 2c \frac{m_e^2 c^4 \omega^2}{e^2 \omega^2_{pe}} \approx 17.4 \frac{\omega^2}{\omega^2_{pe}} \text{GW}$$

and $r_0$ is the minimum spot radius in vacuum. The first term on the right-hand side of Eq. 2.9 describes the diffraction of the laser pulse, while the second term corresponds to the focusing effect due to the relativistic mass increase. When these two terms are equal in magnitude, diffraction is counteracted, and the laser pulse propagates with a constant transverse size. Hence, relativistic self-focusing occurs when $P > P_c$, and $P_c$ is therefore referred to as the critical power for self-focusing. Relativistic self-focusing can thus be used to guide laser pulses over several Rayleigh lengths in a plasma, over which plasma waves may be excited.

For short laser pulses ($L_p < \lambda_p$), however, the ponderomotive force induces a local accumulation of electrons at the front of the pulse with a density that decreases radially. This density modulation effectively counteracts the self-focusing resulting from the relativistic mass increase [23], and relativistic self-focusing is therefore not efficient in guiding laser pulses that are matched for driving a plasma density wave.

**Ionization defocusing**

When the plasma is formed by photoionization of gas species with multiple ionization stages, the electron number density depends on the local stage of ionization. The electron will be released earlier close to the optical axis than further away. Locally, this leads to a lower refractive index on the optical axis than radially further away, and contributes to defocusing of the laser pulse. Note that this effect is always present at some point along the laser pulse envelope when photoionization is used to produce the plasma. When tuned properly, ionization defocusing occurs far in front of the peak of the laser pulse, and the main part of the pulse propagates through a homogeneous plasma. The ionization front of one or several ionization stages may be located close to the peak of the pulse for unfortunate combinations of peak laser pulse intensity and gas species. This leads to defocusing of a large fraction of the energy content of the pulse.

**Self-guiding and local pump depletion**

As described above, relativistic self-focusing is not efficient in combination with excitation of high-amplitude wakefields using short pulses. Thus, without external guiding structures, wakefield excitation is only efficient over a distance of the order of the Rayleigh length. However, it is found that in the three-dimensional blow-out/bubble regime, another effect will effectively lead to self-guiding of the laser pulse, until the contained laser pulse energy is transferred to the plasma wave.

In the blow-out/bubble regime, the rear part of the laser pulse propagates in an electron void created by the leading part of the laser pulse. The steep radial density
transition at the edges of the void efficiently refocuses the diffracting light from the rear part, thereby guiding this part of the pulse. The leading part of the pulse, however, will not be subject to any refocusing transverse modulations of the refractive index, and this part is therefore free to diffract. Simultaneously, the leading part of the laser pulse excites a wakefield and deposits energy in the plasma wave and the laser pulse becomes locally depleted. In this way, the laser pulse will be etched from the front while exciting a wakefield, and the length of the pulse will decrease while the rear part is still guided.

The speed with which the laser pulse is etched can be expressed as

$$v_{\text{etch}} = c \frac{\omega_{pe}^2}{\omega^2}. \tag{2.10}$$

The leading edge of the pulse propagates at the group velocity (Eq. 1.18) minus the etching velocity. In a highly underdense plasma, i.e., $\omega_{pe}^2/\omega^2 \ll 1$, the phase velocity of the plasma wave, $v_p$, or, equivalently, the velocity of the bubble, can then be approximated by

$$\frac{v_p}{c} = 1 - \frac{3\omega_{pe}^2}{2\omega^2}. \tag{2.11}$$

2.2.2 Longitudinal modulation

The density modulations driven by the laser pulse will affect the longitudinal evolution of the laser pulse itself during its propagation through the plasma. The refractive index of the plasma decreases with increasing electron number density. In regions of electron accumulation, this leads to a higher phase velocity on one hand, and a lower group velocity on the other.

When a laser pulse is temporally matched to excite a nonlinear plasma wave, the length of the pulse is approximately half of the plasma wavelength. Therefore, the peak of the pulse, and also the main part of the energy contained in it, is located on the upward density slope towards the leading part of the pulse. This is illustrated in the upper part of Figure 2.4, while the corresponding modulations in phase velocity and group velocity are shown in the lower part of the same figure. To a first-order approximation, the longitudinal modulation of the local phase velocity around the peak of the pulse is a linear slope, with higher phase velocity in the front of the pulse than in the back. Thus, while the laser pulse moves through the plasma, the distance between the phase fronts of the carrier wave increases, corresponding to an increase in wavelength, typically called a red shift. Measurements of the electromagnetic spectrum before and after the interaction to determine the amount of redshift have been used extensively, as described in the literature [29–31], as a diagnostic of the strength of the excited plasma waves.

The group velocity at the back of the laser pulse simultaneously becomes higher than at the front. During propagation through the plasma, the back of the pulse will therefore move forward relative to the front of the pulse, effectively compressing the pulse longitudinally [32]. Compression of the pulse has been studied both experimentally [33, 34] and using simulations [35]. This mechanism was used to some extent in all experiments presented in this dissertation to self-compress the laser pulse in order to reach higher peak intensities.
Figure 2.4: The plasma density wave excited by the laser pulse, shown in the upper figure, results in variation of the refractive index. The corresponding deviations in phase velocity and group velocity are shown in the lower figure. The main part of the laser pulse overlaps the increasing density ramp, and the phase and group velocity will therefore depend on the longitudinal position. This leads to red shifting of the laser pulse spectrum together with compression of the pulse.

The self-modulated laser wakefield acceleration scheme (SM-LWFA) relies completely on the modulation of the group velocity over the length of the pulse, which acts as a feedback mechanism to increase the amplitude of the wakefield [36–39]. The SM-LWFA scheme was used frequently in early experiments on laser acceleration as access to pulses with durations matched to the plasma was limited. In SM-LWFA, the laser pulse entering the plasma is much longer than the plasma wavelength, and will initially only drive a plasma wave of low amplitude. The variations in longitudinal group velocity will start to modulate the envelope of the laser pulse, with the same periodicity as the plasma wave. The modulated laser envelope in turn excites the plasma wave more efficiently which increases the feedback.

2.3 Acceleration of electrons

So far, the excitation of collective electron oscillations in plasmas have been described primarily using the cold fluid model. In this model, all the electrons are well behaved and move collectively to form plasma waves. The excited plasma waves can only be used for the acceleration of electrons belonging to a population that is not described by the average fluid motion. The acceleration phase of laser wakefield acceleration is instead typically described using test electrons, inserted or injected into the excited plasma wave in one or another way. In this section, the motion of electrons already trapped in a plasma wave will be described. However, a description of a fundamental mechanism that can be used to direct some electrons into orbits in the electric potential formed by the plasma wave is given first.

2.3.1 Wave-breaking and self-trapping

The plasma waves described by the fluid model cannot grow infinitely large, but are instead limited to a certain amplitude. Above this limit, the waves lose coherence and start to break. Various mechanisms are responsible for the breaking of the waves, such as transverse [40] and longitudinal [41] wave-breaking. In a simple, one-dimensional picture, the wave starts to break when the fluid velocity of plasma electrons approaches and exceeds the phase velocity of the wave itself. In the cold non-relativistic one-dimensional case, wave-breaking limits the maximum amplitude of the plasma waves
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to \[ E_0 = cm_e \omega_{pe} / e, \] (2.12)
in terms of the maximum electric field. The field can become substantially larger in the cold relativistic case, where the maximum electric field is given by \[41, 43\]
\[ E_{wb} = \sqrt{2 \left( \gamma_p - 1 \right)} E_0. \] (2.13)

Here, \( \gamma_p \) is the Lorentz factor associated with the phase velocity of the wave. For an electron number density of \( 1 \times 10^{19} \text{ cm}^{-3} \), which is representative of the experiments presented in this dissertation, the wave-breaking field is approximately 300 MV/mm in the non-relativistic case and 1500 MV/mm in the relativistic case, with \( \gamma_p \approx 13 \) for a plasma wave driven by a 800 nm laser pulse.

The wave structure is not immediately destroyed by wave-breaking. Some of the electrons still produce a wave-like structure, although it is limited and deformed. In this case, electrons contributing to the break may enter the potential well formed by the plasma wave and become trapped there. If the wave can be sustained over a significant length after the point at which trapping occurs, the electrons can be accelerated to high energies. This mechanism is referred to as self-injection or self-trapping of electrons.

In the three-dimensional blow-out/bubble regime, the condition for wave-breaking and self-trapping can be expressed in terms of the radius of the bubble \[44\]
\[ \omega_{pe} r_b \geq 2c \sqrt{\ln \left( 2 \gamma_p^2 \right) - 1}. \] (2.14)

The condition for self-trapping has been validated experimentally in an extensive study reported in literature \[45\], in which the parameters of the laser pulse were varied to explore the threshold for self-trapping. In this study, it was found that the threshold for self-trapping could be expressed in terms of a scaled laser pulse energy,
\[ \alpha E n_e / n_c \gtrsim 2, \] (2.15)
where \( \alpha E \) is the energy contained within the central part (FWHM) of the transverse profile. The fraction of energy outside the central part of the laser pulse is not efficiently self-focused during initial propagation through the plasma, and therefore does not contribute much to the excitation of the plasma wave.

As shown in several experimental and numerical studies, self-trapping is intrinsically difficult to control, due to both the nonlinear nature of laser pulse propagation and evolution in the plasma, and the nonlinear nature of the high-amplitude plasma waves. The self-trapping mechanism was first tamed experimentally in 2004, when three groups of scientists independently generated quasi-monoenergetic beams of laser-wakefield-accelerated electrons \[46–48\]. However, experiments on laser wakefield acceleration of electrons based of self-trapping still suffer from considerable fluctuation in the energy of the electrons and the amount of charge in the beams of accelerated electrons. Research on minimizing these fluctuations is, to a large extent, focused on different schemes for controlled trapping of electrons, for example, by tailoring the longitudinal electron number density distribution, the release of electrons tightly bound to a nucleus by photoionization close to or inside the bubble, and by localized stochastic heating of the plasma electrons in the beating between two laser pulses.

25
2.3.2 Single-particle dynamics in a plasma wakefield

The acceleration of trapped electrons can be analyzed by considering the motion of single test particles in the field of a plasma wave. In one dimension, the evolution of the longitudinal momentum and position of an electron, i.e., the electron’s position in phase space, in the absence of the electromagnetic field from a laser pulse, can be written

\[
\begin{align*}
\frac{du_x}{dt} &= -\frac{e}{m_e c} E_x = -e \frac{\partial \phi}{\partial \xi}, \\
\frac{d\xi}{dt} &= c \left( \frac{u_x}{\sqrt{1 + u_x^2 - \beta_p}} \right),
\end{align*}
\]

(2.16)

where \( u_x = p_x / (m_e c) \) is the normalized longitudinal momentum of the electron, and \( \phi \) is the electrostatic potential normalized to \( m_e c^2 / e \). These equations can be solved numerically, although advanced methods are required due to the numerical stiffness introduced by the relativistic mass increase. An alternative method is to study longitudinal phase space orbits by first constructing a constant of motion, \( H \), through (cf. Hamiltonian dynamics)

\[
\begin{align*}
\frac{du_x}{dt} &= -\frac{\partial H}{\partial \xi}, \\
\frac{d\xi}{dt} &= \frac{\partial H}{\partial u_x}.
\end{align*}
\]

(2.17)

Step-wise integration of Eqs 2.17, using the expressions for each derivative from Eqs 2.16, results in the constant of motion being expressed as

\[
H = c \sqrt{1 + u_x^2} - c \phi - c \beta_p u_x.
\]

(2.18)

Furthermore, the equation can be solved for \( u_x \), which can then be expressed in terms of the constant of motion and the potential as [49]

\[
u_x = \beta_p \gamma_p \left( \frac{H}{c} + \phi(\xi) \right) \pm \gamma_p \sqrt{\gamma_p^2 \left( \frac{H}{c} + \phi(\xi) \right)^2 - 1}.
\]

(2.19)

Several orbits, for different values of \( H \), are plotted in Figure 2.5 using the nonlinear wakefield shown in Figure 2.2(c). It can be seen from Figure 2.5 that for certain values of \( H \), the electrons are trapped within one period of the plasma wave, shown as closed orbits. An electron with initially low momentum in the bottom of a closed orbit, injected by some means into the plasma wave, will first slip back in the plasma period, while simultaneously gaining energy from the electric field of the wave. The electron will eventually catch up with the phase velocity of the wave, and thus turn around and instead move forwards in the reference frame of the plasma wave. As the electron passes the phase where the electric field crosses the axis \( E_x = 0 \) it will start to decelerate instead. Upon decelerating until its velocity is lower than the phase velocity, the electron will again turn around. Thus, the trapped electrons will perform longitudinal oscillations in the frame moving with the plasma wave, periodically gaining energy from the wave and losing energy to the wave.

In order to use the plasma wave for a net energy gain, an electron injected into a plasma wave must be extracted at a point of higher energy than the initial electron energy, and preferably at the top of the orbit before it has performed a full revolution. Maximum energy gain is achieved when the electron is injected at the very bottom of the orbit, and extracted exactly as it reaches the top. When an electron passes the
peak of the orbit and starts to decelerate, it dephases, and the acceleration distance that takes an electron from rest to dephasing is called the *dephasing length*, $L_d$. In the three-dimensional blow-out/bubble regime, the dephasing length can be expressed as [23]

$$L_d = \frac{4}{3k_p} \frac{\omega_0^2}{\omega_{pe}^2} \sqrt{a_0}.$$  

(2.20)

The corresponding limit on the energy gain in a laser wakefield accelerator is

$$\Delta E_{e^-} = \frac{2}{3} \frac{\omega_0^2}{\omega_{pe}^2} a_0 m_e c^2.$$  

(2.21)

The physical background of the dephasing limit on energy gain is the group velocity of the laser pulse, which is close to, but smaller than, $c$. After gaining energy in the plasma wave, the accelerated electrons can therefore reach a higher velocity than the laser pulse, and thus outrun the wave and end up in a decelerating phase. Correspondingly, in order to increase the maximum energy gain, the electron number density should be reduced in order to increase the laser pulse group velocity.

In the case of plasma wakefield accelerators driven by beams of relativistic charged particles (typically electrons or protons), a similar mechanism limits the acceleration distance by dephasing. However, in this case it is the velocity of the particles in the driving beam that sets the limitation, and this is typically much closer to $c$ than the group velocity in laser wakefield accelerators. Thus, dephasing is typically not considered a limiting factor for beam-driven plasma wakefield accelerators.

Electron dephasing can be prevented using an increasing density gradient along the axis of laser pulse propagation. In an increasing density gradient, the laser pulse group velocity decreases. However, the plasma wavelength also decreases and the gradient can be designed such that the back of the plasma bubble follows the electron bunch [50]. When the density gradient is properly tuned, the phase of the electrons

**Figure 2.5**: Possible (rescaled) longitudinal phase space orbits (above) for electrons in the fields of a nonlinear plasma wave (below). The lowest green curve represents the fluid orbit, i.e., the orbit of electrons with zero momentum before the arrival of the laser pulse. These electrons do not become trapped in the plasma wave. The upper green curves represent the hypothetical orbits of electrons with too large forward momenta to become trapped. The blue curves describe the orbits of trapped electrons. The vertical dashed lines indicate the zero crossing of the electric field. The lower horizontal dashed line in the upper panel marks zero longitudinal momentum and the upper dashed line the longitudinal momentum corresponding to the phase velocity of the plasma wave.
may even be locked relative to the plasma wave [51, 52]. It has been experimentally demonstrated that trapped electrons can be rephased with respect to the electric field wave by a step-wise increase in electron number density [53]. In this way, electrons that are starting to dephase after acceleration in the first part of the plasma become relocated in a phase of higher electric field after traversing a steep increase in electron number density such that the plasma period decreases.

2.3.3 Electron bunches in plasma wakefields

In the previous section, the acceleration of single test electrons in the wakefield was described. In all practical implementations, electrons are instead trapped in bunches containing of the order of at least 1 pC of charge or, correspondingly, at least $10^7$ electrons. All these electrons will have slightly different orbits in the plasma wave, and the resulting beam of electrons must therefore be described in terms of distributions in energy, longitudinal space (or time) and angular space.

Electron energy spectrum

In most applications, quasi-monoenergetic beams of electrons are preferred. In order to generate quasi-monoenergetic bunches of electrons accelerated in a laser wakefield, several criteria must be fulfilled.

First of all, the injection and trapping of electrons into the plasma wave must be well-localized in the longitudinal extent of the accelerator, otherwise, the acceleration distance will not be the same for all electrons, and the final energy spectrum will be wide and/or contain several peaked features. This is typically the case when using self-trapping, unless the laser and plasma parameters are perfectly tuned.

When injection and trapping are appropriately controlled, the electrons are initially located longitudinally over a small fraction of the length of the bubble. However, since the accelerating electric field is larger at the back of the bubble than at the front, the electrons in a bunch will be accelerated differently. If all the trapped electrons initially have the same energy, this will lead to an energy spread that increases monotonically with acceleration distance. However, the fact that the electric field varies over the length of the bubble may also be used to reduce an initially large energy spread, as illustrated in Figure 2.6 (a). Here, the electrons at the back of the bunch have lower energy than those at the front, but after acceleration the energy difference is decreased. This effect is referred to as phase space rotation of a distribution of electrons.

In the case of bunches of trapped electrons with an initial small energy spread, phase space rotation is undesirable as it leads to an increase in energy spread. The effect of a varying electric field over the length of the bunch of trapped electrons may, in that case, be reduced by trapping a sufficiently large number of electrons. The electric fields of these trapped relativistic electrons will then push the lighter plasma electrons and thus excite a wakefield [54–56]. This effect is called beam loading and, for a sufficient number of trapped electrons in the accelerating phase of a nonlinear wakefield, it will lead to a flattened electric field at the location of the trapped electrons. Beam loading is illustrated in Figure 2.6(b), where the fields of a nonlinear plasma wave, driven by a laser pulse and loaded by a significant amount of trapped charge, are shown.
Figure 2.6: Illustration of phase space rotation of an electron bunch with an energy spread correlated to the phase coordinate (a). The electrons at the back of the bunch gain more energy than those at the front. After a certain distance, all the electrons have the same energy. Beam loading of the plasma wave is illustrated in (b). The fields generated in the plasma by the electron bunch modify the unloaded electric field (red) of the plasma wave to generate the effective electric field (blue) acting on the electrons in the bunch. The green dashed curve indicates the intensity envelope of the laser pulse.

Furthermore, in order to generate electron beams with small energy spread, the initial energy spread of the trapped electrons should preferably be small. During acceleration, electrons with different initial energy take slightly different paths in longitudinal phase space and the original energy distribution will thus be deformed. Therefore, unless care is taken to tune the parameters of the plasma wakefield accelerator, the initial energy spread may become large by the time the bunch exits the accelerator. In particular, the acceleration distance required for an injected electron to dephase with the wave depends on the initial energy of an electron. Thus, the time required to perform one longitudinal oscillation is not the same for electrons in different orbits. If the total length of the plasma wakefield accelerator is long compared to the dephasing length, the electrons in a bunch will oscillate several times and spread out in longitudinal phase space.

Electron beam divergence

Electrons trapped in a three-dimensional plasma wave, have a transverse spread. All the electrons must have to be located inside the three-dimensional bubble structure in order to be accelerated, and this results in a transverse electron beam source size smaller than the size of the bubble. Furthermore, the trapped electrons typically start with a finite transverse momentum, and refocusing forces are thus needed to keep the electrons in the accelerating field. Luckily, in addition to the longitudinal electric fields used to accelerate the electrons, transverse electric fields of the same order of magnitude are present in the bubble. This was briefly mentioned in the description of linear three-dimensional wakefields, for which there exist a region with a length of $\lambda_p/4$ in each period where the electric fields are both accelerating and focusing the
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electrons. In the three-dimensional blow-out/bubble regime, the phase region in which
the electric fields are focusing the electrons is significantly larger. Inside the bubble,
the electric field points away from the center of the bubble, and the fields are therefore
focusing the electrons anywhere inside the bubble.

The radial electric field, together with the initial transverse distribution, leads to
a non-zero divergence of the emerging electron beams. Heuristically, the beam di-
vergence increases both with the transverse size of the source and with the strength
of the focusing forces. While inside the plasma accelerator, the radial field of the
bubble keeps the electrons of the bunch together. As the electrons leave the plasma,
the focusing forces vanish and the electrons are free to expand transversely [57]. The
reported divergence of the electron beams in experiments are in the range of a few mil-
lim radians up to a few tens of milliradians, depending on the experimental parameters.
The various mechanisms of trapping of electrons, investigated in this work, resulted
in different characteristic beam divergences. This is discussed in Chapter 4 for the
mechanisms for controlled trapping used in the reported experiments.

Transverse oscillations and X-ray generation

The radially focusing forces in the bubble of a laser wakefield accelerator force the
electrons to perform transverse oscillations, referred to as betatron oscillations. In the
three-dimensional blow-out/bubble regime, it can be shown [58] that an electron with
a relativistic factor $\gamma$, corresponding to the longitudinal motion, will oscillate at an
angular frequency of

$$\omega_\beta = \frac{\omega_{pe}}{\sqrt{2\gamma}}.$$  \hspace{1cm} (2.22)

One betatron oscillation is performed while the electron has propagated over a distance
$\lambda_u \approx \sqrt{2\gamma}\lambda_p$, called the undulator period.

Just as relativistic electrons are forced to oscillate in the insertion devices of syn-
chrotron light sources, the electrons oscillating inside the bubble radiate electromag-
netic energy. The frequency of the radiated emission is a factor $\gamma^2$ higher than the
transverse oscillation frequency in the laboratory frame. Thus, electrons with energies
on the order of 100 MeV accelerated in plasma waves with wavelengths on the order of
10 $\mu$m predominantly emit XUV and X-ray photons. Furthermore, due to relativistic
field transformation, the X-rays are emitted predominantly within a narrow cone with
an opening angle of approximately $1/\gamma$.

It has been shown that the energy spectrum of the radiation emitted by a bunch
of electrons being simultaneously accelerated is synchrotron-like [59, 60]. The en-
ergy spectrum of the emitted X-rays along the optical axis can, in this case, be well
described by the expression [59]

$$\frac{dI}{dE} \propto \left( \frac{E}{E_c} \right)^2 \kappa_{2/3}^2 \left( \frac{E}{2E_c} \right),$$

where $\kappa_{2/3}$ is the modified Bessel function of the second kind of order $2/3$. The critical
energy, $E_c$, has been found in experiments to be on the order of a few keV.

The laser wakefield accelerator thus acts as a source of X-rays with a synchrotron-
like spectrum, and this radiation can be directly used for applications such as X-ray
imaging and spectroscopy. The emitted X-rays have also been found to be a useful tool
for diagnostics of the acceleration process, as discussed in Paper VI. For example, the transverse size of the oscillations can be estimated by experimental characterization of the critical energy [61], and assuming that the spectrum is similar to that emitted by a single electron. In this case, the critical energy can be expressed as [59]

$$E_c = \frac{3}{4c} h \gamma^2 \omega_{pe}^2 r_\beta,$$

where $r_\beta$ is the amplitude of the oscillations. Furthermore, the cone of emitted X-rays was cropped by the exit of the dielectric capillary tube used in the experiment to confine the gas, and the resulting transverse X-ray distribution could be used to determine the position of the X-ray source, and therefore also to determine the position of trapping and acceleration of the electrons. This will be discussed in further detail in Chapter 4.

**Transverse beam emittance**

The quantity transverse beam emittance [62] is a measure of the quality of the beam, and is related to the transverse beam size and divergence. The normalized beam emittance, in each transverse direction $y$ and $z$, is defined as $\epsilon_{y,z}^n = A^{y,z}/(\pi m_e c)$, where $A^{y,z}$ is the area (root-mean-square) in phase space, $(y, p_y)$ and $(z, p_z)$, respectively, occupied by the electrons in the beam [63]. Values as small as possible of the transverse beam emittance are usually desirable for applications such as synchrotron light sources and free-electron lasers in order to produce radiation with high brightness. The transverse emittance of laser wakefield accelerated electrons has been measured using different methods, resulting in beam emittances in the range from $1\pi\, \text{mm mrad}$ to $3\pi\, \text{mm mrad}$ [64–66] which is comparable to conventional high quality electron sources. Transverse normalized emittances even below $0.5\pi\, \text{mm mrad}$ [63, 67] has recently been measured of the beams generated by laser wakefield acceleration.
Chapter 3

Tools and methods

The studies on laser wakefield acceleration and controlled trapping of electrons in the plasma waves presented in this dissertation are, to a large extent, based on experiments. Although the experiments involve the interaction between real laser pulses and plasmas, the measurements are typically related only to the end result after the interaction has occurred, and conclusions about the interaction itself are drawn from these measurements. Therefore, the studies are supported by computer simulations of the interactions. In contrast to the experiments, simulations can provide information about the electromagnetic fields and the distribution of the plasma at any chosen time during the interaction, limited only by computational and storage capacity. However, the results of the simulations are based on models and calculations with intrinsic limitations, and it is therefore important to compare them with experiments.

This chapter describes the tools used for the studies on laser wakefield acceleration together with the methods used in the investigations.

3.1 Experimental methods

The essential components in a typical setup for the experimental studies on laser wakefield acceleration are illustrated in Figure 3.1. A laser pulse is focused on the front edge of a gas target, which is immediately ionized by the leading edge of the pulse, forming a plasma. Under certain conditions, electrons are accelerated in the interaction between the laser pulse and the plasma, and these electrons leave the plasma along the optical axis of the laser pulse. A screen intersecting the beam, which scintillates upon the impact of electrons, is used to detect and characterize the beams of electrons. The screen is imaged onto a charge-coupled device (CCD) camera, and the image is acquired by a computer for further analysis. Before impacting on the scintillating screen, the electrons pass through a dipole magnetic field, which disperses the electrons according to energy. This enables the electron energy spectrum to be determined. In order to characterize the electron beam profile instead, the dipole magnet is retracted from the electron beam path, allowing the electrons to propagate undeflected towards the scintillating screen.
3.1.1 Lund multi-terawatt laser

The experiments reported in the papers on which this dissertation is based, apart from Paper IX, were all conducted at the Lund High-Power Laser facility using the multi-terawatt laser. The laser system is based on CPA [1] and was inaugurated in its original form in 1992. Since then it has been developed, improved and upgraded. During the course of the work leading to this dissertation, the laser system was dynamically modified to best suit each experiment. The aim in this section is to describe the laser system in its default configuration. The system, which is illustrated schematically in Figure 3.2, generates amplified high-power laser pulses in two arms allowing separate experiments to be performed independently. The amplifying medium throughout the system is Ti:sapphire in crystals of different shapes and sizes, and the laser beam size is expanded transversely between the amplification stages. The amplifying media are pumped in all stages except for the first, using laser pulses at a wavelength of 532 nm produced by frequency doubling the light pulses from flash-lamp-pumped neodymium-doped YAG lasers.

The first main component in the laser system is an oscillator based on Kerr lens mode locking [68], which generates an 80 MHz train of pulses, each with a bandwidth of approximately 50 nm at a central wavelength of 800 nm, corresponding to a bandwidth-limited pulse duration below 20 fs. Using a Pockels cell pulse-picker, 10 pulses per second are sent for further amplification in a pre-amplifier stage which increases the pulse energy from approximately 5 nJ to a few µJ. In certain configurations of the laser system, the laser pulses are temporally and spatially cleaned after this stage using crossed-polarized wave generation (XPW) in a barium fluoride (BaF$_2$) crystal [69]. This helps to increase the contrast between the peak of the laser pulse and the undesired amplified spontaneous emission (ASE).

The laser pulses are then temporally expanded in a grating stretcher to 9 ps per nm bandwidth. The pulse duration in the following stages thus depends on the width of the spectrum at each stage. Assuming that the spectral width from the oscillator is preserved, the pulse duration after the stretcher is approximately 450 ps. This corresponds to an increase in the length of the pulse by a factor of more than 20,000
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Figure 3.2: Block diagram of the Lund multi-terawatt laser system. All values given in this figure are approximate. The amplifying medium in all stages is Ti:sapphire in crystals of different sizes. The laser system produces high-power laser pulses in two separate arms, allowing for two experiments to be performed simultaneously and independently.

The laser pulses are split after this amplification stage and approximately 250 mJ leaves the laser system for compression and use in experiments unrelated to this dissertation. The remaining part of the pulses pass through a spatial filter, to clean the beam profile, before further amplification in a 4-pass stage. The beam is transversely expanded to a diameter of 16 mm before entering this amplification stage. The amplifying Ti:sapphire crystal in this stage is pumped with 5 Nd:YAG lasers, producing in total up to 7 J per pulse. To decrease the effects of thermal lensing, the crystal is mounted in a cryostat and can be cooled to a temperature of approximately 70 K. At this temperature, the thermal conductivity of sapphire is high, which leads to lower thermal gradients in the crystal [70]. This stage is able to amplify the pulses up to 2 J, although for the experiment presented in this dissertation the gain was lowered to give pulse energies of below 1.6 J to ensure that the laser system could be operated safely and to avoid damage to the optical components.

Finally, the pulses are expanded to a beam diameter of approximately 50 mm before entering a grating compressor. The bandwidth of the amplified pulses is just below 40 nm, which supports compression to a pulse duration of approximately 35 fs. From this point on, the pulses are propagated in vacuum (∼10^{−4} mbar) to prevent filamentation and other nonlinear effects in air at ambient pressure. The pulses are compressed using a grating compressor to reverse the effect of the grating stretcher. The pulse compression is fine-tuned using an acousto-optic programmable dispersive filter (FASTLITE DAZZLER [71]) located in the beam before the stretcher. The acousto-optic modulator is used to compensate for higher-order spectral phase variations which cannot be compensated for by the grating compressor. The modulator is also used to...
adjust the amplitude envelope of the spectrum to pre-compensate for gain narrowing during amplification of the pulses.

The beam position is monitored at several locations within the laser system. The beam position at these locations is actively aligned and kept fixed after start-up using piezo-electrically actuated mirror mounts and control software implementing feedback loops. This system not only prevents drifting of the beam position and direction, but also reduces the drift in performance, such as gain, spectral shape and contrast.

After being temporally compressed, the laser pulses are reflected from an electronically actuated deformable mirror consisting of 32 separate actuators. The wave fronts of the laser pulses are optimized to yield an almost diffraction-limited spot after final focusing using a wave front sensor (Phasics SID4) and software implementing an iterative feedback loop. The deformable mirror is also used to fine-tune the longitudinal position of the beam waist in experiments in cases when it was not possible to move the gas target.

Furthermore, before reaching the focusing mirror used in the experiment, the pulses are reflected from a 100 mm diameter piezo-electrically actuated steering mirror which allows the implementation of active pointing stabilization or alignment. By monitoring the position of a co-propagating reference beam using a fast position-sensitive device (PSD) and a fast feedback loop, it is possible to reduce beam-pointing drift and fluctuations at frequencies up to a few hundred hertz [72]. This advanced system was implemented and used in the experiments reported in Papers I-II and Paper VI. In a simpler setup, the transverse focus position of the co-propagating reference beam is monitored using a camera. This limits the speed of the feedback system to only a few hertz, but allows drifts in the beam pointing to be minimized. This configuration was used in the experiments reported in Papers VII-VIII.

The laser pulses are characterized on a daily basis after the grating compressor.
using an intensity autocorrelator to estimate the pulse duration and a third-order autocorrelator (AMPLITUDE SEQUOIA) to measure the contrast ratio between the peak of the pulse and the ASE pedestal. A typical trace from the intensity autocorrelator is shown in Figure 3.3(a), where the signal has a FWHM of 56 fs. Estimation of the laser pulse duration requires an assumption of the shape of the pulse envelope. Typically, the central part of the pulse envelope can be estimated as Gaussian, which yields a pulse duration of \( t_{\text{pulse}} = \frac{t_{\text{AC}}}{1.44} \), and results in a pulse duration of 39 fs (FWHM) in the example shown above. The daily estimates of the pulse duration are compared with more elaborate measurements using the technique of spectral phase interferometry for direct electric field reconstruction (AVESTA SPIDER SP-120). These measurements have been found to agree well with the estimates of the pulse duration using the intensity autocorrelator.

A typical trace acquired using the third-order autocorrelator is shown in Figure 3.3(b). In this configuration, the average intensity contrast ratio 150 ps before the peak is \( 1 : (2 \times 10^{-9}) \), which is at the limit of the dynamic range of the measurement instrument. The acquired trace shows how the laser pulse intensity increases rapidly approximately 50 ps before the main peak of the pulse.

Amplified spontaneous emission builds up in the laser system primarily in the regenerative amplifier. In order to keep the ASE contrast ratio to a minimum, it is crucial that the cavity of the regenerative amplifier and the coupling of the seed pulses to this cavity are optimally aligned. This ensures that the maximum amplification of the seed pulses is achieved for a certain pump power in relation to the amplification of spontaneous emission.

3.1.2 Gas targets

In the experiments on laser wakefield acceleration described in this dissertation, the plasma was formed by ionization of a neutral gas by the leading part of the laser pulse itself. Gas was supplied to the interaction zone in the vicinity of the laser beam waist either in the form of a jet provided by a nozzle, or confined in a gas cell or a dielectric capillary tube (see Figure 3.4). These methods of supplying the gas and the characterization of the corresponding gas target are described in more detail below.

Since the laser pulses cannot propagate in air at ambient pressure after recompression, the experiments are performed in vacuum chambers. Therefore, gas can only be supplied immediately before each laser pulse arrives at the interaction zone, and the gas supply must therefore be pulsed with as short an opening time as possible while still allowing the gas flow to build up sufficiently. Between the laser pulses are triggered, the gas supplied to the vacuum chambers must be pumped out. With the available vacuum pumps, the amount of gas injected into the vacuum chamber for each shot limits the repetition rate of the experiments to one shot approximately every ten seconds.

Gas jets

In the experiments reported in Papers III-V and IX, the gas was supplied to the interaction region in the form of pulsed jets using nozzles similar to those described by Schmid et al. [73]. The orifice of the nozzle is usually located close to the optical axis, and the jet is directed toward the optical axis. The nozzle is conical with a
3.1.2 Gas targets

Figure 3.4: Illustrations of three different gas targets used in the experiments. (a) A jet of gas is directed towards the optical axis of the focused laser pulses using a nozzle approximately 1 mm away. (b) A cell with variable length is used to confine the gas. The gas is supplied through holes not shown in this figure. After the transient density increase upon opening the gas valve, the gas density is constant within the cell compartment. The entrance and exit gradients are characterized using computational fluid dynamics. (c) A dielectric capillary tube is used to confine gas supplied through two slits close to the ends of the tube. The density is approximately constant between the slits and the gradients are characterized using computational fluid dynamics.

cylindrical cross section and the jet therefore expands in the form of a cone. The angle of expansion depends on the shape of the nozzle and the exit velocity. For the experiments reported in Papers III and V, the gas distribution was characterized using the setup shown in Figure 3.5(a). In this case, a helium-neon (HeNe) laser beam propagates through the jet of gas and picks up an additional optical path length due to the refractive index of the gas. For a ray, with transverse coordinates \( y \) and \( z \), the additional optical path length can be written as

\[
\Delta s (y, z) = \int (\eta (x, y, z) - 1) \, dx = \int \alpha \rho (x, y, z) \, dx ,
\]

(3.1)

where \( \rho (x, y, z) \) is the local molecular number density of the gas. The value of the constant \( \alpha \) was calculated from tabulated values of refractive index for the specific gas species at ambient pressure and temperature.

The transverse variations in additional optical path length were measured using a wave front sensor (PHASICS SID4). A typical measured wave front passing through a jet of gas is shown in Figure 3.5(b). In this experiment, a jet of hydrogen gas was supplied using a 2 mm diameter nozzle with a backing pressure of 10 bar. The local molecular number density is determined from such measurements assuming cylindrical symmetry in each plane normal to the direction of the jet, either by using an inverse Abel transform or by fitting the density profile of certain shape to agree with the measured additional path length. For the results shown in Figure 3.5(c), a flat-top profile with linear gradients was assumed, and the plateau molecular number density
Figure 3.5: (a) Setup used for the characterization of gas jet density by measuring the additional optical path length of a HeNe laser probe passing through the jet, using a wave front sensor. (b) A typical map of the additional path length over the transverse profile of the laser beam. In this case, a jet of hydrogen gas was supplied from a 2 mm diameter nozzle at a backing pressure of 10 bar. (c) Determined plateau molecular number density of hydrogen and helium gas jets supplied by the same nozzle as a function of backing pressure.

is shown as a function of backing pressure for molecular hydrogen and helium. The fit of the flat-top profile shows a plateau length of 0.8 mm and gradient lengths of 0.7 mm.

In the measurements described above, the exposure time of the wave front sensor was set below 0.1 ms, which allows for time-resolved measurements of the pulsed jet flow. In laser wakefield experiments, it is of certain interest to determine the shortest possible length of the gas pulse in order to minimize the gas load on the vacuum pumps. By following the evolution of the maps of the additional optical path length, it was found that a steady state was reached after approximately 2 ms. Thus, the gas supply is triggered so as to reach a steady state flow just before the laser pulse arrives, and it is closed as soon as possible after the laser pulse has passed.

Gas cells

In the experiments reported in Papers VII-VIII, the gas was confined in variable-length gas cells. Two different models of gas cell were used in these experiments, which are equivalent for the laser wakefield experiments. The focused laser pulse enters the gas cells through a hole in a 0.5 mm thick plate, made of either steel or sapphire. The accelerated electrons exit the cell, together with the remaining laser pulse, through a similar hole in a plate on the opposite side. The diameter of the holes is initially in the range 100 µm and 200 µm, but they grow slowly as a result of laser machining due to the energy in the wings of each laser pulse.

The one cell that was designed and assembled by co-workers in Lund is illustrated in Figure 3.6. Here, the entrance plate is mounted on a piston inside an outer cylinder, in which the exit plate is mounted. This design allows the inner surfaces of the entrance and exit windows to be in contact, i.e., the inner length of the cell can, in principle, be 0 mm. The maximum length of the gas cell is determined by the length of the cylinder, and is approximately 30 mm. Leakage between the piston surface and inner
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Figure 3.6: Illustration of one of the gas cells used. The laser pulse (red) enters the gas compartment from the left through a 100 µm diameter hole in a 0.5 mm thick sapphire window. Electrons (blue) accelerated in the interaction exit the cell on the right through a similar hole. The cell compartment is formed by an outer cylinder and a piston, allowing the length of the cell to be varied.

The density in this cell was determined by time-resolved optical interferometry, using a Mach-Zehnder interferometer, as shown in Figure 3.7(a). The additional optical path length was determined from interferograms acquired while filling the cell with gas. Again, the additional optical path length is related to the molecular number density through Eq. 3.1. By assuming constant density over the known width of the cell, the steady-state molecular number density was determined to be 90% of the molecular number density in the reservoir from which the cell is filled. Furthermore, the filling time was determined to approximately be 50 ms, and the trigger to the valve was set accordingly in the laser wakefield experiments.

The density gradients at the entrance and exit of both of the used cells are difficult to measure with optical probes. These gradients were therefore estimated by computational fluid dynamics using COMSOL Multiphysics for one of the cells and OpenFOAM for the other. Both computational models are based on turbulent gas flow and the results from these computations are thus only valid at densities for which the mean free path of the gas molecules, given by the expression $\bar{l} = \frac{k_B T}{\sqrt{2\pi d_m^2} p}$ where $d_m$ is the effective molecular diameter, is significantly smaller than the typical size of the confining geometry. For example in hydrogen, at a pressure of 10 mbar and a temperature of 20 °C, the mean free path is approximately 12 µm, and is thus much smaller than the diameter of the holes in the entrance and exit plates [74, 75]. At this pressure and temperature the electron number density of the fully ionized gas is $5 \times 10^{17}$ cm$^{-3}$, which is much too low to significantly influence the acceleration process. The normalized density distribution in a cell with a length of 1 mm between the inner surfaces of the entrance and exit plates is shown in Figure 3.7(b). The total length of the gradients between 10% and 90% of the plateau density is approximately 0.6 mm.

Dielectric capillary tubes

In the experiments reported in Papers I, II and VI, the gas was confined in narrow-channel glass tubes, referred to as dielectric capillary tubes (see Figure 3.4(c)). The length of the glass tubes ranged from 5 mm to 30 mm, and the diameter of the
The gas density inside the cell was characterized interferometrically using the setup illustrated in (a). The HeNe-laser beams from the two arms interfere on the detector. The detector signal was acquired while the cell was filled and the final gas density was retrieved from the interferogram. Furthermore, the gradients at the entrance and exit of the cell were estimated through computational fluid dynamics, and the resulting density profile is shown in (b).

Capillaries was 75 µm to 250 µm. Gas is injected through two lateral slits in the channel, approximately 2.5 mm from each end. The molecular number density is almost constant between the slits, and the gradient at the entrance and exit of the capillary is about 2.5 mm long, determined from computational fluid dynamics.

In addition to providing a gas target with a flat density profile and low turbulence, the inner walls of the capillary refocus the diffracting parts of the laser pulse, thus extending the interaction length in cases when this is limited by diffraction. Dielectric capillaries with small diameters can even act as waveguides, and this has been used previously to drive nonlinear plasma waves over lengths of several centimeters [30, 76].

### 3.1.3 Electron diagnostics

The beams of electrons accelerated in all experiments reported in this dissertation were detected and characterized as illustrated in Figure 3.1, using screens (KODAK LANEX REGULAR) which scintillate upon impact by electrons. The amount of charge in the beams was determined by calibrating the values of the pixels in the acquired images using a known source of light, and using published calibration factors for the scintillation efficiency of the screens [77, 78]. The divergence of the beams was determined by spatial calibration of these images and measurement of the distance between the interaction point and the scintillating screen.

In order to evaluate the energy of the accelerated electrons, a dipole magnetic field is used to disperse the electrons before impacting on the screen. In the experiments reported in Papers I-VIII and X, the magnet had a physical length of 100 mm and a peak magnetic field of approximately 0.7 T, and the scintillating screen was mounted...
normal to the optical axis. In the approximately constant magnetic field, the electrons follow circular orbits with radii defined by \( R = \gamma c m_e / eB \). For example, an electron with an energy of 100 MeV follows a path with a radius of curvature of 0.5 m, yielding an angular deviation on the order of 250 mrad after propagating through the magnetic field, whereas an electron with an energy of 75 MeV is deflected by an angle of 340 mrad.

The dispersion of electrons was determined more accurately, by numerically tracing electrons with different energies through a measured map of local magnetic field, from the gas target to the scintillating screen. The curve describing the dispersion of electrons at a scintillating screen placed 0.4 m from the interaction point, after propagation through the magnetic field used in the experiments, is shown in Figure 3.8.

An example of an image of the scintillating screen when impacted by an electron beam from one of the experiments is shown in false colors in the upper panel of Figure 3.9. By first summing the image along the non-dispersed direction, the energy spectrum may be determined. If \( dC \) denotes the total value of the signal in the acquired image due to the charge \( dQ \) impacting within a small region \( dz \) along the direction of dispersion, then

\[
dC = k \, dQ = g \, \frac{dQ}{dE} \, \frac{dE}{dz} \, dz
\]

\[
\Rightarrow \frac{dQ}{dE} = \frac{1}{g} \frac{k \, dC}{dE} \, \frac{dE}{dz}.
\]

(3.2)

where \( \frac{dQ}{dE} \) is the spectrum of electron energies to be determined and \( \frac{dE}{dz} \) is the derivative of the dispersion curve shown in Figure 3.8. In this expression, \( g \) contains the calibration factor for the camera image response to the emitted photons for the specific configuration used (including the optical components and camera objective aperture). This factor also describes the scintillation efficiency, which is constant for electrons above approximately 3 MeV. Furthermore, electrons of different energies propagate through the scintillator at different angles; the largest impact angle corresponding to the lowest energy. Thus, the effective propagation distance of an electron within the scintillator, which is proportional to the number emitted photons, depends on the electron energy and is included in the calibration factor \( g = g(\theta) \). The electron energy spectrum determined in this example is shown in the lower panel of Figure 3.9.

**Figure 3.8:** The dipole magnetic field disperses the electrons as described above before they impact on the scintillator. This dispersion curve was generated by numerically tracing electrons through the magnetic field until they impact on the scintillating screen using a geometry typically used in the experiments reported in the papers. Together with the beam divergence, the dispersion curve also determines the energy resolution of the spectrometer, which varies with energy. The dashed line indicates the greatest distance from the optical axis at which electrons are detected, due to geometrical constraints, thus defining the smallest detectable energy.
When this method is used, the energy resolution is determined by the divergence of the beam in combination with the dispersion by the magnet. After dispersion by the magnet, a perfectly monoenergetic beam will occupy an angle corresponding to the divergence of the beam, thus corresponding to an apparent energy spread. This effect is smaller at low energies, where the dispersion is large, than at high energies where the dispersion is small.

### 3.1.4 X-ray detection and diagnostics

In the experiments reported in Paper VI, the beams of X-rays generated by the electrons during laser wakefield acceleration were used as diagnostics of the accelerator itself and of the trapping of electrons. The critical energy of the synchrotron-like X-ray spectrum is determined by inserting a so-called Ross filter array [60, 79] into the X-ray beam and acquiring the intensity distributions using a 16-bit X-ray-sensitive CCD camera (Princeton SXTE/CCD-512TKB1). This method is similar to the way in which the three kinds of cone cells in the human eye, which are sensitive to different parts of the optical spectrum, are used to determine color. A Ross filter array consists of a number of thin metallic foils, each with a specific transmission function $G_i(E)$ placed at different locations in front of the CCD camera. The average pixel value behind each of these foils, $N_i$, is a measure of the X-ray beam filtered by the specific metallic foil,

$$N_i = \int \frac{dN_\gamma}{dE}(E) \ G_i(E) \ S(E) \ dE.$$  \hfill (3.3)

Here, $S(E)$ denotes the camera sensitivity, which is energy dependent, and also includes a calibration factor used to convert between pixel value and photon flux, $N_\gamma(E)$. The metallic filters are chosen such that the k-edge is within the typical energy range of the X-rays. By using an array of different filtering metals, such as vanadium, iron, copper and zirconium, the detected intensities in the different parts of the beam provide samples that can be used to numerically fit parameters of a desired spectral shape. Based on the discussion in Chapter 2, the X-ray spectrum is assumed to be synchrotron-like, and the parameters fitted are the critical energy and the amplitude. The method is illustrated in Figure 3.10, in which an assumed X-ray spectrum is shown together with the transmission curves for four different metal foils, each with a thickness of 5 µm.
Figure 3.10: An example of a synchrotron-like spectrum with a critical energy of 5 keV, assumed for the X-rays generated in a laser wakefield accelerator. The transmission function is also plotted for a number of metallic foils, each with a thickness of 5 µm. The signal measured after the filters provides independent samples of the spectrum, which are used to determine the critical energy.

The transverse shape of the X-ray beam, measured using the CCD camera, is also used to determine the longitudinal position of the source. The generated X-ray beam has a full-cone angle of approximately $1/\gamma$, where $\gamma$ is the Lorentz factor for the electrons. When the beam is generated inside a dielectric capillary tube, the tube itself will act as an aperture obstructing the X-rays. Thus, in the case of a fixed point source, the measured beam profile will have a sharp edge, corresponding to the shadow of the capillary exit aperture. For an extended source, longitudinal variations in source intensity, $\frac{dI}{dx}$, translate into radial variations of the intensity profile according to [80, 81]

$$N_\gamma (r) = \int_{r_c/L}^{0} \frac{dI}{dx} dx,$$

where $r_c$ is the radius of the capillary tube, $x = 0$ defines the exit plane of the capillary tube, and $L$ is the distance from the capillary exit plane to the detector plane. This method was used in the experiment presented in Paper VI to compare the location of trapping of electrons due to self-trapping and ionization-induced trapping.

3.1.5 Experiments on self-trapping

The aim of the studies on laser wakefield acceleration using self-trapping of electrons described in this dissertation was to improve the stability of the generated beams, and
to minimize shot-to-shot fluctuations. The two most common choices of gas species in experiments on laser wakefield acceleration are hydrogen and helium, primarily because of their low number of ionization stages which minimizes the effect of ionization defocusing. Working only with helium would be preferable for safety reasons. Although the topic was discussed within the research community, no systematic comparison of the properties of the electron beams generated using these two gas species could be found in the literature. The experimental study on laser wakefield acceleration in jets of these two gases, reported in Paper III, was therefore performed in an attempt to fill this gap. The dispersed beams of electrons generated in plasmas formed from jets of hydrogen and helium are shown in Figure 3.12. It was found that there was no significant difference in the quality or the reproducibility of the beams generated using the two gas species, provided the electron number densities of the fully ionized gases were the same. However, the electron number density achieved using the same backing pressure is different for the two gases, due to the different flow properties of molecular hydrogen gas and atomic helium gas in a nozzle, and may result in an apparent difference in beam quality and reproducibility.

In the studies reported in Papers I and II, the reproducibility of electron beams generated using dielectric capillary tubes is compared to the typical stability of the

**Figure 3.12:** Comparison of stability of electron beams accelerated in plasmas formed from jets of hydrogen and helium supplied at different electron number densities. The reproducibility of the beams is similar for hydrogen and helium when using the same electron number densities. It was found that the beams were most reproducible at an electron number density of approximately $10 \times 10^{18}$ cm$^{-3}$. 

(a) $H_2 n_e = 10 \times 10^{18}$ cm$^{-3}$ (c) $H_2 n_e = 12 \times 10^{18}$ cm$^{-3}$

(b) $He n_e = 10 \times 10^{18}$ cm$^{-3}$ (d) $He n_e = 12 \times 10^{18}$ cm$^{-3}$
3.2 Particle-in-Cell simulations

Figure 3.13: (a) The variation in laser pulse energy in a sequence of over 120 shots and (b) the corresponding detected charge for each shot. The laser pulse energy decreased slowly during the whole series of shots, while the detected charge remained constant within the shot-to-shot fluctuations for the first 90 shots. The active pointing stabilization system was turned off after these shots. After this, the detected charge fluctuates significantly and after a few tens of shots the capillary tube was damaged and became blocked.

beams generated in gas jets. It was found that the shot-to-shot variation in the amount of charge detected was reduced from approximately 50% when using gas jets, to 14% when using capillary tubes to confine the gas. The drawback of using capillary tubes in these experiments is the higher demand on laser beam pointing stability, since even the slightest misalignment may damage the capillary tubes. Therefore, the fast active pointing stabilization system was implemented in this experiment, and proved to be a necessary component of the experiment, as shown in Figure 3.13. This figure shows the laser pulse energy and the charge detected in a sequence of over 120 laser pulses. The laser pulse energy drifts only slightly during the whole series of shots. The charge shows only small shot-to-shot variations for the first 90 pulses. After this, the active beam pointing stabilization system was turned off, and the variations become significantly larger. After a few tens of laser pulses, the capillary tube became so damaged that the channel was blocked.

3.2 Particle-in-Cell simulations

Although this dissertation is primarily based on experiments, numerical methods are useful in supporting the experimental findings and in providing complementary data that would be difficult to obtain experimentally. The difficulty in the experiments lies in performing reliable measurements that allow the correct conclusions to be drawn from the results. Furthermore, the experimental methods used in the experiments of this dissertation measure the result of a physical interaction after it has taken place and, thus, do not directly probe the dynamics of the interaction. A complementary tool, used to support the experimental studies presented in this dissertation, is numerical calculation of the interaction of the laser pulses and plasmas in the corresponding experiments, using so-called Particle-in-Cell (PIC) simulations. A significant advantage of such numerical calculations is that they provide information on the electromagnetic fields and plasma phase space distributions resolved in space and time. Thus, numerical calculations provide snapshots of the interaction between a laser pulse and plasma. The drawback is that the reliability and accuracy of the results depend on the choice of numerical method and the parameters such as time and space resolution.
PIC simulations are used to numerically solve the Vlasov equation (Eq. 1.10), using the iterative scheme illustrated in Figure 3.14. The six-dimensional distribution is represented in the PIC simulations using a finite set of macro-particles that represent the average properties of a bunch of particles. The charge distribution and current distribution are calculated on a grid using the position and velocity of these macro-particles. These distributions are then used to solve Maxwell’s equations for the electric and magnetic fields at these grid points. In the next step, the fields are interpolated to calculate the Lorentz force applied to the macro-particles, which are then pushed accordingly in space over a distance corresponding to a finite time step.

When applying the PIC simulations to laser-plasma interactions, the distance between two grid points and the size of each time step must be sufficiently small to resolve the rapid oscillations of the laser pulse. The spatial dimension of the simulation is determined by the extent of the interaction being studied. The transverse dimension of the simulation geometry is usually set to a few times the diameter of the laser beam or the plasma wavelength, whichever is the largest. In the case of laser wakefield acceleration, the laser pulse typically propagates over a distance of millimeters in the plasma, which determines the longitudinal dimension of the simulation geometry. A moving window is then often employed to decrease the size of the simulated geometry. In this way, only the macro-particles and fields within a box surrounding and co-propagating with the laser pulse are considered, which reduces the computational demands considerably.

There are several numerical codes for PIC simulations, including, OSIRIS [82], VLPL [83], CALDER [84] and ELMIS [85]. These codes implement the PIC method slightly differently, which affects the resolution, accuracy and the time required for the simulations. In other codes, such as WAKE [86], the rapid oscillations of the laser pulse are not considered at all. Only the envelope of the laser pulse is considered, and the interaction between the laser pulse and the plasma is modeled by the ponderomotive force. In this model, the sizes of the time step and spatial scale are not limited by the laser frequency and wavelength, but instead by the time scale of the dynamics of the plasma, i.e., $\omega_{pe}^{-1}$. Thus, the computational demands for simulations in underdense plasmas are much lower using such models. The drawback is, however, that many features, such as laser beam propagation and self-trapping, cannot be reliably reproduced.

The simulations reported in Papers V, VIII and IX were performed using the code CALDER-CIRC [87]. In this code, the geometry is defined in radial coordinates.
around the optical axis of a propagating laser pulse. The mesh is defined by equally sized steps in the azimuthal angle, yielding a coarser mesh size at greater radii. The macro-particles are distributed over the grid with equal probability, leading to fewer macro-particles, but with a higher weight, at greater radii. Therefore, the resolution is poorer further away from the optical axis, thus also reducing the computational load while pushing particles. Furthermore, the electric and magnetic fields are described in azimuthal Fourier modes. In the case of laser wakefield acceleration, the interaction is almost cylindrically symmetric, and the fields can therefore usually be well-described using a small number of modes. This further reduces the computational load.

Simulations are performed on large computer clusters, where the computational load can be shared by several processor cores. Most simulations performed for the studies included in this dissertation were performed on the Alarik cluster at Lunarc, at Lund University. A typical simulation of wakefield acceleration in the geometries described in the papers requires on the order of 10,000 core hours, and the work load is divided between 400 cores, giving a total simulation time of 25 hours. In these simulations, the separation between grid points was about 20 nm in the longitudinal direction, and the time step was chosen to be 50 attoseconds in order to resolve the laser pulse oscillations. The distance between grid points may be larger in the radial direction and is often set to on the order of 100 nm.
Chapter 4

CONTROLLED TRAPPING IN LASER WAKEFIELD ACCELERATORS

In Chapter 2, the physics of plasma waves driven by laser pulses was discussed. It was described how electrons may be trapped in a plasma wave when the fluid velocity of the electrons forming the wave approaches and exceeds the phase velocity of the wave itself. In the case of self-trapping, this condition is reached simply by increasing the amplitude of the laser pulse in relation to the electron number density to drive the wave to the breaking limit. Achieving beams of accelerated electrons with single peaked energy spectra in experiments using this method of trapping electrons is difficult, and relies on a localized increase in the peak intensity of the laser pulse, for example, by self-focusing and/or self-compression of the laser pulse. In this way, the amplitude of the plasma wave is increased locally, and may lead to trapping of electrons if the wave reaches a sufficiently high amplitude. However, the shot-to-shot variations in the resulting beams of electrons should be as small as possible. This means that localized trapping must occur at the same place for every shot, and that the conditions for acceleration after this point are the same for every shot. When relying on nonlinear effects for self-focusing and pulse compression in the plasma, even the slightest variation in laser pulse parameters or plasma density distribution may alter both these conditions.

In this chapter, methods for controlled trapping of electrons in plasma waves are described. The aims in applying these methods are to find externally controlled parameters to enable tuning of the properties of the generated beams of electrons, such as beam charge, electron energy and energy spread, and to keep these externally controlled parameters constant in order to achieve small shot-to-shot fluctuations.

4.1 Trapping in density gradients and transitions

In contrast to the self-trapping mechanism, in which the amplitude of the wave is increased until the fluid velocity exceeds the phase velocity of the wave and the wave thereby breaks, trapping can be achieved by instead decreasing the phase velocity of the wave with respect to the electron fluid velocity. One way of doing this is by
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**Figure 4.1:** Results from a PIC simulation showing an electron plasma wave (black) and a corresponding on-axis electric field (blue) driven by a laser pulse (red) moving in the positive x-direction before (a) and after (b) a density down-ramp. Electrons injected in the first plasma period from the back are trapped and accelerated. The front of the trapped electron bunch corresponds to the back of the first plasma period before the density down-ramp (dashed line).

introducing a designed density modulation along the direction of propagation of the laser pulse. As the laser pulse propagates through a density down-ramp, the plasma frequency decreases as $\sqrt{n_e}$. The laser pulse group velocity increases correspondingly, according to Eqs 1.18, but the increase is negligible when considering a highly underdense plasma, for which $v_g \approx c$, and the net effect is an increasing plasma wavelength.

The phase velocity of the plasma wave is equal to the group velocity of the laser pulse both before and after the density down-ramp. However, the *local* phase velocity is reduced within the down-ramp in order for the plasma wavelength to grow. Assuming that the density down-ramp is formed over a length $l$, the difference in the phase velocity at the end of the first period can be written as $\Delta v_p/c = (\lambda_{p,1} - \lambda_{p,2})/l$, where $\lambda_{p,1}$ and $\lambda_{p,2}$ are the plasma wavelengths before and after the density down-ramp. Thus, the reduction in phase velocity in relation to the peak fluid velocity may trigger trapping in a density down-ramp of sufficient steepness. This mechanism of trapping was proposed already in 1998 by Bulanov *et al.* [88] to localize and control trapping of electrons. The concept has been further studied and refined, and simulations have been described in several papers [89–91].

Snapshots from a PIC simulation of a plasma wave before and after a density down-ramp from $n_e = 12 \times 10^{18}$ cm$^{-3}$ to $n_e = 6 \times 10^{18}$ cm$^{-3}$ are shown in Figure 4.1. Here, the cross section of the electron density distribution in the plane of the laser polarization shows a clear bubble, free from electrons, being formed behind the laser pulse already before the density down-ramp (a). The electron void expands backwards in the ramp, and electrons are trapped over a length corresponding to the difference in plasma wavelength, in this case approximately 4 µm.

The original concept is based on long density gradients ($l \gg \lambda_p$), which result in beams with large spreads in electron energy, since trapping then occurs over an extended distance. Short, sharp density transitions were first considered in the context of beam-driven plasma wakefield accelerators [92]. Trapping in short density transi-
tions usually results in beams of electrons with a small energy spread. In this case, there is a sudden change in the plasma wavelength, which cannot be followed by all the plasma electrons. Equivalently, the three-dimensional bubble structure following the laser pulse makes a sudden change in shape. Consequently, electrons located at the back of the bubble suddenly become located inside the bubble.

Controlled trapping has been achieved experimentally in laser wakefield accelerators using both these regimes of density modulations. Short density transitions have been formed, for example, using a second laser pulse to pre-form a transverse plasma channel [93] which expands to yield a local density depression at the time of arrival of the main laser pulse. Also, razor blades or plates with sharply cut edges have been used to obstruct jets of gas to form shock waves, which constitute sharp density transitions [94–96]. Longer density ramps have been formed using a gas jet inside a capillary tube [97].

Studies on trapping using both short and long density modulations were performed in two different experiments within the scope of this dissertation. Sharp density transitions were formed to trigger trapping of electrons by inserting a thin stainless steel wire (50 µm or 25 µm) into the gas flow from a 3 mm diameter nozzle, as illustrated in Figure 4.2(a), and as described in detail in Paper IV. The wire obstructing the jet generates shock waves which propagate outwards perpendicular to the length of the wire and at an angle relative to the gas flow determined by the Mach number. The density profile at the height of the axis of the laser pulse was characterized by interferometric measurements of the neutral gas distribution. The spatial resolution of the interferometric measurements is much poorer than what is needed to resolve the sharp density transitions of the shock waves. Thus, the measurements cannot be used directly to quantify the amplitude and length of the density transitions of the shock. Therefore, the results of the interferometric measurements were fitted to a piece-wise linear distribution, as shown in Figure 4.3(a), based on an extrapolated model of shock waves in a gas jet [98]. The sharp density transitions at ±0.5 mm are the outward moving shock waves, and the inner density ramps are due to the expansion waves that follow.

![Figure 4.2: Illustration of two methods used to manipulate the density profile along the optical axis of the laser pulse. In (a) a thin metallic wire is obstructing a gas jet flow to generate shock waves propagating towards the optical axis and forwards and backwards along the optical axis. In (b) a narrow tube is inserted into a jet of gas. An additional amount of gas is provided through this tube which is located right next to the optical axis of the laser pulse and results in a local increase in electron number density.](image-url)
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Figure 4.3: Piece-wise linear approximations of the density profile along the optical axis \(x\) of the laser pulse for the two ways to manipulate the density distribution of a gas jet. In (a) the shock waves generated by a wire are represented by the steep slopes propagating out from the center. At the location of the wire \((x = 0)\) is a local density depression and the shock waves are accompanied with two expansion waves with density gradients with smaller slope. By moving the wire in the direction of the optical axis, the positions of the gradients can be shifted. In (b) an additional amount of gas is supplied through a narrow tube and generates a peak located at \(x = -0.2\) mm. The density at the peak and the plateau are set individually using the backing pressure of the two nozzles. Furthermore, the length of the plateau is determined by the relative position of the narrow tube with respect to the larger gas jet. The arrows show how the density distributions are tunable as described above.

High-quality beams of accelerated electrons were generated in the experiment when using this setup to achieve controlled trapping. The electron energy spectra are quasi-monoenergetic with an energy spread of only approximately 4%. PIC simulations revealed that trapping of electrons is triggered already in the long density down-ramp, which is reached first by the laser pulse. However, as the plasma wavelength and the size of the bubble decrease in the following up-ramp, these electrons enter decelerating phases or even defocusing phases of the plasma wave. Thus, these electrons do not contribute to the final beam. Electrons are again trapped as the laser pulse and plasma wave reach the sharp density transition. These electrons are well localized within the plasma wave, and become accelerated in the following density plateau to an energy on the order of 100 MeV. Interferometric measurements show that the shape of the density modulation is unaltered by moving the wire along the optical axis of the laser pulse, provided that the longitudinal position of the wire is no more than 0.5 mm from the center of the nozzle. The position of trapping along the laser wakefield accelerator could be controlled in this way, and thereby also the length of the plasma remaining after the point of trapping. The experimental results showed that the peak energy of the electrons trapped using the wire could be tuned in this way.

The beams generated using this method of trapping were found to have approximately 25% smaller divergence than corresponding beams generated using self-trapping at the same electron number density. Furthermore, the beams generated using self-trapping were slightly elliptical in the plane of laser pulse polarization, in contrast to the beams generated using the wire in the jet (see Figure 4.4). This ellipticity indicates that the self-trapped electrons are influenced by the fields of the laser
pulse [99]. The electrons trapped in the density transition were not influenced by the fields of the laser pulse to the same degree, which results in circularly symmetric beams. This is probably due to the difference in plasma wavelength, which is lower when trapping is triggered by the density transition. In that case, the laser pulse occupies a smaller fraction of the first plasma period, and the electrons injected from the back therefore experience a smaller overlap with the laser pulse.

Long density ramps were produced in the experiment described in Paper V by inserting a narrow tube into the flow from a 2 mm diameter jet nozzle close to, and at the same height as, the optical axis of the laser pulse. The inner diameter was only 400 µm, and a separate flow of gas was supplied through the tube. The setup is illustrated in Figure 4.2(b), and the density distribution along the optical axis was characterized using the method described in Section 3.1.2. The additional optical path length of a probe beam was measured with and without the flow through the narrow tube, and the difference between the two measurements reveals the contribution to the density from the narrow tube. The density distribution along the optical axis of the laser pulse driving the plasma wave was determined from these measurements, and is sketched in Figure 4.3(b). Independently supplying gas from these two separate nozzles enables the density distribution to be tailored using three different parameters. The backing pressure of the gas supplied to the narrow tube is used to vary the density in the peak of the density distribution, while the backing pressure of the gas supplied to the jet nozzle is used to define the density in the following plateau. A gradient with a length of approximately 230 µm is formed between these two regions, which is unaffected by variations in the backing pressures within the range used in the experiment. The position of the narrow tube along the optical axis of the main laser beam determines the position of the density gradient in which electron trapping occurs.

Good control was achieved over the amount of trapped charge using this double gas source, and the amount of trapped charge scaled essentially linearly with the electron number density in the peak of the density distribution in the range from $7 \times 10^{18}$ cm$^{-3}$ to $10 \times 10^{18}$ cm$^{-3}$ (see Figure 4.5(b)). In this range, the shot-to-shot variation in the amount of detected charge from the fitted linear dependence was only 0.1 pC. For electron number densities in the peak above approximately $10 \times 10^{18}$ cm$^{-3}$, the amount of trapped charge fluctuated considerably from shot to shot. It is remarkable, however, that there is not a single data point below the fitted line extrapolated to higher electron number densities. This led to the conclusion that there is an additional set of electrons, self-trapped in the density peak, in some, but not all of the shots. This is further supported by the shape of the dispersed electron beams, which typically reveal two separate features for the shots containing higher amounts of charge. One
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Figure 4.5: The amount of charge in the beams is controlled using the density in the peak of the density distribution (a) while keeping the density in the plateau fixed. At densities up to approximately $10 \times 10^{18} \text{ cm}^{-3}$ the amount of charge scales linearly with the density in the peak and the electron energy spectra (b) contain a single wide peak. At higher densities, the amount of charge fluctuates a lot, but never falls below the extrapolated line (dashed red).

of these components is very similar to the only component present at lower densities, while the other is similar to beams of self-trapped electrons achieved in experiments with a single gas source. The observation that the electron number density at the onset of these features fits perfectly with the threshold for self-trapping in the unmodulated 2 mm gas jet further supports this conclusion.

Trapping was achieved in both density modulation experiments, resulting in an increased level of control of the resulting electron beams. Although electron beams of high quality were generated when using the wire to modulate the density distribution, this setup is more experimentally demanding to use. The wire must be located close to the optical axis of the laser pulses, where it is ablated by the laser energy far out in the wings of the laser pulses. Therefore, the wire must be replaced after a finite number of shots, and the setup must be realigned, since trapping occurs only in a narrow parameter range using this setup. The setup using a second supply of gas through a narrow tube was therefore found to be more robust, and was used to produce electron beams with stable and peaked energy spectra in a sequence of over 100 shots.

Phase space rotation

When using the setup discussed above to introduce an additional amount of gas through a narrow tube, the relative energy spread of the beams of accelerated electrons was greater than when using a sharp density transition. This was expected, since trapping most likely occurs over the full length of the 230 µm long density ramp, thus filling up a large fraction of the first plasma period. The electrons trapped at the very beginning of the ramp are already significantly accelerated by the end of the ramp, where the last electrons are trapped with an initially low energy. Therefore, the bunch of trapped electrons has a large energy spread ($\approx 100\%$) immediately after the density ramp. However, since the plasma wave period increases while the electrons are trapped in the density ramp, the electrons are also distributed longitudinally, with a clear correlation between their position in the plasma period (or phase) and their
energy after the density ramp. Thus, the slice energy spread, i.e., the energy spread of electrons located within a small longitudinal region, is expected to be much smaller.

This was confirmed in PIC simulations performed using the density distribution generated with the narrow tube inside the 2 mm gas jet. Figure 4.6 shows the longitudinal phase space distribution of electrons trapped in the first period of the plasma wave at three different positions along the accelerator. The distribution shown in blue (lowest curve) describes the electrons immediately after the density down-ramp. This distribution shows an almost linear correlation between position and forward momentum, corresponding to a large total energy spread, but with a significantly smaller slice energy spread.

The electrons are further accelerated in the density plateau by the electric field of the plasma wave, which increases towards the end of the first period. Thus, the energy of the electrons at the back of the plasma bubble increases more rapidly than that of the electrons at the front of the plasma bubble, thus decreasing the difference in energy. The distributions in green and red describe the distribution of the electrons at positions where the back of the plasma bubble has propagated 75 µm and 300 µm, respectively, after the density down-ramp, and clearly show an increase in average electron energy. At the same time, the absolute energy spread decreases, resulting in a peaked electron energy spectrum.

This effect, commonly known as phase space rotation, thus acts to decrease the energy spread of the trapped electrons, and explains why peaked electron energy spectra can also be observed in the case of long density ramps.

4.2 Ionization-induced trapping

The mechanisms of self-trapping and trapping in density down-ramps are both based on that part of the plasma electron population deviates from the motion of plasma oscillation, and ends up in an accelerating phase of a plasma wave with sufficiently large forward momentum to become trapped. The orbits shown in Figure 2.5 indicate the possibility of trapping electrons in a way that is completely different from the two methods described above. In this figure, the electrons described using the cold fluid model are all bound to the orbits that starts with $u_x \approx 0$ in front of the laser pulse. It is clear that, for this wave amplitude, no electrons will be self-trapped nor accelerated in the plasma wave. If another population of electrons could somehow be injected into,
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Figure 4.7: Longitudinal phase space orbits in the first plasma wave period are affected by the combined fields of a nonlinear plasma wave and the driving laser pulse shown in the lower panel. These orbits exhibit longitudinal oscillations, and when averaged over the fast oscillations, these orbits show a local increase in momenta due to the ponderomotive force. An electron released by ionization with zero forward momentum at the peak of the pulse (marked by a black cross) finds itself in an orbit in which it is accelerated in the field of the plasma wave. The orbits of electrons trapped in the second plasma period are unaffected by the laser pulse. However, these orbits are purely hypothetical, since no electrons are trapped there.

or created inside, the wake following the laser pulse, the forward momentum required for trapping would be significantly reduced.

This is the idea behind ionization-induced trapping, in which a separate population of electrons is generated by the release of more tightly bound electrons by ionization in the already formed plasma wave. In the original concept [100], a laser pulse was used to drive a wave in a plasma formed by the ionization of a high-Z gas up to a certain level, without self-trapping any electrons. A second intense laser pulse is then used to further ionize the remaining ions to the next ionization stage, thereby releasing new electrons with low initial momenta, that are independent of the electrons currently performing plasma oscillations according to the cold fluid model. Ionization-induced trapping has been achieved experimentally in a simplified setup [101–104], in which the second electron population is released by photoionization by the peak of the main laser pulse itself, and the mechanism of trapping has been studied analytically and by using PIC simulations [105]. The mechanism is illustrated in Figure 4.7, which shows orbits both in the first and second period of a nonlinear plasma wave. The electrons in the vicinity of the laser pulse are affected by the fields of the pulse, and it can be shown that electrons follow phase space orbits defined by the constant of motion, $H$, which can be written as [49]

$$u_x = \beta_p \gamma_p^2 \left( \frac{H}{c} + \phi(\xi) \right) \pm \gamma_p \sqrt{\left( \frac{H}{c} + \phi(\xi) \right)^2 - 1 - (a(\xi) - a_{ion})^2},$$  

(4.1)

where $a_{ion}$ is the value of the normalized vector potential at the occasion of ionization. For the background plasma electrons, $a_{ion} \approx 0$ since ionization occurs already at low intensity. This relation is still valid for electrons released closer to the peak of a linearly polarized laser pulse, since ionization occurs preferentially when the electric field peaks during the optical oscillations at which $a \approx 0$. The longitudinal momentum of the fluid electrons, shown by the lower green curve, exhibits oscillations in the vicinity of the
laser pulse. When averaged over these fast oscillations, the effect of the ponderomotive force is first a push forwards and then backwards, leading to the initial modulation in forward momentum. An electron released with zero momentum close to the peak of the laser pulse (indicated by a cross in Figure 4.7) finds itself in an orbit in which it will gain sufficient energy to slip backwards no further than to the position where the electric field changes sign. Following this orbit the electron is accelerated and will eventually catch up with the laser pulse and even overtake it.

Ionization-induced trapping was studied, within the scope of this dissertation, with the aim to determine the onset of trapping in dielectric capillary tubes filled with hydrogen gas with an additive of 1% nitrogen gas, as described in detail in Paper VI. Nitrogen gas was chosen as an additive since the appearance intensities of the two last ionization stages are appropriate for the laser parameters used in this experiment. In fact, the peak normalized vector potential of the laser pulse, when focused in vacuum, is $a_0 \approx 1.3$, and is too low to ionize the gas to these stages. However, after self-compression and self-focusing in the plasma, the intensity required to ionize these stages is reached.

In this study, the electron number density of the pre-formed plasma was set well above the threshold for both ionization-induced trapping and self-trapping. Therefore, the electron energy spectra are wide, and decrease with energy in both cases. Ionization-induced trapping in this configuration is essentially not localized, and occurs all along the plasma column as long as the intensity of the laser pulse is above the ionization thresholds for the final stages, and as long as a plasma wave is efficiently excited. When the nitrogen gas additive is used, the total amount of charge detected is about 100 pC, which is approximately twice that when using pure hydrogen gas.

Measurements of the beam profiles of the X-rays generated in the acceleration process show that the flux is approximately twice as high when using the gas mixture, than when using pure hydrogen gas. This is a direct result of the larger number of electrons trapped by ionization, compared to with self-trapping. The profiles of the X-ray beams, cropped by the dielectric capillary tube, are used to evaluate the longitudinal position of trapping of electrons, as described in Section 3.1.4. In this case, the exit aperture of the capillary tube makes an angle of 3.7 mrad as seen from the entrance aperture, which is much smaller than the divergence of the X-ray beam. Typical radial profiles of the X-ray beams generated during acceleration in the capillary tube, with and without the nitrogen gas additive, are shown in Figure 4.8(a). Two observations can be made upon comparing these profiles. Firstly, the X-ray beam profile obtained when using the gas mixture starts to decay rapidly at a smaller radius than in the case of pure hydrogen gas. Since X-rays are radiated by electrons almost immediately after being trapped, this indicates that trapping occurs at an earlier location within the capillary tube. Secondly, the slope is longer when the nitrogen is added, indicating that the transverse oscillations, and thus also the acceleration process, occur over a longer distance. The longitudinal X-ray emission profile was mapped from the radial distribution of X-rays, as described in Paper VI. The results are shown in Figure 4.8(b), where it can be seen that ionization-induced trapping starts approximately 1.5 mm before the position at which self-trapping starts. Furthermore, the electrons already trapped by ionization affect the wake by beam loading, and are believed to decrease the amount of self-trapped electrons when the gas mixture is used. At the position of the onset of self-trapping when using pure hydrogen gas, there is an increase in the rate of X-ray generation also when using the gas mixture. However,
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**Figure 4.8:** The radial profiles of the X-ray flux shown in (a) are used to determine the source position within the capillary tube shown in (b). Red curves correspond to a self-trapped electron beam, and blue curves correspond to a beam of electrons trapped by ionization. The source position reveals that ionization-induced trapping occurs earlier in the plasma than self-trapping.

This increase is much smaller when the gas mixture is used, and thus electrons are already trapped by ionization.

Several benefits of using ionization-induced trapping were identified from these studies. (1) The amount of charge in the beams increases. (2) The increased charge leads to a higher X-ray flux being available for applications. (3) The shot-to-shot fluctuations in charge are reduced. The drawback, however, is that using ionization-induced trapping clearly produces electron beams with wide energy spectra, and is therefore not suitable for applications that require quasi-monoenergetic beams of electrons.

**Ionization-induced trapping in a density down-ramp**

Ionization-induced trapping was also studied using a variable-length gas cell, as presented in Paper VII. In this study, it was observed that the amount of trapped charge and the shape of the electron energy spectrum depend strongly on the longitudinal position of the focus with respect to the gas cell. This therefore constitutes an experimental parameter that can be used to control the properties of the beams of accelerated electrons. The main effect of changing the longitudinal position of the focus position with respect to the gas cell is that the position at which the laser pulse intensity reaches the threshold for ionization of the final stages of nitrogen changes. This directly affects the length over which the electrons are accelerated after trapping, and thus the electron energy distribution. The amount of trapped charge can also be controlled using this method, since the length over which the electrons are trapped can be varied.

A major benefit of using ionization-induced trapping in laser wakefield accelerators is the increased amount of trapped charge that can be accelerated, as this improves the efficiency of the accelerator. However, the experimental electron energy spectra are typically wide and without peaked features. In order to use these beams in applications requiring peaked electron energy spectra, an energy filter must be employed. However, this leads to most of the accelerated electrons being wasted, which reduces the efficiency of the accelerator.

Ionization-induced trapping was combined with density down-ramps in the search for peaked electron energy spectra. In the study presented in Paper VIII, the density down-ramp at the exit of a gas cell (see Section 3.1.2), with an inner length of 0.7 mm, was used to localize ionization-induced trapping and to produce peaked electron energy...
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Figure 4.9: Dispersed beams of electrons trapped and accelerated in the density down-ramp at the exit of a gas cell filled with a mixture of hydrogen and 1% nitrogen (a) and pure hydrogen (b). In both cases the component at approximately 150 MeV is present whereas the component at lower energy only emerges when using the gas mixture.

spectra. Two separated energy peaks were observed in the experimental spectra, as shown in Figure 4.9(a) when using a gas mixture of hydrogen with 1% nitrogen. It was found that these two peaks corresponded to trapping of background electrons and electrons released by the ionization of $N^{5+}$ and $N^{6+}$; in both cases trapped in the density down-ramp at the exit of the cell. These experimental results were supported by PIC simulations which revealed that an increased amount of electrons were trapped in the density down-ramp at the exit of the cell. Electrons from the background plasma were also trapped in this density down-ramp. However, these two components were clearly separated in longitudinal phase space; the electrons from the background plasma being located behind the electrons from the ionization of $N^{5+}$ and $N^{6+}$. This leads to a separation of the two components in final electron energy, in agreement with the experimental observations. When pure hydrogen was used in the gas cell, but otherwise identical experimental parameters, only one of the peaks was observed, corresponding to regular trapping in the density down-ramp.

In another experiment, ionization-induced trapping was combined with a sharp density transition, as described in Paper IX. Here, the short density transition was formed by a shock wave emerging from the sharp straight edge of a silicon plate inserted at the front of a gas jet of helium with the addition of 1% nitrogen. This shock wave produced a sharp density transition towards lower electron density in the otherwise increasing density ramp at the front of the gas jet. The plasma wavelength decreases in the density up-ramp, which prevents trapping of both electrons from the background plasma and electrons released by ionization close to be peak of the laser pulse. At the position of the density transition, the threshold for trapping is locally reduced, and electrons released by ionization are thus trapped only in a very limited region.

The silicon plate with a straight edge was mounted on a motorized linear stage to allow scanning of the position of the shock wave. The peak electron energy was shown to be tunable between 70 MeV and 120 MeV and the mean electron energy spread of these beams was only 14 MeV.
4.3 Trapping by colliding laser pulses

In the experiments presented in Paper X, a method of optically controlling the trapping of electrons was used. The original ideas to use additional laser pulses to trigger trapping of electrons were described in literature already in 1996. The first method proposed [106] was to use a second tightly focused laser pulse propagating transversely to, and intersecting, the optical axis of a laser pulse exciting a plasma wave. When timed such that the second pulse reaches the end of the first plasma period as it intersects the main optical axis, the ponderomotive force of the second laser pulse provides enough additional forward momentum to a few electrons for them to be trapped in the plasma wave. Later, in 1997, a mechanism was suggested for pre-accelerating electrons in the beat wave formed by the interference between two counter-propagating laser pulses [107]. In the most simplified setup, the main laser pulse, which drives the plasma wave, interferes with a second, weaker, pulse and thus only two laser pulses are required to be spatially and temporally overlapped [108]. A time-independent ponderomotive force due to the beat wave is present during the short collision of the pulses, and pre-accelerates electrons which are then trapped in the plasma wave driven by the main laser pulse. In the case of linearly polarized colliding pulses, the motion of the electrons in the interfering electromagnetic fields may become chaotic, and pre-acceleration is then rather due to stochastic heating [109–112]. A threshold for the onset of stochastic heating in terms of the normalized

---

**Figure 4.10:** (a) Overview of the compact experimental setup for trapping using colliding pulses, showing the pick-up mirror used to extract a fraction of the laser pulses. The two focusing mirrors are shown which generate two foci in the gas jet. The beams of accelerated electrons follow the optical axis of the main pulse until the electrons are dispersed by the dipole magnetic field and later impact on a scintillating screen imaged onto a CCD camera. (b) A photograph showing the experimental setup mounted inside the vacuum chamber. The red and green overlays show the beam paths of the main and injection pulses, respectively.

The two experiments reported in Papers VIII and IX show clearly that ionization-induced trapping can be combined with density modulations to localize electron trapping and in this way generate electron beams with peaked energy spectra. The method of using a separately mounted object to obstruct the gas jet provides the benefit of introducing a degree of freedom that can be used to control the position of trapping and thus the final energy of the electrons.

### 4.3 Trapping by colliding laser pulses

In the experiments presented in Paper X, a method of optically controlling the trapping of electrons was used. The original ideas to use additional laser pulses to trigger trapping of electrons were described in literature already in 1996. The first method proposed [106] was to use a second tightly focused laser pulse propagating transversely to, and intersecting, the optical axis of a laser pulse exciting a plasma wave. When timed such that the second pulse reaches the end of the first plasma period as it intersects the main optical axis, the ponderomotive force of the second laser pulse provides enough additional forward momentum to a few electrons for them to be trapped in the plasma wave. Later, in 1997, a mechanism was suggested for pre-accelerating electrons in the beat wave formed by the interference between two counter-propagating laser pulses [107]. In the most simplified setup, the main laser pulse, which drives the plasma wave, interferes with a second, weaker, pulse and thus only two laser pulses are required to be spatially and temporally overlapped [108]. A time-independent ponderomotive force due to the beat wave is present during the short collision of the pulses, and pre-accelerates electrons which are then trapped in the plasma wave driven by the main laser pulse. In the case of linearly polarized colliding pulses, the motion of the electrons in the interfering electromagnetic fields may become chaotic, and pre-acceleration is then rather due to stochastic heating [109–112]. A threshold for the onset of stochastic heating in terms of the normalized
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Vector potentials of the main and second pulse, \( a_0 \) and \( a_1 \), respectively, is \( a_0 a_1 \gtrsim 0.5 \) [110].

During the collision of two pulses with parallel polarization, the electric potential of the beat wave prevents motion of the plasma electrons over distances longer than the wavelength of the beat wave. Thus, the electrons cannot contribute to the plasma oscillations that form the wave in which the electrons should be trapped. This mechanism is called plasma wake inhibition, and results in a lower amount of trapped charge [113].

The results of the first experiments reported in the literature using the technique of two colliding laser pulses to trap electrons in a wakefield accelerator showed improved beam quality, compared to electron beams generated by self-trapping, with small energy spread and divergence [114]. Furthermore, the shot-to-shot fluctuations were significantly reduced. This technique of trapping has also been used in experimental studies of the pulse duration of the bunches of accelerated electrons [115] and in studies demonstrating beam-loading effects that lower the effective accelerating field [56]. Further theoretical work has shown that it is possible to generate beams with even smaller electron energy spread by decreasing the temperature (i.e., the energy spread) of the trapped electrons [116].

In the experiment presented in Paper X, a simplified, compact experimental setup was implemented and used to achieve controlled trapping by colliding the main laser pulse driving a plasma wave with a second weaker pulse. The experimental setup is illustrated schematically in Figure 4.10. The second pulse was generated by intersecting the main beam, before the focusing optics, with a small (13 mm diameter) mirror to reflect out the central part of the main beam, corresponding to approximately 8% of the total laser pulse energy. Both pulses were focused close to the center of a 2 mm hydrogen jet, and the two optical axes make an angle of 150°. The photograph in Figure 4.10 shows the inside of the vacuum chamber in which acceleration takes place.

The method of trapping electrons using two colliding laser pulses is experimentally demanding, as it requires spatial and temporal overlap of two femtosecond laser pulses focused to spots of a few tens of micrometers. A prism edge cut at an angle to vertically reflect both the main and injection pulses was introduced at the desired position of collision, and the edge was imaged using a microscope objective and a camera inside the vacuum chamber. The spatial overlap could then be achieved by steering both foci to this position, and the correct focusing of the two pulses found. A typical

![Figure 4.11: A microscope is used to image the focus of the main laser pulse (upper left) and the second pulse (lower right), simultaneously, at the point of collision by introducing a prism edge there to reflect both beams vertically. The dashed line marks the edge of the prism, and each of the two parts of the image is normalized to the corresponding peak intensity.](image-url)
image of the two foci after spatial overlap is achieved is shown in Figure 4.11. Note that the color scales of the two parts of the image are different and that each color scale is normalized to the peak intensity in the corresponding part of the image in order to improve visibility. The peak intensity of the main pulse was found to be $2.8 \times 10^{18}$ W/cm$^{-2}$ and that of the injection pulse $0.8 \times 10^{18}$ W/cm$^{-2}$.

Temporal overlap was achieved using a combination of two methods. First, an additional short laser probe pulse was used to backlight the interaction region, which is imaged using a lens. This allows time-resolved shadowgrams to be acquired with a camera. The ionization front of each laser pulse can readily be observed in these shadowgrams, and the timing of the two pulses can be set such that the ionization fronts overlap at the desired position and time. The spatio-temporal resolution of this method is on the order of 100 fs, and thus not sufficient to overlap the two 40 fs laser pulses accurately. In the second step, the microscope imaging the two foci on the prism edge was defocused such that the intensity distributions of the two pulses overlap on the camera chip. The optical path difference between the two pulses was then scanned in small steps (20 µm) until an interference pattern was observed, indicating that the two pulses have arrived simultaneously. The method is illustrated in Figure 4.12, where no interference pattern is observed in (a) but is clearly visible in (d).

Using this experimental setup high-quality beams of accelerated electrons were achieved. An example of such a beam is shown in Figure 4.13. The divergence was approximately 3 mrad, and the spectra were peaked with energy spread below 5 MeV, with peak energies up to 120 MeV. It was experimentally confirmed that trapping was triggered by the interference of the fields of the two laser pulses by introducing a half-wave plate to rotate the polarization of the injection beam with respect to the main beam. The maximum number of amount of accelerated electrons was found when the polarization of both pulses was in the same plane, and decreased as the polarization of the injection pulse was rotated. No beams of accelerated electrons were observed when the polarization of the two pulses was crossed.

The shot-to-shot fluctuations of the beams in this experiment were large in comparison to other experiments reported in the literature, in which trapping was triggered

![Figure 4.12:](image) The microscope imaging the two foci is defocused such that the intensity distributions of the two pulses overlap on the camera detector. When scanning the optical path difference from 60 µm (a) in steps of 20 µm to 0 µm (d), an interference pattern appears, indicating that the two pulses have arrived simultaneously. The dashed lines marks the edge of the prism used to reflect the two pulses towards the imaging system.
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by colliding laser pulses. These shot-to-shot fluctuations are probably due to small fluctuations in the pointing of the two laser pulses, which must be stable on a scale of a few micrometers.

In addition to demonstrating that interference triggers the trapping of electrons, rotation of the polarization of the injection beam provides a simple method of controlling the amount of charge in the beams of accelerated electrons. Furthermore, control over the peak electron energy was achieved by tuning the acceleration length after the collision point.

Figure 4.13: High-quality beam of accelerated electrons (a) obtained using the colliding pulse trapping technique. (b) The amount of charge in the beams of accelerated electrons was controlled by rotating the polarization of the two pulses, providing clear evidence that the interference of the two pulses is responsible for triggering the injection of the electrons. The full length of the error bars indicates one standard deviation.
Chapter 5

Summary

This dissertation describes the underlying physics of laser wakefield acceleration of electrons. Experimental studies of the acceleration mechanism and different methods of trapping electrons in the accelerating structure are presented. One of the most important advantages of this kind of accelerator is its ability to produce large accelerating fields in small plasma waves, which in the experiments have wavelengths on the order of 10 µm. Based on the results of several experiments presented in this dissertation, the average effective strength of the accelerating fields was estimated to range from 30 MV/mm to 250 MV/mm, depending on the plasma parameters and the trapping mechanism. The characteristics of the beams are, to a large extent, influenced by the size of the accelerating structure, i.e., the plasma wave. For example, the bunches of accelerated electrons are intrinsically short since the electrons must be located within a fraction of a plasma period. Furthermore, the transverse source size of the X-rays generated in the acceleration process is small as the transverse deviation of the wiggling electrons is smaller than the transverse size of the plasma wave.

However, the small size of the accelerating structure also results in difficulties in operating laser wakefield accelerators as stable and robust sources of beams of accelerated electrons. Very small variations in the position of the electron bunch in relation to the plasma wave lead to large variations in the strength of the accelerating force, and thus also large variation in the final electron energy. Consequently, even a small longitudinal spread in the electrons in the plasma wave may lead to a large spread in the final energy distribution of the electrons. In addition, the excitation of the plasma waves using focused femtosecond laser pulses is highly nonlinear, and the accelerating fields are thus highly sensitive to variations in longitudinal waist position, laser beam pointing, pulse duration and energy. Thus, the laser wakefield accelerators used in the experiments presented here rely, to a large extent, on the mechanical stability of the optics mounted in the laser beamline and the target holders. Other sources of fluctuation affecting the experiments are the intrinsic fluctuations in the laser pulse parameters and gas distribution.

Improved shot-to-shot stability was achieved in the experiments presented in Papers I and II using dielectric capillary tubes to confine the gas to be ionized to a plasma, compared to the use of gas jets. In addition to increasing the fraction of useful laser energy for driving the plasma waves, the dielectric capillary tubes provided
stable and homogeneous distribution of gas which improves stability of the accelerator. The performance of laser wakefield accelerators based on jets of hydrogen and helium gas are compared in Paper III. Although ionization occurs differently for the two gases, no significant differences were found in the quality and stability of the beams generated in the parameter range used in this study, provided that the pressure of the gas supplied to the nozzle was set such that the electron number density in the plasmas formed were the same for both gas species.

Experimental studies are presented in which several different methods were used in order to control the characteristics of the electron beams generated. These methods have in common that they are used to externally control the process of trapping of electrons in the plasma wave. The different methods are summarized in Table 5.1 based on the experiments described in this dissertation.

Papers IV and V describe experiments in which the trapping of electrons was achieved by electron density modulations, which lead to modulation of the plasma wavelength and thus also the local phase velocity of the wave. Using a second gas source to generate a density modulation to trigger injection was shown to be robust, and the fluctuations in peak electron energy were small. Furthermore, this method is relatively simple to implement experimentally, and does not require high-precision alignment.

In contrast, trapping using colliding pulses, as described in Paper X, which may be used to generate beams of electrons of superior quality, requires an experimental setup of much higher complexity. Furthermore, significant effort is required to align the two pulses so that they overlap both spatially and temporally. In comparison to experiments based on density modulations, trapping using colliding pulses is not very robust, and the stability is partly limited by the mechanical stability of the optical mounts in the two beamlines.

Experiments on the trapping of electrons released by inner-shell ionization close to the peak of the laser pulse are described in Papers VI-IX. This method may be used when beams containing high charge are required. However, the electron spectra are usually wide if the method is not combined with other techniques, such as trapping by density modulation.

5.1 Outlook

Laser-driven acceleration of electrons is certainly a promising technique for future small-scale accelerators. The characteristics of the beams generated using the tech-
niques described in this dissertation are complementary to conventional techniques for particle acceleration. It is anticipated that future applications of particles accelerated using laser wakefield acceleration will take advantage of the unique features of these particle beams, such as the short pulse duration. However, efforts to reduce the fluctuations in the bunches of electrons generated must be continued, and future research should be devoted to developing methods of controlling the trapping of electrons.
Appendix

TARGET-NORMAL SHEATH ACCELERATION OF PROTONS

Laser acceleration of protons and positive ions is also possible using laser pulses provided by the Lund multi-terawatt laser, in a scheme called target-normal sheath acceleration (TNSA). Studies were also performed on TNSA of protons with the aim of tailoring and controlling the resulting beams of energetic ions. This chapter introduces the concept of TNSA and describes the experimental methods used in these studies. The results of the studies are also briefly discussed, and a future outlook is given.

A.1 Acceleration mechanism

Target-normal sheath acceleration [117] is based on the interaction between the fields of a laser pulse and the plasma formed from a solid target, typically a micrometer-thick metallic foil. Conceptually, TNSA can be regarded as a mechanism to rectify the oscillating electromagnetic field of a laser pulse to form a quasi-static electric field with constant direction determined by the target geometry. The mechanism is illustrated as a step-wise process in Figure A.1. In the first step (a), well before the peak of the laser pulse arrives, the target is ionized by the strong electric field in the pedestal of the pulse. The plasma immediately starts to expand into the surrounding vacuum, leading to a gradient in electron number density, from zero outside the expansion front to overcritical densities at the plasma–solid interface.

In the interaction between the main part of the laser pulse and the dense plasma, the electrons are heated and a fraction of the laser pulse energy is thus absorbed. The remainder of the laser pulse is reflected as it cannot propagate through the overcritical plasma. Several mechanisms for efficient heating of electrons in various regimes have been described in the literature, including relativistic $\mathbf{v} \times \mathbf{B}$ heating [118], resonant absorption, and Brunel heating [119]. In $\mathbf{v} \times \mathbf{B}$ heating, electrons are accelerated along the direction of propagation of the laser pulse in the interaction between the magnetic field of the laser pulse and the transverse velocity component of the electron due to the interaction with the electric field of the laser pulse. Resonant absorption occurs when the laser pulse approaches the surface of critical density. Here, the optical oscillations
resonantly drive an electron plasma wave, and the energy is dissipated as heat into the foil. The Brunel heating mechanism is used to describe the heating of electrons by a laser pulse with an oblique angle of incidence on a steep vacuum–plasma interface. In this case, the laser pulse is reflected close to the surface of critical density. The incident and reflected beams form an electric field component normal to the surface, which pulls electrons out of the plasma during half an optical cycle. When the field changes direction, these electrons are re-accelerated back into the plasma, where they are shielded from the fields. During each optical oscillation, a fraction of the plasma electrons gains energy from the electromagnetic fields of the laser pulse over half the optical cycle, and this energy is then delivered to the plasma in the other half of the optical cycle. This process dominates over $v \times B$ heating when the interface between the vacuum and the plasma is steep.

The heated electrons propagate through the foil towards the back where they leave the foil. The separation distance is on the order of the Debye length. These electrons form a sheath of negative charge in relation to the foil, which becomes positively charged. The quasi-static electric fields that are formed between the sheath and the foil are on the order of TV/m, and act to attract the electrons back to the foil, but may also accelerate any positively charged particles at the back the target. In practice, the surfaces of the target are covered with contaminants such as water molecules and hydrocarbon compounds. These are ionized by the strong electric fields resulting from the sheath of electrons, leaving a significant number free protons and other positive ions at the back of the foil. Finally, the accelerated protons and other light positively charged ions form a quasi-neutral beam of particles by combination with an equal number of negatively charged electrons. Due to the large charge-to-mass ratio in comparison to all other positive ions, the accelerated beam consists primarily of protons. Since the accelerating field peaks at the center of the electron distribution on the back of the foil, the most energetic protons will be directed close to the normal, with a smaller divergence than protons with lower energy.

Target-normal sheath acceleration of protons was first demonstrated at the beginning of the 2000s [120]. The beams emerging from the back of the target usually have considerable divergence, on the order of 0.1 rad. Furthermore, the energy spectra of the accelerated protons are approximately Maxwellian up to a certain cut-off energy, which was found to be approximately 5 MeV in these experiments.

### A.2 Tools and methods

The studies were performed using the multi-terawatt laser at the Lund Laser Centre, described in Chapter 3, using focusing optics to provide a laser beam waist with a diameter of approximately 5 $\mu$m. The pulses were focused onto the front of flat aluminum foils with thickness of only a few micrometers. Absorption of the laser energy is increased by using an oblique angle of incidence, and was chosen to be 45° in these experiments.

After each shot, the foil at the position of the focus is evaporated, and the next shot must be aligned on a new spot on the foil. A system consisting of a three-axis motorized target foil holder and an optical imaging system was used for this, as described in Paper XI. The target holder is mounted inside the vacuum chamber, and allows for quick and accurate manipulation of the foil position with respect to
Figure A.1: Principle of target-normal sheath acceleration. (a) The electromagnetic fields in the ASE pedestal have ionized the front surface of a thin metallic foil forming a plasma at overcritical density (green shaded area). (b) The interaction between the main part of the laser pulse and the plasma heats electrons (blue), setting up a large flow of electrons towards the back of the foil. The unabsorbed part of the laser pulse is reflected. (c) The hot electrons leave the back of the foil and form a quasi-static electric field directed along the normal to the target surface. Contaminants, such as water and hydrocarbons, on the rear surface of the target are ionized, and the protons (red) and other positively charged ions are accelerated to high energies. (d) A beam of accelerated positive ions leaves the foil together with an equal number of electrons.

the laser beam waist. The optical imaging system is based on relay imaging using an infinity corrected microscope objective with a numerical aperture of 0.28 on the object side. The microscope is mounted such that when the target is retracted, the focus of the laser pulse is imaged onto the camera, and the reference position of the focus is stored in the software. The target can then be re-positioned with a new flat spot at the location of the laser pulse focus. Owing to the large numerical aperture of the imaging system, the depth of focus is short (approximately 4 µm) allowing positioning of the target to a precision much better than the Rayleigh length of the main laser pulse which, is approximately 70 µm.

A.2.1 Detection of protons

The accelerated protons were detected primarily using a polyvinyl toluene plastic scintillator that scintillates when impacted by protons and other positive ions (St. Gobain BC-408). The scintillator is imaged from the back, and images synchronized with the laser pulses are acquired using CCD cameras. A thin metallic foil covering the front of the scintillator prevents any stray light from the laser pulse being detected by the camera. This metallic foil also prevents heavier ions with low energies from impacting on the scintillator and, thus, only accelerated protons are detected in these experiments.

In order to determine the energy distribution of the protons, a 6 cm long dipole magnet, with a peak magnetic field of 0.7 T, was used to disperse the protons. The paths of protons of different energies are determined by numerically tracing them through a map of the magnetic field, similar to the experiments on laser wakefield acceleration. Since the beam divergence is significant in relation to the angular dispersion, a slit with a 1 mm opening is used to decrease the divergence in the direction of dispersion.

The scintillation efficiency, i.e., the number of photons emitted per impact, is energy dependent. Therefore, cross-calibration was performed with a CR-39 nuclear track detector [121]. A sheet of CR-39 is inserted so as to intersect half the beam at the location of the scintillator, such that the dispersed protons impacts both de-
tectors. After etching the CR-39, the impact positions are readily observable using a microscope, providing an absolutely calibrated proton energy spectrum to which the signal from the scintillator is calibrated.

The profiles of the beams of accelerated protons are characterized by inserting another scintillator into the beam before the dispersing dipole magnet. The scintillation efficiency is dependent on proton energy, and the signal detected in this case represents the areal density of deposited energy.

A.2.2 Two-pulse generation

A specially designed mirror and mount were placed in the beamline close to, but before, the focusing mirror. This consists of two separate flat mirrors with straight edges, and the substrate is cut at an angle to allow the reflecting surfaces to be placed very close to each other (see Figure A.2(a)). The incident laser beam was centered on the combined mirror such that one half of the beam was reflected from each mirror. Motorized tip and tilt of one of the mirrors allows for angular separation of the beams resulting in two separate foci at the surface of the target foil, as shown in Figure A.2(b). When the two reflecting surfaces are in the same plane, the two halves of the beam are combined after focusing, generating a single focal spot on the target.

Furthermore, one of the mirrors is mounted so as to allow translation along the normal to the mirror surface, allowing the relative time of arrival of the two pulses to be controlled. A motorized translation stage also allows the mount to be moved parallel to the surface of the mirrors, allowing the energy ratio between the two parts to be varied. In future studies of TNSA these features will be utilized to study the acceleration mechanism while altering the energy ratio between the two parts of the laser beam and the relative time of arrival of the two pulses.

Aligning the two mirror surfaces to form a single focus after introducing the mirror mount in the beam is technically challenging. While observing images of the two foci at the repetition rate of the laser, the separation is decreased until only one spot

---

**Figure A.2:** (a) Schematic illustration of the mount of two flat mirrors to generate two separate pulses to arrive at the target foil. Motorized alignment screws allow control of the relative separation of the two foci (b). Furthermore, one of the mirrors may be translated normal to the reflecting surface to adjust the relative time of arrival of the two pulses. The full mirror mount may also be translated parallel to the reflecting surface to vary the relative energy in the two pulses.
is observed, indicating that the two mirror surfaces are parallel. However, the two surfaces may not yet be in a common plane, resulting in the two separate pulses arriving at the target at different times. The position of one of the mirrors along the surface normal is then scanned until an interference pattern is observed in the focal plane. This interference pattern appears only when the two pulses arrive in the focal plane simultaneously. The position is then optimized to maximize the visibility of the fringes in the interference pattern.

When the angular separation of the two beams is small, two to three clear fringes are usually observed. The precision of the motorized tip, tilt and translation is not sufficient to perfectly overlap the two pulses to form a single, symmetric focal spot. Therefore, the deformable mirror and wave front sensor described in Chapter 3 are used in a feedback loop to remove residual wave front deformations resulting from imperfect alignment of the two mirrors.

### A.3 Proton beam collimation

The sketch of the process of TNSA in Figure A.1 indicates that the divergence of the proton beams depends on the shape of the sheath field formed on the back of the target. This suggests on the possibility of controlling the beam divergence by manipulating the shape of the sheath.

Using a tightly focused laser pulse to irradiate the front of the target allows a large fraction of the laser pulse energy to heat electrons. Although the electrons spread out as they propagate through the target, with an opening angle of approximately $30^\circ$, the sheath formed is still small in the transverse direction, and corresponds to a small radius of curvature of the overall shape of the sheath. In order to increase the radius of curvature, the spot size of the laser pulse irradiating a 3 $\mu$m aluminum foil was increased in one experiment by defocusing the target as described in Paper XII. This increases the transverse size of the sheath and thus the radius of curvature. The experimental results from the first part of the study presented in Paper XII clearly show a decrease in the size of the proton beams. Examples of the beam profiles observed for different locations of the foil with respect to the position of the beam waist are shown in Figure A.3. The Rayleigh length of the beam in this configuration was approximately 120 $\mu$m. The diameter of the spot irradiating the foil is thus increased.

![Figure A.3](image.png)

**Figure A.3:** Examples of observed proton beam profiles with the foil at different positions along the optical axis. $x = 0$ corresponds to the foil being positioned at the waist of the beam. When the foil is placed a few hundred micrometers from the waist, corresponding to 3 – 4 Rayleigh lengths, the size of the proton beam decreases.
by a factor of approximately 4 at a distance of 450 µm from the waist. Increasing the laser spot size by this amount, drastically reduces the beam divergence, as can be seen in the figure.

The strength of the sheath field is expected to decrease as the size of the irradiated spot increases, since the electrons propagating through the foil are spread out over a larger area. This was confirmed in the experiments. However, although the maximum proton energy in these beams decreases, the number of protons at lower energy increases.

A.4 Two-pulse TNSA

In the second part of the experiment reported in Paper XII, the mirror mount described above was used to generate two separate foci on the target foil. The aim of this setup was to manipulate the distribution of electrons on the back of the foil and thus tailor the shape of the sheath. The principle is illustrated schematically in Figure A.4. Without any separation (a), a large number of electrons leave the back of the foil and form a high-amplitude sheath field, but with transversely small size. The protons are thus accelerated to high energies, with a large divergence. As the two foci are slightly separated (b), the flows of electrons resulting from the interaction of each laser pulse form a common sheath. The amplitude of this field is smaller, but covers a larger area. The sheath field is almost flat in a large fraction of this area, in the region between the two foci, and the protons are thus accelerated in the same direction. Therefore, a collimation effect can be expected in the direction of separation of the two foci, while in the other direction, the sheath field is expected to be similar to that when using only one pulse.

Upon increasing the separation even more, Figure A.4(c), the flows of electrons resulting from each laser pulse form separate sheaths as they leave the back of the target. The shape of each sheath is similar to the shape when a single laser pulse is used, and the radius of curvature of these sheaths is expected to be equal to that when using only one pulse. The beam divergence should therefore be similar to the divergence of the beam generated with a single pulse. However, due to the decreased
Figure A.5: Examples of observed proton beam profiles for different separations of the two foci. When the two foci overlap the beam profile is circularly symmetric. For separations of approximately 15 µm, either horizontally or vertically, the beam profiles show a decrease in divergence in the perpendicular direction. Increasing the separation further yields a circularly symmetric beam profile, indicating that the sheath fields do not overlap on the back of the target.

sheath field amplitude, the maximum proton energy in these beams in this case is smaller.

Figure A.5 shows proton beam profiles for four different separations of the two foci. In the left panel the two pulses overlap leading to a beam with large divergence. When the foci are separated by 15 µm (two central panels) the beam profiles are no longer circularly symmetric. These beams have a smaller divergence in the direction of separation of the two foci. Finally, when the separation is further increased, the proton beam profile again becomes circularly symmetric, with a size approximately equal to the case when the two foci overlap.

A.5 Outlook

It was shown in these experiments that the shape of the laser pulse irradiating the front of the target side plays a crucial role in controlling the shape and divergence of the beams of protons accelerated in the process. In further experiments, TNSA will be studied by varying both the time of arrival of the two pulses, and the splitting ratio of the energy.
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The stability of beams of laser wakefield accelerated electrons in dielectric capillary tubes is experimentally investigated. These beams are found to be more stable in charge and pointing than the corresponding beams of electrons accelerated in a gas jet. Electron beams with an average charge of 43 pC and a standard deviation of 14% are generated. The fluctuations in charge are partly correlated to fluctuations in laser pulse energy. The pointing scatter of the electron beams is measured to be as low as 0.8 mrad (rms). High laser beam pointing stability improved the stability of the electron beams.
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Laser wakefield accelerators, first proposed in 1979 [1], appear promising as sources of highly relativistic electrons and associated X-ray radiation, in particular since experiments have demonstrated the possibility of generating high-quality quasimonoenergetic pulses of electrons [2–4].

Laser wakefield accelerators benefit from the much higher electric field that can be sustained in electron plasma waves compared to conventional accelerators, and thus hold promise for size and cost reduction. The beams of laser wakefield accelerated electrons have properties that are complementary to those of conventional accelerators, and thus open doors to novel applications. These sources therefore attract worldwide interest from many different areas of science, technology, and medicine, e.g., X-ray free-electron lasers, high-energy particle physics, and oncology. However, laser-plasma accelerators are still at their early stage of development and are hampered by, in particular, limited reproducibility and stability, restricting their use in applications.

Much current research in this field is focused on increasing the maximum energy of the electrons, for example by extending the acceleration length through the use of different laser waveguiding structures [5,6], or by using multiple accelerator stages [7]. Large efforts are also made to control the injection of electrons into the accelerating structure to increase the quality of the electron pulses and to gain better control of the mechanism.

In this paper we report on a study of the stability of beams of laser-plasma accelerated electrons using dielectric capillary tubes as laser waveguides. This type of waveguide [8] has three main advantages: (i) The plasma density inside the tubes can be arbitrarily low, as the laser beam is then guided purely by reflection from the tube walls [6]. The absence of a minimum density requirement for guiding [9] makes the capillary tube relevant for laser wakefield acceleration over long distance since the maximum achievable electron energy scales with the inverse electron density assuming the process is limited by dephasing [1], (ii) When the laser focal spot is smaller than the matched focal spot for coupling to the capillary tube, and for laser power larger than the critical power for self-focusing, the laser energy outside the main peak of the focal spot can be reflected from the tube wall back to the laser axis, which helps to sustain relativistic self-focusing and laser guiding over a longer distance than in a gas jet or in a gas cell with similar plasma density [9,10], (iii) the capillary tube provides a shock-free gas medium [11]. In this study electrons from the background plasma are trapped and accelerated in the so-called bubble regime of laser plasma acceleration. This mechanism is simple to achieve experimentally, and has been observed by numerous groups in gas jet, gas cell, or waveguides. Using hydrogen filled capillary tubes, we have performed a statistical analysis of the stability of the parameters of the electrons accelerated by a laser beam which pointing position is stabilized in the focal plane.

The experiments were conducted at the Lund Laser Centre, using a Ti:Sapphire based multi-terawatt laser
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An active system for stabilization of the transverse position of the focus [12] was used to minimize laser pointing errors. This system uses an analog position sensitive device to measure the position of the focus from a reference beam, and a large (100 mm) piezoelectric actuated mirror in the beam path to steer the beam. With this system a short-term scatter of the focal spot position with a rms distance from the average position of $\approx 4 \mu\text{rad}$ was achieved, while any long-term drift of the transverse focal position was essentially eliminated.

The laser pulses were focused one millimeter inside different glass capillary tubes, with diameters in the range 76 to 254 $\mu\text{m}$ and lengths in the range 8 to 20 mm, carefully aligned to the laser beam axis [9]. The capillaries were filled with hydrogen gas from a reservoir with variable backing pressure, 35 ms before each laser pulse. The resulting molecular density of the gas inside each capillary was deducted from interferometric studies [13] performed off-line. The gas inside the capillary tubes became fully ionized into a plasma by the leading edge of the laser pulse. Alternatively, a gas nozzle could be moved under vacuum to replace the capillary tube to create a cylindrical jet of hydrogen gas with a diameter of 3 mm at the laser focus for comparison with capillary tubes.

The accelerated electrons were observed on a scintillating screen (Kodak Lanex Regular), using a 16-bit CCD camera. This way the electron beam profile and pointing could be studied. In addition, a 120 mm long rectangular dipole magnet with a peak magnetic field of 0.7 T could be inserted into the electron beam path to disperse the electrons according to energy and thus allow the energy spectrum of the electrons to be determined. The energy axis of the spectra was absolutely calibrated by numerically tracing electrons through a map of the measured magnetic field. The physical boundaries of the dipole magnet set a lower limit on the energy of the electrons that could be observed to $\approx 40 \text{ MeV}$ taking into account the electron beam divergence. The energy resolution of the spectrometer is decreasing with increasing energy. For the divergence of the electron beams observed in this experiment, the energy resolution is $\approx 8\%$ at 80 MeV. The total amount of charge impacting the scintillating screen was determined by integrating the images and using published calibration factors [14] for the scintillating screen.

Furthermore, the laser pulses were sampled, using the leakage through a dielectric mirror in the laser beam path, and focused using an achromatic lens (see Fig. 1). An image of this focus was acquired at each shot, which provided an absolutely calibrated measurement of the laser pulse energy on target and also an estimate of the scatter of the laser focus position and size. In addition, the spectral intensity distribution of each laser pulse was acquired using an optical spectrometer. Neglecting shot-to-shot fluctuations in spectral phase, these spectral intensity variations allow an estimate of shot-to-shot variations in pulse duration to be made through an inverse Fourier transform.

The data presented in Fig. 2 were acquired during a sequence of 130 consecutive pulses with identical settings. The delay between pulses was 30 s in order to allow the pumps to evacuate the target vacuum chamber from the gas load. Thus, these data points were acquired over 65 min. The measured pulse energy, shown in Fig. 2(a) as a function of the shot number, indicates a slight drift toward lower energy during the sequence of shots. However, the standard deviation of the laser pulse energy is only 1.9%. The estimated laser pulse duration showed similar stability, with a standard deviation of 1.9%, but without any drift. After the first 90 pulses, marked in red in the figures, the active pointing stabilization system was turned off, marked in blue in the figures. As expected, no change in stability of laser energy or pulse duration was observed when turning off the active pointing stabilization system.
During this sequence, the laser pulses were focused into a 20 mm long dielectric capillary tube with a diameter of 152 μm filled with hydrogen gas at a backing pressure of 340 mbar, resulting in a fully ionized plasma density of $1.3 \times 10^{19}$ cm$^{-3}$. At this plasma electron density and the given peak power, the ratio between the peak power and the critical power for relativistic self-focusing \cite{15,16} is $P/P_c \approx 7$. Under these experimental conditions, the laser pulse is expected to self-focus soon after entering the plasma, resulting in an increased peak intensity. The laser pulse expels electrons from regions of high intensity, leading to a bubble structure following the laser pulse, which in turn results in an increased peak intensity and an increased peak intensity. The laser pulse expels electrons from regions of high intensity, leading to a bubble structure following the laser pulse, which in turn results in an increased peak intensity.

Immediately after the active pointing system is turned off, the laser focal spot is critically important when accelerating electrons in dielectric capillary tubes using laser pulses of high intensity and energy. The active stabilization system employed in the present study enabled long sequences of data collection and an enhanced endurance of the capillaries.

The average charge for the first 90 shots in the sequence was determined to be $43 \pm 1$ pC with a standard deviation of 14%. This slight spread in charge was found to be typical also for dielectric capillary tubes of different dimension after similar optimization. For example, in another sequence of shots, the charge of electrons, with energy above 40 MeV, accelerated inside a capillary tube with a larger diameter, 254 μm, and a shorter length, 10 mm, was measured to be higher, 107 pC, while the standard deviation was still only 18%. We did not observe any significant correlation between the amount of accelerated charge and the dimensions of the capillary tube. The difference in amount of accelerated charge between the different series of data reported here can instead be attributed to small differences in experimental parameters, such as laser energy and plasma density, that affect the amount of accelerated charge \cite{17,18}. The experimental parameters were optimized for best stability before acquiring each series of data, which resulted in slightly different values of these parameters.

The stability in charge using the capillary tube is very good compared to the results achieved when, in the same setup and with identical laser parameters, the capillary tube is replaced with a 3 mm gas jet as a target, which showed a standard deviation in charge of 55%, with an average value of 68 pC. The charge stability of beams accelerated in capillary tubes is very good also when compared to published studies on laser wakefield acceleration in gas jets and gas cells showing stable beams \cite{11,19,20}. The average value and stability of measured parameters of the beams of electrons accelerated in dielectric capillary tubes of different sizes, and in a gas jet, are summarized in Table I.

The energy stability of the accelerated electron beams is shown in Fig. 3. False color images of traces of the dispersed electrons on the scintillating screen, from 15 consecutive laser shots (number 25 to 39 in Fig. 2), are shown in Fig. 3(a) using the same color scale for all images. The electron energy spectra in this study show continuous energy distribution, as shown in Fig. 3(b), rather than the energy bands of the dispersed electrons on the scintillating screen.
features of peaks, indicating that the acceleration process is dominated by injection at multiple locations in space and time [10,17]. Previous studies [9] report on electron beams from dielectric capillary tubes with quasimonoenergetic energy spectra, but with lower charge, when experimental parameters were instead optimized in order to achieve self-injection in a well-localized phase-space volume and to avoid dephasing. The parameters of the present study were selected for their capability to produce, on every shot, an accelerated beam with a significant amount of charge, interesting for example for the study of X-ray generation or other applications.

The energy spectrum of the beams of accelerated electrons in dielectric capillary tubes are reproducible, as indicated by Fig. 3. The standard deviation from the average spectrum is less than 27% over the full measured energy range. This standard deviation is below 15% for energies between 65 and 80 MeV and has a minimum of 14% at 72 MeV.

The dependence of the amount of accelerated charge, with an energy above 40 MeV, on the laser pulse energy on target is shown in Fig. 4(a). This figure shows a clear dependence between the charge and laser pulse energy. This behavior is expected since higher laser energy for the same pulse parameters implies a higher probability of self-injection due to the higher amplitude of the plasma wave [18]. The data points are scattered along the solid line, which is fitted from the experimental data, and indicates that the stability in charge can be improved by a better stability in laser pulse energy. Although a certain amount of fluctuations in beam charge is clearly due to variations in laser pulse energy, these variations account only for part of the total charge fluctuations within a given series. However, this figure shows that small variations in laser energy can explain the observed difference in accelerated charge between different series.

We could not find any significant correlation between the electron beam parameters and intrinsic variations in focal spot size or width of the laser pulse spectrum. Although this might be due to insufficient accuracy of the measurement, it can also be due to the nonlinear laser pulse evolution in the plasma, such as self-phase modulation and relativistic self-focusing. Thus, fluctuations in laser pulse duration and spot size after propagation in plasma are not necessarily the same as the measured initial values.

A typical electron beam charge distribution in the transverse plane is shown in Fig. 4(b) acquired during a sequence of 30 shots using the same setup as above, but without the dispersing dipole magnet in the electron beam path. The average divergence (FWHM) for these shots was measured to 11 mrad with a standard deviation of 13%. This divergence is larger than the opening angle of the capillary tube as viewed from the entrance plane, which is 7.6 mrad. Similar divergence of the electron beam was measured on electron beams accelerated inside capillaries tubes of other dimensions as shown in Table I, which suggests that the beam is not limited by the aperture of the capillary tube. The divergence of the beams of electrons accelerated inside the capillary tubes is also similar to divergence of the beams accelerated inside a gas jet (see Table I).

The pointing scatter of the electron beams accelerated inside the capillary with diameter 152 μm and length of 10 mm is also shown in Fig. 4(b), where the center of each beam profile is marked by a cross. The rms distance from the average beam position is only 1.2 mrad for this sequence. This is significantly less than the corresponding value of 4.4 mrad measured for the beams of electrons accelerated inside a gas jet during this experiment. Small pointing scatter was observed also using capillaries of other dimensions. For example, during a sequence of 100 pulses in a capillary with a diameter of 254 μm and a length of...
10 mm, the rms pointing scatter was as low as 0.8 mrad and no shot deviated more than 2.7 mrad from the average beam position.

The beams of electrons accelerated during this experiment have been shown to be very stable in charge, divergence, and pointing. The stable and uniform gas density distribution, which is also shockfree, that can be achieved in a dielectric capillary tube, or a gas cell of similar dimensions, is expected to contribute to this stability of the resulting electron beams.

In conclusion, we have shown an enhanced stability of beams of electrons accelerated in dielectric capillary tubes compared to electrons accelerated using a gas jet as target. Very good laser beam pointing stability has been shown to be necessary in order to carry out the studies reported in this paper. In the present study, such stability was achieved using an active beam pointing stabilization system. The measured beam charge variations are shown to be partly due to laser pulse energy fluctuations. The stability of the electron beam parameters appears to be similar for the different sizes of capillary tubes used in this experiment. The enhanced stability of laser wakefield acceleration using dielectric capillary tubes indicates a path toward applications of these electron beams.
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Abstract

The stability of accelerated electron beams produced by self-injection of plasma electrons into the wakefield driven by a laser pulse guided inside capillary tubes is analyzed statistically in relation to laser and plasma parameters, and compared to results obtained in a gas jet. The analysis shows that reproducible electron beams are achieved with a charge of 66 pC ± 11%, a FWHM beam divergence of 9 mrad ± 1%, a maximum energy of 120 MeV ± 10% and pointing fluctuations of 2.3 mrad using 10 mm long, 178 µm diameter capillary tubes at an electron density of (10.0 ± 1.5) x 10^{18} cm\(^{-3}\). Active stabilization of the laser pointing was used and laser parameters were recorded on each shot. Although the shot-to-shot laser energy fluctuations can account for a fraction of the electrons fluctuations, gas density fluctuations are suspected to be a more important source of instability.

1. Introduction

The development of conventional, linear electron accelerators composed of evacuated radio-frequency cavities has reached a technological limit with accelerating gradients of the order of 50 MV/m. Alternative ways of accelerating electrons in plasmas are being investigated since the proposition of laser plasma wake acceleration (LPA) [1]. The plasma wave created in the wake of an intense and short laser pulse is associated with large amplitude electric fields, typically in the range 10–100 GV/m with state-of-the-art laser systems. For high enough intensity (typically above 10^{18} W/cm\(^2\)), plasma electrons are blown out from the high intensity region close to the laser axis, and a moving cavity, or bubble, is created behind the driving pulse. A fraction of the plasma electrons can become self-trapped in this ion cavity and be accelerated to high energies. This mechanism provides with relative ease a source of accelerated electrons, with properties that depend on several laser and plasma parameters and competing nonlinear mechanisms. Electron acceleration has been observed experimentally by numerous groups (see for example Esarey et al. for a review [2]) in various plasma targets such as gas jets, gas cells, capillary discharge waveguides and dielectric capillary tubes [3].

The produced electron beams, with an energy ranging from 50 MeV to a few GeV with the most powerful laser drivers [4,5], have an interest for various applications, including the generation of radiation [6] in the X-ray range in the plasma, as drivers for free electron lasers, or the development of injectors for multi-stage laser plasma accelerators [7].

Development of these novel sources of electrons will depend on their reliability and the stability of their properties. In order to get some insight on the performance of an electron source produced by self-injection of plasma electrons, we have studied the stability of electron parameters against laser and plasma parameters.

The properties of electron beams reported in this paper were achieved in capillary tubes and gas jet targets with plasma densities suitable for a comparison of results. Previous studies [8,3] have shown, for example, that similar electron energy and charge can be achieved with these two types of targets for specific plasma densities.

The paper is organized as follows: the experimental setup is presented in Section 2; the properties of electron beams generated inside capillary tubes are shown in Section 3; the effect of the gas distribution on electron properties is reported in Section 4; and finally, in Section 5, a conclusion is given.

2. Experimental setup

The reproducibility of electron beams from laser wakefield acceleration in capillary tubes has been studied at the Lund Laser Centre (LLC) in Sweden with a multi-terawatt laser. The laser is a
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The laser beam with an energy on target of \( (800 \pm 20) \text{ mJ} \) was focused using a \( f = 76 \text{ cm} \) off-axis parabola. The laser spot on target inside the chamber was optimized by tuning a deformable mirror. A Gaussian waist of \( 17 \mu \text{m} \) (radius at \( e^{-2} \)) was computed by fitting the laser radial profile with a Gaussian function. 88% of the laser energy was contained within a circle having a radius equal to \( 17 \mu \text{m} \). The laser peak intensity is thus estimated to be \( I_0 = 3.6 \times 10^{18} \text{ W/cm}^2 \) and the normalized laser vector potential \( a_0 = 3.3 \). An active system for stabilizing the laser pointing developed at LLC\(^9\) was used in this experimental campaign, giving a standard deviation of laser pointing of \( 4 \mu \text{rad} \) and improving the electron properties as well as extending the lifetime of capillary tubes \( \text{[10]} \). Input laser parameters were recorded on every shot using a small fraction of the incident laser beam leaking through a dielectric mirror. This fraction was further divided and sent to a fiber spectrometer and focused on a charge-coupled device (CCD) camera. The relative shot-to-shot fluctuations of the laser energy were computed from the signal recorded by this camera.

The relative fluctuations of laser pulse duration were approximately estimated by applying an inverse Fourier transform on the laser spectra, assuming a flat phase.

Capillary tubes were mounted, one at a time, in a motorized holder allowing the capillary tubes to be accurately aligned on the laser axis. The capillary tubes could be removed from the laser axis and a 3 mm nozzle of a gas jet inserted instead. Therefore, it was possible to switch from one gas target to the other without opening the vacuum chamber, thus avoiding significant drifts of laser parameters. Capillary tubes with inner diameter of \( 178 \mu \text{m} \) and a length varying from 8 mm to 20 mm were used for the data presented here. They are made of glass and are optically smooth at the laser wavelength. Gas was let in through two slits cut in the capillary wall, providing a spatially uniform gas density profile between the two slits. The molecular density inside the capillary tubes was adjusted by a gas regulator controlling the upstream reservoir pressure. The resulting molecular density for different reservoir pressure had been characterized by interferometric studies \( \text{[11]} \). The gas density was shown to fluctuate about 15% in space and in time due to the propagation of sound waves in the gas plateau during the gas filling process. The laser pulses were focused 1 mm inside the capillary tubes.

---

**Fig. 1.** Schematic diagram of the experimental setup.

**Fig. 2.** Data from a series of 100 shots in a 10 mm long, 178 \( \mu \text{m} \) diameter capillary tube containing \( \text{H}_2 \) at an electronic density of \( (10.0 \pm 1.5) \times 10^{18} \text{ cm}^{-3} \): (a) electron spectra (gray lines) and the corresponding mean curve (blue line) and (b) average energy (red dashed line) and maximum energy (blue solid line) of the electron spectra shown in (a); the mean values of \( \langle E \rangle \) and \( E_{\text{max}} \) are 65 and 120 MeV with a standard deviation of 9 and 10%, respectively. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
Spectra of accelerated electron beams were studied using a 12 cm long dipole magnet with a peak field of 0.7 T, located 13 cm after the capillary entrance. After an additional drift of 16 cm, the electron beams impinged on a scintillating screen (Kodak Lanex Regular) which was imaged by a 16-bit CCD camera located outside of the vacuum chamber. The spectra of electrons were obtained from the distribution of electrons impinging on the lanex screen after being deflected. The lowest energy that could be measured was about 40 MeV. The divergence of electron beam is the limiting factor on energy resolution. It was numerically estimated as follows. First, the magnetic field has been experimentally mapped. Then, the trajectory of electrons with an incidence angle has been computed taking into account the realistic magnetic field and the incidence angle of the electron beams. The incidence angle is taken as the FWHM beam divergence which is measured when the magnet is removed. It yields to a resolution of 6% at 50 MeV and 16% at 120 MeV for a FWHM beam divergence of 10 mrad. The charge was calculated from the image of the scintillating screen using published calibration factors [12].

3. Electron properties

The properties of electrons self-injected and accelerated inside capillary tubes, such as spectrum, charge and divergence, were measured during a series of 100 laser shots on a H\textsubscript{2} gas contained in a 10 mm long, 178 μm diameter capillary tube. Root-Mean-Square (RMS) fluctuations of electron pointing were estimated from a different series of 30 laser shots with the same gas and
laser parameters. For the laser parameters given in Section 2, the electron density was scanned in order to optimize the amount of accelerated electron charge and its reproducibility; the optimum electron density was found to be \((100 \pm 1.5) \times 10^{18} \text{ cm}^{-3}\) and was used for the studies on stability.

The electron spectra plotted in Fig. 2a were obtained during a series of 100 laser shots with laser energy and pulse duration fluctuations both equal to 2%.

They can be characterized by their average energy, i.e. a mean value weighted with respect to the charge contained in each energy bin, as well as by their maximum energy, considered as the highest energy for which the charge contained in its bin is at least equal to 10% of the maximum charge contained in each energy bin. These parameters are plotted in Fig. 2b. The mean value of \(E\) and \(E_{\text{max}}\) are 65 and 120 MeV with a standard deviation of 9 and 10%, respectively.

The laser energy and the beam charge for different energies are shown in Fig. 3. The laser energy is represented by the green curve with circles in Fig. 3a and the total charge as a function of shot number by the blue curve with squares in Fig. 3b. The red curves fitted in order to highlight the tendency over the series of shots.

The laser energy is plotted in Fig. 5b; it shows that the lower the electron energy is the larger the corresponding divergence is so a drift of divergence is estimated as

\[
\theta_{\text{FWHM}} = \frac{\sum Q(E) \times \theta_{\text{trans}}(E)}{\sum Q(E)}
\]

which sums all the FWHM divergences weighted by their corresponding charge. This method allows to compute both the spectrum and the transverse beam divergence for the same data.

This method was used to analyze the experimental data of Fig. 2 producing the beam divergence plotted in Fig. 5a as a function of the shot number.

The mean FWHM beam divergence is estimated to be \(\approx 9\) mrad with a standard deviation of 14% and undergoes two types of fluctuations. On one hand, the divergence fluctuates from shot to shot with a standard deviation of about 10%, which is of the order of gas density fluctuations inside the capillary tube as explained in Section 4. On the other hand, the divergence slowly decreases from 10 mrad to 7.5 mrad over the series of 100 shots. This drift can be explained by the significant change in charge distribution shown in Fig. 3. The divergence as a function of the electron energy is plotted in Fig. 5b; it shows that the lower the electron energy is the larger the corresponding divergence is, which is due to the charge distribution toward higher energies causes a decrease of the beam divergence.

The beam pointing fluctuations and the associated beam divergence were determined from a different series of 30 shots for the same experimental parameters. The beam divergence in this case was measured from the profile of the electron beam on the scintillating screen when the magnet was removed, so that electrons are not deflected. An example of electron beam image is
given by Fig. 6a, the FWHM beam divergence is estimated from the projected profiles, i.e. cumulated signal for each row and column of pixels of the CCD chip, which are plotted in the same figure. Despite an appropriate noise processing, the FWHM beam divergence of 14 mrad determined by this method is 35% larger than the previous value obtained from the spectra of Fig. 2a. This discrepancy is quite significant and can be explained as follows. Removing the magnet significantly changes the amount of charge reaching the scintillating screen, increasing it from 66 to 112 pC. It means that about half of the electrons have an energy below 40 MeV. When the magnet is used the electrons below detection level do not contribute to the determination of beam divergence. The electron beams which are detected are different, thus these two methods of measurement provide complementary information on the beam properties.

The beam pointing fluctuations are estimated as

\[
\langle \phi \rangle = \frac{1}{N D} \sum_i \sqrt{\langle (X_i - \bar{X})^2 \rangle + \langle (Y_i - \bar{Y})^2 \rangle}
\]

(2)

where \((X_i, Y_i)\) are the coordinates of the electron beam center for shot \(i\), \((\bar{X}, \bar{Y})\) is the mean position of beam centers, \(N\) is the number of shots and \(D = 41\) cm is the distance between the scintillating screen and the electron source. The coordinates of a beam center are taken as the position of maxima for each projected beam profile. The data of the series are presented in Fig. 5b, the color map represents the sum of 30 electron beam images of the scintillating screen and the green circles are the centers of electron beams. Pointing fluctuations of the electron beam centers are estimated to be 2.3 mrad, that is only 17% of the FWHM beam divergence.

4. Importance of gas confinement on electron properties

Several gas targets are currently investigated for optimizing the properties of electron beams self-injected and accelerated by laser plasma wakefields. Here we compare the properties of electron beams generated from self-injection in a gas jet and in 178 \(\mu\)m diameter capillary tube containing H\(_2\), at an electron density of \((10.0 \pm 1.5) \times 10^{18} \text{ cm}^{-3}\). The beam properties are summarized in Table 2. The values reported for the 10 mm long diameter capillary tube are discussed in Section 3.

Experiments with the gas jet as well as other capillary tubes were performed with the same laser settings for a series of
Reproducibility of electron beams from laser wakefield acceleration in capillary tubes

Table 2

<table>
<thead>
<tr>
<th>Target</th>
<th>Gas length (mm)</th>
<th>$Q_{100}\text{kV}\text{ms}$ (pc)</th>
<th>$\theta_{rms}$ (mrad)</th>
<th>$\theta_{max}$ (mrad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas jet</td>
<td>3</td>
<td>60 ± 60%</td>
<td>75 ± 32%</td>
<td>30 ± 80%</td>
</tr>
<tr>
<td>Capillary tubes</td>
<td>8</td>
<td>77 ± 47%</td>
<td>114 ± 15%</td>
<td>90 ± 10%</td>
</tr>
<tr>
<td>10</td>
<td>66 ± 11%</td>
<td>120 ± 10%</td>
<td>110 ± 5%</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>58 ± 18%</td>
<td>139 ± 6%</td>
<td>6 ± 16%</td>
<td>1.5</td>
</tr>
</tbody>
</table>

30 shots. The length of the gas plate, where electron self-injection occurs, was 3 mm for the gas jet whereas it was 4 mm for 8 mm long capillary tubes, 5 mm for 10 mm long capillary tubes and 15 mm for 20 mm long capillary tubes. This could explain the comparable amount of charge produced in the gas jet and the capillary tubes. In the cases of the 10 and 20 mm long capillary tubes, electron beams with similar maximum energies were generated. As the electronic density and the laser energy were the same in both cases, the comparison with the 10 mm long capillary tubes case shows that the 20 mm long capillary tubes are longer than the effective acceleration length, defined here as the sum of the self-focusing and dephasing length. Finally, the 10 mm long capillary generates the most stable beam charge. Higher energy is reached with the capillary tubes compared to the gas jet. It can be explained by the length of gas medium which is longer in the case of capillary tubes. Fluctuations of maximum energy, beam divergence and pointing are found to be much smaller in capillary tubes than in the gas jet used in this experiment. Differences in the gas distributions of these different targets can contribute to these observations. The gas distribution within a capillary tube is composed of a plateau between the two gas inlets and two steep gradients between the gas inlets and the exits of the capillary tube. The plateau is established in less than 1 ms: the stationary state is formed from the gas inlets and its environment, are estimated to be of the order of 15% and induce an uncertainty on the electron density from shot to shot. The profile of the gas jet is composed of first a steep up-ramp of 0.5 mm then a 3 mm long plateau and ends with a steep down-ramp of 0.5 mm. Both the fluid and PIC simulations need to be performed in order to improve our understanding of the impact of the gas distribution and its dynamics on the properties of electron beams.

5. Conclusion

The properties of electron beams generated by self-injection inside capillary tubes and in a gas jet were analyzed statistically. The results show that reproducible electron beams are produced with a charge above 40 MeV of 66 pc ± 17%, a FWBH beam divergence of 9 mrad ± 14%, a maximum energy of 120 MeV ± 10% and pointing fluctuations of 2.3 mrad in 10 mm long, 178 µm diameter capillary tubes at a density of (10.0 ± 1.5)×10$^{10}$ cm$^{-3}$. An improved charge stability for electrons above 40 MeV was observed using capillary tubes compared to the case with a gas jet. This can in part be attributed to an increase of the effectively used laser energy when a capillary tube is employed. Gas distribution fluctuations are suspected to be a significant source of instability. A gas jet and several capillary tubes were compared in order to determine if the gas distribution was modifying the stability of electron beams. A better reproducibility of electron properties is achieved when a capillary tube is used. The laminar, and shock-free, flow established in capillary tubes might be a more reproducible medium than a supersonic gas flow for producing stable electron beams. Gas density fluctuations, as a source of instability for laser plasma generated electron beams, will be further investigated in future works. Fluid and PIC simulations will be performed in order to enhance our understanding of the impact of the gas distribution and its dynamics on the properties of electron beams.
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The properties of laser wakefield accelerated electrons in supersonic gas flows of hydrogen and helium are investigated. At identical backing pressure, we find that electron beams emerging from helium show large variations in their spectral and spatial distributions, whereas electron beams accelerated in hydrogen plasmas show a higher degree of reproducibility. In an experimental investigation of the relation between neutral gas density and backing pressure, it is found that the resulting number density for helium is ~30% higher than for hydrogen at the same backing pressure. The observed differences in electron beam properties between the two gases can thus be explained by differences in plasma electron density. This interpretation is verified by repeating the laser wakefield acceleration experiment using similar plasma electron densities for the two gases, which then yielded electron beams with similar properties.
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The development of bright and ultrashort sources of particles and x rays is an important area of research. Such sources are of interest in many domains, including materials science, chemistry, biology, and medicine. Currently, emerging sources based on laser-plasma acceleration [1] are attracting significant attention. The accelerator can be very compact, and the particle beams have several unique characteristics. Recent achievements include the generation of electron beams with high energies (few GeV) [2], short pulse duration (few femtoseconds) [3], high peak current (few kA) [4], low energy spread (<1.5%) [5], and low emittance (few mm x mrad) [6]. For most demanding applications, however, the stability of the source is also very important. A critical issue for laser wakefield accelerator (LWFA) research is to find ways to decrease shot-to-shot fluctuations.

In a typical LWFA, an intense laser pulse is focused in a neutral gas medium and atoms, or molecules, are rapidly ionized by the leading edge of the laser pulse. The main part of the pulse interacts with a plasma, and free electrons are displaced by the laser ponderomotive force which leads to a significant charge separation and a copropagating plasma wave. Strong accelerating electric fields (~100 GV/m) are present in the plasma wave, and copropagating electrons can be accelerated to high energies if they have sufficient initial kinetic energy and are located in an appropriate phase of the plasma wave. In the so-called bubble regime [7], the injection of electrons can be achieved by driving the plasma wave to such a high amplitude that the wave breaks. This occurs as the velocity of the electrons exceeds the phase velocity of the plasma wave and results in self-injection of electrons from the background plasma into the accelerating phase of the plasma wave.

The threshold for wave breaking can be described as a laser power threshold [8] as well as a laser energy threshold [9] for a given plasma electron density $n_e$. Thus, for a given set of laser parameters, the self-injection threshold can be found by adjusting $n_e$. Assuming ideal gas behavior, the neutral gas number density $n$ in a supersonic jet is proportional to the pressure $p_0$ supplied to the nozzle and for a fully ionized gas $n_e = N_n n$, where $N_n$ is the number of electrons per atom, or molecule, depending on the gas species. Thus, for fully ionized gases, $n_e \propto p_0$. In this article, we present, to our knowledge, the first comparative study of electron beams emerging from supersonic jets of $\text{H}_2$ and $\text{He}$. These gases were chosen since they will be fully ionized for the present experimental conditions.

The experimental investigations were conducted using the multiterawatt laser at the Lund Laser Centre. This Ti:sapphire-based system produced 37 fs duration laser pulses with 650 mJ of energy on target during the present study. An f/15 parabolic mirror focused the laser pulse to a 16 $\mu$m (FWHM) spot measured in vacuum, which yielded a peak intensity of $5.7 \times 10^{18}$ W/cm$^2$. The beam waist was positioned, within one Rayleigh length, at the front edge of a supersonic gas flow released from a 2 mm diameter nozzle. Behind the interaction medium, along the laser propagation axis, a permanent dipole magnet dispersed the accelerated electrons according to energy. The dispersed electron beams impacted on a scintillating screen, imaged using a 16-bit digital camera. The integrated charge above
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the spectrometer threshold energy (40 MeV) was also estimated using the measured response of the scintillator screen [10,11].

In Fig. 1, two five-image sequences of electron beams accelerated in 2 mm gas jets of H\textsubscript{2} and He operated at $p_0 = 9.5$ bar are presented. It is apparent that electron beams originating from H\textsubscript{2} [Fig. 1(a)] were, compared to those accelerated in He plasmas [Fig. 1(b)], more stable in terms of maximum electron energy, position, and spatial divergence, as well as integrated beam charge. Most electron energy spectra contained a single peak with a relatively large energy spread, corresponding to the dispersed electron beams shown in Fig. 1(a). Also, the individual images shown in Fig. 1(a) are similar to the average of ten individual images for beams emerging from He [Fig. 1(b)] that fluctuated significantly and suffered from filamentation, which was not the case for beams from H\textsubscript{2}. Most of the energy spectra of the beams originating in He had multiple peaks, each often having very small energy spreads. It is also apparent that the sequence average [see Fig. 1(d)] is not similar to any of the individual images shown in Fig. 1(b). When comparing the two series, it can also be deduced that the integrated charge of beams accelerated in He is significantly larger than those accelerated in H\textsubscript{2}.

The integrated beam charge was measured in a sequence of pulses while varying the pressure in the range 3–15 bar, and the results are shown in Fig. 2. As can be seen, the threshold for self-injection, which is the point where beam charge increases rapidly, is at 9 bar for He but occurs at 11 bar for H\textsubscript{2}, indicating differences between the two media.

We have evaluated several phenomena in order to explain our observations, such as differences in the neutral gas ionization and the corresponding ionization-induced defocusing [12]. However, the intensity needed [13] for He $\rightarrow$ He$^+$ is $1.4 \times 10^{15}$ W/cm\textsuperscript{2}, and for He$^+$ $\rightarrow$ He$^{2+}$ is $8.8 \times 10^{15}$ W/cm\textsuperscript{2}, which are at least 2 orders of magnitude below the peak laser intensity used in this experiment. Thus, this effect should have been noticeable only at the front of the laser pulse and in the wings. Simulations of the laser-pulse evolution performed using the code WAKE [14], which included ionization of neutral gases, did not show any significant differences in pulse characteristics when propagating through H\textsubscript{2} compared to He at identical $n_e$.

Another possible cause for the behavior in Fig. 2 could be weaker accelerating fields for H\textsubscript{2} than for He. Since H\textsubscript{2} is a molecular gas, the background of positively charged ions in the bubble behind the laser pulse might not be homogenous, as is expected for monatomic gases such as He. Assuming that the protons of the fully ionized H\textsubscript{2} ions

FIG. 1. False-color images of five electron beams emerging from (a) H\textsubscript{2} and (b) He dispersed by a permanent dipole magnet. In both cases, a 2 mm nozzle was used at a fixed backing pressure of 9.5 bar. The reproducibility of the data is shown by the average of ten individual images of electron spectra for beams emerging from (c) H\textsubscript{2} and (d) He. All color scales are normalized to the maximum signal in (a).

FIG. 2. Measured charge $Q$ in the electron beams accelerated in a 2 mm gas jet over the scanned pressure range 3–15 bar in H\textsubscript{2} (blue circles) and He (red crosses) plotted as functions of the backing pressure. Each point represents the average of ten individual measurements with error bars indicating one standard deviation in each direction. Note that only electrons with an energy exceeding the cutoff (40 MeV) contributes to $Q$ in this figure.
are separated by their molecular bond distance (0.074 nm), Coulomb repulsion will cause an explosion. However, in a H₂ plasma, the initial ion speed (~4.5 nm/fs) is too small to have a noticeable effect on the ion density in the bubble.

Finally, the differences between the gases seen in Figs. 1 and 2 can be due to fluid mechanical differences between the gases. To determine the magnitude of such an influence on the resulting \( n_e \), a simple model of a converging-diverging nozzle was investigated. The relation between the nozzle throat sizes and flow Mach number \( M \) is [15]

\[
\left( \frac{r_0}{r} \right)^2 = \frac{1}{M} \left[ \frac{2 + (\kappa - 1)M^2}{(\kappa + 1)} \right] \frac{\nu_{\text{exit}}}{\nu_{\text{throat}}},
\]

where \( r_0 \) is the nozzle exit radius, \( r \) is the critical radius where the flow reaches sonic speeds inside the nozzle, and \( \kappa \) is the ratio of specific heats of the gas with numerical values 1.41 for H₂ and 1.66 for He [16]. For the specified \( r^* = 0.39 \) mm of the 2.0 mm diameter nozzle used in the experiments, Eq. (1) yields \( M = 3.5 \) and \( M = 4.2 \), for H₂ and He, respectively. Assuming that the gas can be described as an ideal gas, it is also possible to express the density at the nozzle exit, \( n_{\text{exit}} \), as [17]

\[
n_{\text{exit}} = \frac{p_0}{k_B T_0} \left[ 1 + \frac{\kappa - 1}{2} M^2 \right] \frac{n_{\text{exit}}}{\nu_{\text{throat}}},
\]

where \( k_B \) is Boltzmann’s constant and \( T_0 = 293 \) K the temperature. As the flow exits the nozzle, it will diverge with half-angle \( \varphi \) given by \( \varphi = \alpha + \theta \), where \( \alpha = \arcsin M^{-1} \) is the Mach cone half-angle and \( \theta \) the nozzle expansion angle. This means that, using cylindrical symmetry, the radius of the gas flow can be written as \( r = r_0 + h \tan \varphi \), where \( h \) is the vertical distance from the nozzle exit. Assuming that \( \varphi \) remains constant, the gas density at a specific \( h \) close to the nozzle exit can be estimated as \( n = n_{\text{exit}} \left( \frac{r_0}{r} \right)^2 \).

As is seen from Eqs. (1) and (2), there is a nontrivial relation between \( n_{\text{exit}} \) and the gas-species-dependent \( \kappa \). Therefore, characterizing the relation between \( n_{\text{exit}} \) and \( p_0 \) for both gases released from the nozzle was necessary and performed experimentally. The phase shift introduced by He at \( n_e \approx 9.3 \times 10^{18} \) cm⁻³ for H₂ and \( n_e \approx 1.2 \times 10^{19} \) cm⁻³ for He. Using a similar \( n_e \) for He as for H₂ in Fig. 3(a) results in Fig. 4(b). Now it can be seen that the rapid increase in \( Q \) occurs at the same \( n_e \) for both gas species. The effect observed in Fig. 1 is therefore not significantly due to any of the previously discussed differences between the two gas species but can be explained by the relation between \( n_e \) and \( p_0 \) in Fig. 3. In Fig. 1, the electrons were accelerated in gas jets with \( p_0 = 9.5 \) bar which corresponds to \( n_e \approx 9.3 \times 10^{18} \) cm⁻³ for H₂ and \( n_e \approx 1.2 \times 10^{19} \) cm⁻³ for He. Using a similar \( n_e \) for He as for H₂ in Fig. 1(a) results in Fig. 4(b). Now, the accelerated electron beams emerging from He are very similar to the ones from H₂, which is also seen when comparing the averages of ten individual images in Figs. 1(c) (H₂) and 4(c) (He). Laser self-focusing inside the plasma becomes stronger with increasing \( n_e \), resulting in a smaller spot size \( w_0 \) and a higher normalized vector potential \( a_0 \) for He than for H₂. For small \( w_0 \) and high \( a_0 \), it is expected that self-injection LWFA results in unstable, high charge electron beams, since transversal injection dominates over longitudinal injection [19]. When longitudinal injection is the dominant injection mechanism (large \( w_0 \) and small \( a_0 \)), the accelerated electron beams becomes very stable, but with low charge. Thus, the differences seen in Fig. 1 can be explained by the differences in \( n_e \) between H₂ and He at

\[
\text{FIG. 3. The plasma electron number density } n_e, 1 \text{ mm from the nozzle orifice (2 mm diameter) as a function of the applied backing pressure } p_0. \text{ Assum}
\]
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Identification p0, since the two series have different injection mechanisms.

In this study, we have shown that electron beams emerging from H2 at identical nozzle backing pressures have different properties. This is found to be primarily a result of the supersonic gas jet number density dependence on a specific heat ratio which, generally, differs between gas species. Repeating the experiment using similar \( n_e \) for both gases confirms these findings, since the resulting beams of accelerated electrons then showed similar properties regardless of gas species. Thus, both gases resulted in stable, low charge electron beams for \( n_e < 8 \times 10^{18} \text{ cm}^{-3} \), which can be deduced from Fig. 4. It is also believed that this effect can have implications when using gas mixtures as an acceleration medium and should be studied further.
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FIG. 4. (a) Measured charge \( Q \) from Fig. 2 plotted against plasma electron density \( n_e \) (assuming full ionization) instead of backing pressure \( p_0 \) by using the results of Fig. 3. Again, only electrons with energies exceeding the cutoff energy of the spectrometer setup contribute to \( Q \). Each point represents the average of ten individual measurements with error bars indicating one standard deviation. (b) False-color images of five electron beams emerging from He at \( n_e \) = 9.8 \times 10^{18} \text{ cm}^{-3} \) dispersed by a permanent dipole magnet, showing a high resemblance to electron beams accelerated in H2 at similar \( n_e \). (c) Average of the full ten-image sequence which is partly shown in (b). The color scales are normalized to the maximum signal in Fig. 1(a).
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A novel approach to implement and control electron injection into the accelerating phase of a laser wakefield accelerator is presented. It utilizes a wire, which is introduced into the flow of a supersonic gas jet creating shock waves and three regions of differing plasma electron density. If tailored appropriately, the laser-plasma interaction takes place in three stages: Laser self-compression, electron injection, and acceleration in the second plasma wave period. Compared to self-injection by wave breaking of a nonlinear plasma wave in a constant density plasma, this scheme increases beam charge by up to 1 order of magnitude in the quasimonoenergetic regime. Electron acceleration in the second plasma wave period reduces electron beam divergence by ~ 25%, and the localized injection at the density downramps results in spectra with less than a few percent relative spread.
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Plasma-based laser-driven electron accelerators can produce strong longitudinal fields, ~100 GV/m, in the collective electron oscillations in the wake of an intense laser pulse [1]. This gives an advantage over conventional accelerators using rf cavities regarding the relatively compact high-power tabletop laser systems readily available [2].

In most experiments, injection of electrons into the accelerating structure relies on breaking of the plasma wave, which can thus self-inject electrons. This scheme is rather simple and quasimonoenergetic beams have been produced [3–5]. Electron beams of low spectral spread and divergence are necessary for these accelerators to be attractive for applications [6–8]. However, the wave breaking process is highly nonlinear, and in order to achieve higher quality beams, means to control the injection process are required. Both the amount of charge and the time of electron injection from the background plasma into the accelerating and focusing phase of the wakefield are crucial [9–11]. Here, self-injection [12–14] is inferior to most schemes with external injection control, such as colliding pulse techniques [15–18], ionization injection [19,20], or gradients in plasma electron density [21–24], which are used in this experiment. At the downwards gradient the plasma wavelength increases rapidly, the plasma wave breaks and electrons are trapped.

Shock waves resulting in very abrupt density transitions have been produced previously with a knife edge introduced into a supersonic gas flow [25]. By this, a well-defined shock wave and a density downwards gradient is provided on the laser axis. Alternatively, an auxiliary pulse produced an electron depleted region by formation of an ionization channel followed by hydrodynamic expansion [26,27]. Our experiment relates to these, as plasma densities are modulated on the laser axis to control injection externally.

We present a novel, staged, three step, laser wakefield accelerator that utilizes a thin wire crossing the supersonic flow of a gas jet. In this scheme, extremely sharp density transitions and shock waves facilitate gradient injection. These transitions may be of only some microns length [28]. In the first stage, comprised of a constant plasma density prior to reaching the first shock front, the pulse propagates and may thus match itself to the plasma conditions by relativistic self-focusing, self-modulation and temporal compression, with only a negligible amount of charge being trapped. After a variable length, adjustable by the wire position along the optical axis, the laser pulse reaches the second stage, where the first shock front, originating from the wire, in combination with the subsequent expansion fan produces gradients that enable injection. During the transition to the third stage, the plasma density increases from the density-diluted region right above the wire to the final constant density region. The plasma wavelength shrinks rapidly, which under certain circumstances enables a controlled charge transfer of the previously injected electrons from the first into the second plasma wave period. This mechanism, which is driven by inertia, may in addition have a filtering effect on the previously injected charges. The dominant process, however, is a new injection at the second shock front. The proceeding constant density plasma is finally utilized for electron acceleration driven by the already matched laser pulse.
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The experiment was conducted at the Lund Laser Centre, Sweden, where a Ti:Sa CPA laser system provided pulses at 800 nm central wavelength with 42 fs duration and 1 J energy. The laser field is horizontally polarized. A deformable mirror and an f = 75 cm off-axis parabolic mirror facilitated a nearly diffraction limited focal spot, 0.7 mm above the orifice of a 3 mm diameter supersonic gas nozzle. The laser was focused at the boundary of the gas jet producing a spot with 15 μm diameter (intensity FWHM). A motorized holder positioned a wire above the nozzle but below the laser optical axis (z axis). This produced three distinct plasma density regions for the laser interaction as schematized by the white broken line function in Fig. 6. To tailor and model plasma electron densities for simulations, interferometric measurements were carried out using hydrogen at 9 bar backing pressure. It was found that the laser pulse initially encounters a region of approximately constant electron density (region I), which was determined to \( 6 \times 10^{18} \) cm\(^{-3} \). After \( \approx 1 \) mm it encounters the first shock wave and a downwards gradient, followed by region II, where the plasma density is reduced to \( 3 \times 10^{18} \) cm\(^{-3} \) over \( \approx 300 \) μm. After a second shock wave transition, region III is reached. Here the density is approximately the same as in region I and it is here the main acceleration takes place. Plasma densities scale linearly with backing pressure. Adjustments of wire position, thickness, Mach number, and backing pressure tailor gradients, lengths, and density ratios between region I and region II to match the requirements for electron injection and laser guiding. Shock wave divergence angle and density ramps were found to be symmetric as long as the wire is <0.5 mm off the nozzle center. Without wire, the plasma density is almost constant and comparable to that at the plateau regions I and III.

As diagnostics served a top view camera and a permanent magnet electron spectrometer equipped with a Lanex screen (Kodak Lanex Regular), whose emission was recorded by a 16 bit CCD camera. Based on previous work [29,30], the electron spectrometer is calibrated in absolute charge. The setup is depicted in Fig. 1.

Stainless steel wires with 300, 200, 50, and 25 μm diameter were tested, but only the latter two were found to trigger injection, with the clearly best performance with the 25 μm wire. Thicker wires inevitably increase the length and depth of the density-diluted region II, promoting defocusing and making it difficult to maintain a sufficiently focused laser pulse for region III.

Hydrogen and helium were both tested as target gas together with the wire but while hydrogen could deliver electron beams in more than 90% of the shots; helium was much less reliable with an optimized injection probability of less than 20%. This is in line with parallel studies investigating the influence of the target gas on beam quality and reliability in a constant density gas jet [31]. Thus, in the following, results obtained with hydrogen are presented.

![Experimental setup](image)

**FIG. 1.** Experimental setup: The laser pulse enters from the left and impinges on the gas jet 0.7 mm above the nozzle. The wire is positioned \( \approx 0.2 \) mm above the orifice. Top view and a permanent magnet Lanex electron spectrometer serve as primary diagnostics. The position \( z = 0 \) along the laser axis is centered above the nozzle.

A wire height scan revealed that the probability for the production of electron beams increases with reduced distance to the optical axis. However, when closer than 0.65 mm the lifetime of the wire is reduced. As no improved performance on the production of electron beams could be observed in the range between 0.35 and 0.50 mm, the latter position was chosen. Here, the 25 μm wire survived about 60 to 100 shots.

A \( z \) scan conducted with the 25 μm wire, 0.50 mm below the laser optical axis, and with a backing pressure below but close to the threshold for self-injection, revealed the sensitivity of the wire position along the optical axis on the production of electron beams (threshold is defined here as the constant plasma density resulting in beams with <10% of the maximum charge observed during a pressure scan in the quasimonoenergetic regime). This window was found to be \( \approx 200 \) μm wide only. Outside this, the beam charge is comparable to the self-injection case without density modulation.

Pressure scans were carried out at what was found to be the optimum spatial parameters, employing the 25 μm diameter wire at 0.50 mm distance to the optical axis and at a longitudinal \( z \) position 0.07 mm from the nozzle center towards the off-axis parabolic mirror. The wire injection scheme was found to be rather robust with regard to backing pressure. Below the self-modulated laser wakefield accelerator (LWFA) regime at 11 bar, the beam charge is increased by 1 order of magnitude, as illustrated in Fig. 2. With the wire, electron beam divergence is not affected by the overall plasma density but is on average only 75% compared to the self-injection case. On rare occasions, a beam divergence down to 2 mrad could be demonstrated, which is less than the minimum divergence achieved without wire.

Example spectra can be seen in Fig. 3, showing the spectral range from 43 MeV to infinity. A relative spectral spread \( \Delta E/E \leq 4\% \) can be calculated. Note however, that
spectrometer dispersion and divergence have not been deconvoluted here. In fact, 4 mrad FWHM (see Fig. 3) produces an apparent $\frac{\Delta E}{E} = 4\%$ (FWHM) at 100 MeV, thus the real relative spectral spread is below what can be resolved with this particular spectrometer but less than a few percent. Electron beam mean energies are generally lower with the wire. The effect of the wire is threefold: It injects a charge $\approx 10$ times higher than that available without wire while at the same time providing beams with clean quasimonenergetic spectra and reduced divergence, thus brightness is increased dramatically. A weak self-injected background charge can be identified in most of the shots. Within limits, energy tuning becomes possible by altering the $z$ position of the wire as illustrated in Fig. 3. From this a field of $\approx 250$ GV/m and an acceleration length of $\approx 0.4$ mm may be estimated, indicating that acceleration for the wire-injected beams effectively only takes place in stage III. The background charge, which is higher in energy, must therefore result from injection in an earlier stage, or resemble an injected dark current exposed to higher acceleration fields. If we assume this background not to be accelerated over a much longer distance than the wire-injected charge, this indicates that acceleration of the wire-injected charge takes place in a later plasma wave period as field strengths decrease with increasing number of plasma wave oscillation periods behind the laser driver. This is supported by beam profile measurements that show an ellipticity in the beam divergence for the self-injected beams only, as illustrated in Fig. 4, which can be understood as an effect due to the interaction of the injected electrons with the laser field inside the first plasma wave period [32].

Figure 5 shows spectra with and without wire at backgroung pressures that result in comparable beam charges for both cases. Wire injection at 9 bar is thus compared to self-injection at 12 bar. Note that low-energy artifacts, carrying a significant amount of charge, appear $>20$ pC in the spectra of self-injected beams, while spectra of wire-injected beams are cleaner. The tendency of decreasing peak energy with increasing charge due to beam loading [10] is clearly visible in the wire injection case and indicates that injection probably occurs at the same $z$ position.

The 3D fully relativistic parallel PIC code ELMIS [33] was used to investigate the physical mechanisms in the modulated density during laser propagation. In the simulation 140 attoseconds corresponded to one time step and an $80 \times 80 \times 80 \mu m^3$ box was represented by

FIG. 2. Comparison of divergence and charge of electron beams using hydrogen as target gas. The red stars represent shots with the wire 0.5 mm below the laser axis, and blue crosses represent LWFA with nonlinear wave breaking and self-injection. Every data point corresponds to one shot. The failure rate with wire is below 5% and thus comparable to the wireless self-injection. Note the increased brightness indicated by the results in the figure to the right.

FIG. 3. Example spectra with comparable charge and variable wire position as recorded on the Lanex screen using 9.5 bar backing pressure. Besides the rather strong peak when the wire is present, a weak background self-injection can be seen in all spectra.

FIG. 4. Beam profile measurements acquired with helium illustrate different eccentricities for the two cases without wire on the left and with wire on the right, shown on an equal lateral and normalized color scale.
1024 × 256 × 256 cells. The ions (H\(^+\)) were mobile. During the simulation the average number of virtual particles was 1 billion. Laser parameters were taken from the experiment. As the resolution for the measured plasma densities was limited to 100 \(\mu\)m, the exact distribution is unknown. Still, the interferometric data does provide useful information about densities and lengths of each section while steeper gradients such as shock fronts remain concealed. In combination with theoretical considerations and fluid simulations by Wang et al. [34], a profile resembled by the broken line function in Fig. 6 is very likely and thus used for the simulations. This density distribution is fully consistent with the acquired interferometric data. It should be noted though that estimated gas jet temperatures in the experiment are in the range 10–50 K only, and are thus 1 order of magnitude lower than those simulated by Wang et al. [34]. Moreover, in our case, the distance between wire and plasma channel was about 3 times larger than what was presented in that particular paper.

Additionally, those simulations were carried out with helium while we used hydrogen, which at these low temperatures requires a different equation of state. With the proposed density distribution, simulations show that when traversing region I, the laser pulse gets focused transversely and generates a highly nonlinear plasma wave, which does not reach breaking and thus facilitates neither longitudinal nor transverse self-injection of electrons. In line with previous studies [21,22,35] at the density downramp, which is the expansion fan originating from the wire, the cavities of the nonlinear plasma wave rapidly expand behind the laser pulse and thereby catch electrons accumulated between the buckets. In region II these electrons form an electron bunch. At the entry to region III, the cavity size shrinks again. With the assumed shallow inward gradients however, injected electrons are dephased after the transition and are not accelerated further. The following outward density shock wave enables a second injection of a new bunch into the second plasma wave period, which is accelerated throughout region III.

The initial dephasing and renewed injection of electrons upon entering stage III, followed by a rapid acceleration over no more than half a millimeter until the end of the gas jet, explains the rather short acceleration distances that can be derived from the field estimates related to Fig. 3. This also leads to the observed lower final energy of the electrons compared to the self-injection case. The localized injection results in highly monoenergetic beams both in simulation and experiment. When increasing the height above the wire, a decrease in gradient strengths together with an extension of region II explains the reduced probability for the production of electron beams when operating at too large a distance. That the electrons are accelerated in the second plasma wave period, isolated from the laser pulse, as suggested by simulations and indicated experimentally, may as well explain the reduced divergence.

In conclusion, a wire injection scheme has successfully been demonstrated as an alternative to some more complex setups facilitating controlled injection. Beam features include a reduction in divergence by 25% and an increase in bunch charge by up to 1 order of magnitude if compared to beams of electrons accelerated in the quasimonoenergetic, nonlinear, self-injection regime. Their spectra are tunable and show less than a few percent relative spread. Simulations confirm the experimental findings with respect to external injection control, acceleration in the second plasma wave period, and resulting spectral distribution.
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We report on a study on controlled injection of electrons into the accelerating phase of a plasma wakefield accelerator by tailoring the target density distribution using two independent sources of gas. The tailored density distribution is achieved experimentally by inserting a narrow nozzle, with an orifice diameter of only 400 μm, into a jet of gas supplied from a 2 mm diameter nozzle. The combination of these two nozzles is used to create two regions of different density connected by a density gradient. Using this setup we show independent control of the charge and energy distribution of the bunches of accelerated electron as well as decreased shot-to-shot fluctuations in these quantities compared to self-injection in a single gas jet. Although the energy spectra are broad after injection, simulations show that further acceleration acts to compress the energy distribution and to yield peaked energy spectra.
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Benefiting from the high electric fields that can be sustained in a plasma wave, laser wakefield accelerators [1] appear promising as compact sources of highly relativistic electrons and X-rays. Quasi-monoenergetic bunches of highly relativistic electrons were first observed in 2004 [2–4], by self-injection through wave-breaking. Since then, much effort has been made on controlling the injection of electrons into the accelerating plasma structure. Different mechanisms for injection, such as injection by colliding laser pulses [5–7] and ionization [8–11] and injection in density down-ramps [12–16] etc., have been proposed and studied both theoretically and experimentally.

The mechanism of density down-ramp injection is typically divided into two regimes; short density ramps (of the order of the plasma wavelength, \( \lambda_p \)) and long density ramps (\( > \lambda_p \)). Short density ramps have been produced experimentally, for example by optical plasma formation and expansion [17] and by shock waves [15,18] in gas jets. Due to the well-localized injection point, electron bunches with peaked energy spectra can be generated. In longer density ramps [14,16], injections occur over a longer distance, and thus initially give broad energy spectra. However, after further acceleration of the electrons, the energy spectra can become peaked.

The mechanism of density down-ramp injection relies on breaking of the plasma density wave that follows a laser pulse. This occurs when the electrons that constitute the plasma wave approaches and exceeds the phase velocity of the wave. For laser wakefield accelerators based on self-injection this is achieved by driving the plasma density oscillations to such high amplitude that wave-breaking occurs. In contrast, density down-ramp injection exploits the gradually increasing plasma wavelength in the ramp. Behind the driving laser pulse, this results in a decreased phase velocity of the plasma density wave and can thus be used to reach the conditions for wave-breaking.

In this article, we present a study, experimentally and numerically, on controlled injection of electrons into the accelerating field of a laser wakefield accelerator, based on long density down-ramps, and the subsequent acceleration of the injected electrons in the following low density plasma. The aim is to improve our understanding of the physics behind both injection in density down-ramps and the subsequent acceleration.

Controlled injection is achieved in this experiment using two separate nozzles to supply the gas in the interaction region. In contrast to the work presented in Ref. [16], where ionization-induced injection is employed in combination with a density down-ramp, the electrons are injected in this experiment solely by density down-ramp injection. Furthermore, our experimental setup allows for continuous variation of the length of the plasma after the injection point, as compared to Refs. [14,16]. We show that this density distribution can be used to separately control the amount of charge and the electron kinetic energy in the bunches of accelerated electrons. The shot-to-shot fluctuations, in total charge and energy distribution, achieved using this setup are significantly smaller compared to the beams accelerated in the self-injection scheme in a single
gas jet. The conclusions presented in this article are based on experiments, performed using a multi-terawatt laser at the Lund Laser Centre, and supported by particle-in-cell (PIC) simulations using the code CALDER-CIRC [19].

The laser pulses, each containing 650 mJ of energy and with a duration (FWHM) of 40 fs, are focused to an almost circular spot with 19 μm diameter (FWHM), using an f = 0.765 m off-axis parabolic mirror. The peak intensity of the laser pulses, when focused in vacuum, is determined to 3.7 × 10^19 W/cm², corresponding to a normalized vector potential of 1.3.

Two separate nozzles are used to provide the desired density distribution of hydrogen gas in the interaction region, as illustrated in Fig. 1(a), and is ionized by the leading edge of each laser pulse. The main part of the gas is supplied by a nozzle with an exit diameter of 2 mm, with its orifice located 1 mm from the optical axis. This nozzle provides an almost cylindrically symmetric jet of gas toward the optical axis, and is typically positioned such that the laser pulse is focused on the front edge of the density distribution. Additionally, a narrow metallic tube, with an orifice diameter of 400 μm, is inserted into the jet, perpendicular to both the optical axis and the direction of the main jet. Gas is supplied through this tube to provide an additional, localized, contribution to the density in the interaction region with the laser pulse.

The total neutral density distribution, along the optical axis, of the gas provided from these two nozzles is characterized off-line by measuring, using a wavefront sensor, the additional optical path length introduced by the gas in an optical probe beam [20]. The optical path length introduced by the gas provided from the 2 mm nozzle is first measured and the density distribution is calculated assuming circular symmetry. The narrow tube is inserted into the flow from the 2 mm nozzle and the wavefront is again measured, first without any gas supplied from the narrow tube. By comparing the wavefront with and without the narrow tube inserted in the flow we conclude that the gas distribution is essentially unaffected by inserting this tube. Finally, the difference in optical path length is measured with gas supplied simultaneously from the main nozzle and from the narrow tube, as shown in Fig. 1(b). This allows the contribution from the narrow tube to the total gas density to be determined assuming circular symmetry close to the orifice, and the final total density profile, shown in Fig. 1(c), to be calculated.

The total density distribution along the optical axis contains a peak and a plateau joined together by a gradient. As will be shown, under suitable chosen conditions, density down-ramp injection of electrons into the accelerating phase of a laser plasma wakefield occurs in this gradient and the electrons are subsequently accelerated in the remaining plasma.

The backing pressures supplied independently to each nozzle are used to control the density in the peak and the plateau. The density profile from the 2 mm gas nozzle is approximately flat over 0.7 mm which corresponds to the maximum plateau length. The density in the plateau is used to control the plasma wavelength in this region and is also used to tune the strength of the accelerating field. Furthermore, the two nozzles are separately mounted on 3-axis translation stages which allow full control of the position of the two density distributions both relative to each other and relative to the laser focus. By moving the 2 mm nozzle along the optical axis, while keeping the narrow nozzle fixed, the length of the density plateau is varied. This degree of freedom provides a mean to perform studies of the acceleration independently of the injection of electrons.

FIG. 1. A schematic illustration of the experimental setup is shown in (a). The laser pulses (red) are focused on the front edge of the gas jet provided from a 2 mm nozzle with its orifice located 1 mm from the optical axis. A narrow tube is inserted into the jet, with its orifice 0.2 mm from the optical axis, and provides locally an additional amount of gas. The electrons (blue) accelerated in the interaction propagate along the optical axis. Measurements, using a wavefront sensor, of the additional optical path length introduced by the gas in an optical probe beam allows the neutral gas density profile to be determined. In (b) the additional path length (Δz) introduced by the gas, supplied from both nozzles simultaneously, is shown in the color scale in the part not obstructed by the narrow tube. The 2 mm nozzle is located just below the edge of the image and supplies a flow of gas along the vertical (z) axis. The shadow of the narrow tube marks its position in the left part of the figure. The optical axis of the main laser beam is perpendicular to the plane of the figure and its position in the plane is marked as a white cross. The typical neutral gas density (nneutral) distribution along the optical (z) axis used in this experiment is shown in (c). The tube can be moved along the optical axis to change the position of the density peak and thus also the density down-ramp. Furthermore, the density in the peak and plateau can be varied independently.

Measurements of the density distributions show that the gradient between the two regions is approximately 230 μm long and is unaffected by changing the backing pressure within the range used in this experiment. Thus, the density down-ramp becomes sharper as the backing pressure to the narrow tube is increased, which allowed for studies to be performed of the dependence of the number of injected electrons on the gradient.

The electrons accelerated in the plasma are observed by letting them impact on a scintillating screen (KODAK LANEX REGULAR), imaged onto a 16-bit CCD-camera (PRINCETON PHOTONMAX 1024). The amount of charge impacting on the scintillating screen is determined using published calibration factors for the screen [21] and by calibration of the response of the CCD-camera through the imaging optics. Furthermore, a 10 cm long dipole magnet with a peak field strength of 0.7 T can be inserted in the electron beam to disperse the electrons according to energy before impacting on the scintillating screen. This allows for the energy spectrum, above a cutoff energy of 40 MeV, of the electron beams to be determined. The electron energy dispersion on the scintillating screen was calibrated by numerically tracing electrons of different energies through the dipole magnetic field, according to the experimental geometry.

Electrons were first injected and accelerated in a target where gas was supplied only from the 2 mm gas nozzle. The threshold in electron number density in the plateau for required self-injection was found to be approximately $1 \times 10^{18}$ cm$^{-3}$. The observed beams of electrons had the typical characteristics of self-injection in gas jets [22,23], with limited reproducibility and a bunch charge of the order of 30 pC with a standard deviation higher than 50%.

The electron number density provided from the 2 mm nozzle was lowered well below threshold for injection (to $3 \times 10^{18}$ cm$^{-3}$). When adding gas also from the narrow tube, beams of accelerated electrons were observed [see Fig. 2(a)] for every laser pulse sent onto the target. The bunches of accelerated electrons injected using this composite gas target contain only of the order of 1 pC and their spectra typically contain a broad peak [see Fig. 2(b)]. Furthermore, the shot-to-shot stability in charge and energy of the electron beams, with standard deviations 13% and 5%, respectively, is far better than the stability of the beams injected through the self-injection mechanism in a single gas jet. This indicates that the local increase of gas in the interaction region facilitates the injection of electrons into the accelerating wakefield, and the reproducibility suggests that the mechanism is different from the self-injection observed when only supplying gas from one nozzle.

The kinetic energy of the accelerated electrons could be controlled by varying the remaining plasma length after the density down-ramp. This was done by moving the 2 mm gas nozzle, while keeping the position of the down-ramp

FIG. 2. Typical image of the dispersed electrons impacting on the scintillating screen (a) in a color map representing amount of charge per area. The total amount of charge is approximately 1.5 pC and the beams have a divergence of 10 mrad. Calculated energy spectra of electrons accelerated in five consecutive shots (b). The energy spectra of the electrons accelerated using this target typically contains a broad peak at an energy that is tunable from 50 to 80 MeV. The shot-to-shot fluctuations in charge and average energy achieved using this setup are significantly better compared to self-injection.

fixed with respect to the laser focus in vacuum. The resulting dependence of the peak electron energy on the length of the remaining plasma is shown in Fig. 3 for two different densities in the plateau. The result shows that a longer plasma, after the density down-ramp, provides higher energy of the electrons. This corresponds well with the estimated dephasing length [24] $L_D \approx 3$ mm, i.e., the maximum length an injected electron can stay in the accelerating phase of the wakefield, which is much longer than the plateau.

Assuming that the movement of the 2 mm gas nozzle has minor effects on the position of injection, the average accelerating electric field is estimated by fitting a line to each series of data. This gives a value of 37 MV/mm at a density of $2.6 \times 10^{18}$ cm$^{-3}$ in the plateau and 50 MV/mm at a density of $3.25 \times 10^{18}$ cm$^{-3}$.

These accelerating electric fields are quite low compared to most other studies of laser wakefield acceleration using similar laser parameters [15]. This can be explained by two parts; first, the electron number density in the plateau is relatively low compared to studies in which the accelerator is operated close to the threshold for self-injection. This leads to a lower peak electric field in the accelerating region in our experiments. Second, as the electrons are injected when the plasma wake is growing longitudinally behind the laser pulse, in a long gradient, the electrons will be distributed longitudinally over a length approximately equal to $\Delta l_p$, where $\Delta l_p$ is the difference in plasma...
wavelength in the peak and the plateau regions. As the plasma wavelength increases from 11 μm in the peak where the electron number density is $11 \times 10^{18}$ cm$^{-3}$ to 19 μm for the electron number density in the plateau of $3.25 \times 10^{18}$ cm$^{-3}$, the injected electrons will be distributed along 8 μm in the first plasma period. Thus, the injected electrons are distributed over approximately 40% of the first plasma wave period, and the average electric field experienced by the injected electrons is lower than if they were all placed in the back of the first plasma wave period, which is the case for self-injection.

The influence of the electron number density in the plateau after the density down-ramp was studied while keeping the electron number density in the peak constant at $11 \times 10^{18}$ cm$^{-3}$. The resulting kinetic energy of the accelerated electrons showed a strong dependence on this electron number density (see Fig. 4).

While varying the energy of the electrons, using either of the methods described above, the charge did not show significant variations compared to the standard deviation. We conclude that the energy of the electrons could be controlled independently of the amount of injected charge, by changing either the electron number density in the plateau or the length of the plateau. The amount of charge in the electron beams could be separately controlled, within a certain range, by varying the peak density while keeping the plateau density constant. No trend is observed in the electron energy spectra while varying the peak density, whereas the beam charge shows a clear dependence on the electron number density in the peak as shown in Fig. 5. Up to an electron number density of $10 \times 10^{18}$ cm$^{-3}$, the charge increases linearly with electron number density in the peak. By increasing this density by only 40% (from $10^{18}$ cm$^{-3}$ to $10 \times 10^{18}$ cm$^{-3}$), the observed charge was increased by more than a factor of 3. Furthermore, the standard deviation of the shot-to-shot fluctuations in charge around the fitted linear dependence on peak electron number density is smaller than 0.1 pC (standard deviation).

Thus, the relative charge fluctuations are significantly smaller using this setup than in our experiments for self-injection using a single gas jet.

An interesting feature is observed in the charge dependence as the electron number density in the peak is increased beyond $10 \times 10^{18}$ cm$^{-3}$, shown in the inset in Fig. 5. At these densities the shot-to-shot fluctuations in charge are much larger than for lower densities. Remarkably, there

FIG. 3. Peak energy against relative jet position along the optical axis for two different plateau densities. The acceleration length in the plateau after the density down-ramp is controlled by the position of the gas jet. Zero on the x-axis corresponds to the position where the density down-ramp is approximately centered in the density distribution from the jet. Each data point corresponds to 10 consecutive shots and the error bars indicate one standard deviation in each direction. While the electron number density in the peak is kept constant at $11 \times 10^{18}$ cm$^{-3}$, the peak energy increases linearly (dashed blue line) with the relative jet position.

FIG. 4. Peak energy (blue) and total charge (red) against electron number density in the plateau. Each data point corresponds to 10 consecutive shots and the error bars indicate one standard deviation in each direction. The peak energy increases linearly (dashed blue line) with the electron number density, whereas the total charge shows no such trend. The electron number density in the peak is kept constant at $11 \times 10^{18}$ cm$^{-3}$.

FIG. 5. Charge, above 40 MeV, as a function of electron number density in the peak. The positions of the two nozzles are kept fixed and the electron number density in the plateau is kept constant at $3.25 \times 10^{18}$ cm$^{-3}$. At low peak densities, the amount of injected charge increases linearly with only small shot-to-shot fluctuations (standard deviation of 0.09 pC) around the fitted line (red dashed). At densities above $10 \times 10^{18}$ cm$^{-3}$ (shown in the inset), large fluctuations occur. However, the fluctuations only contribute to an increase in the total charge and indicate two different mechanisms of injection. The onset of the large fluctuations coincides with the electron number density threshold for self-injection.
is not a single data point below the line that follows the charge dependence for densities below $10 \times 10^{18}$ cm$^{-3}$. The images of the dispersed electrons on the scintillating screen show that the electron beams, for peak densities above $10 \times 10^{18}$ cm$^{-3}$ typically contain two components. One component with spectral shape and total charge similar to the ones observed at lower peak density is present on every shot. In addition, some beams contain a second component with higher charge and different spectral shape. The shot-to-shot fluctuations in this component is significantly larger than the fluctuations in the first component. We interpret this feature as injection of electrons through two different mechanisms; the stable, low charge component which is present on every shot is injected as the laser pulse propagate through the density down-ramp. The second component, which is only present above a certain threshold value for the electron number density in the peak, could be due to self-injection in the peak. This interpretation is supported by the observation that the value of the electron number density above which the second component starts to appear is the same as the electron number density threshold for self-injection observed in our experiments using a single gas jet.

To further support our interpretations of the experimental results, particle-in-cell simulations are performed using the code CALDER-CIRC [19]. In the simulations, the electron number density profile is approximated by a piecewise linear function, including two regions of constant density joined together by a linear gradient as shown in Fig. 6(a). The laser pulse parameters are chosen to correspond to those used in the experiments.

From the simulations, it is observed that the laser pulse undergoes self-focusing and self-compression in the increasing density and excite a highly nonlinear wakefield as the laser pulse reaches the density peak. However, no electrons are injected into the accelerating structure in this region [see Fig. 6(b)], as the wakefield is not yet strong enough for self-injection. As the laser pulse propagates through the linear density down-ramp, the wakefield structure increases in size and a certain portion of the background electrons become located within the electron void behind the laser pulse [see Fig. 6(c)]. The injection of electrons into the wakefield stops when the rear end of the first plasma period reaches the end of the density down-ramp, whereas the already injected electrons become further accelerated in the remaining plasma.

The observations from the simulations of injection in the density down-ramp and consecutive acceleration in the following plateau agree perfectly with the experimental observations presented above. For example, from Fig. 6(a) it is clear that the final energy of the electrons can be controlled by varying the length of the plasma after the density down-ramp.

It is further evident from the solid curves in Fig. 6(b–c) that the maximum accelerating field is much lower in the low electron number density of the plateau than in the peak. Also, since the electrons are distributed longitudinally the average electric field experience by the injected electrons is lower than if all electrons would be located at the back of the first plasma wave period. Furthermore, it is observed in the simulations that the wakefield structure is close to breaking already before the density down-ramp and only minor changes in the parameters for the simulation result in self-injection there. This agrees well with the experimental findings, in which two populations of accelerated electrons are identified at high densities (see Fig. 5).

The results from the simulations can also be used to understand the shape of electron energy spectra of the beams of accelerated electrons. In Fig. 7, the longitudinal...
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Immediate after the density down-ramp [Fig. 7(a)], the injected electrons are distributed along a line in phase-space, corresponding to a spread both in energy and longitudinal position. After propagating a short distance, the average energy of the injected electrons is increased [Fig. 7(b)]. Furthermore, since the electrons have a longitudinal spread, they experience different electric field strength. Locally, this results in a rotation of the phase-space distribution of electrons, and globally the phase-space distribution appears to be bending. In the final step [Fig. 7(c)], the distribution of electrons has been deformed into a U-shape, corresponding to an increased distribution of electrons at an energy corresponding to the bottom of the U-shape. Thus, the rotation and bending of the original phase-space distribution of electrons thus acts to compress the energy spectrum.

In conclusion, we have demonstrated independent control of the number of injected electrons and their final energy distribution in a laser wakefield accelerator using a simple setup to tailor the density distribution. It has been shown that electrons are injected in the density down-ramp between two regions of different electron number density. The shot-to-shot fluctuations in both charge and energy are greatly improved in comparison to electron beams generated by self-injection. The same setup will be used in future experiments to study acceleration over longer distances and also to study localized ionization-induced injection.
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The dynamics of ionization-induced electron injection in high density (∼1.2 × 10^{19} \text{ cm}^{-3}) regime of laser wakefield acceleration is investigated by analyzing the betatron X-ray emission. In such high density operation, the laser normalized vector potential exceeds the injection-thresholds of both ionization-injection and self-injection due to self-focusing. In this regime, direct experimental evidence of early on-set of ionization-induced injection into the plasma wave is given by mapping the X-ray emission zone inside the plasma. Particle-In-Cell simulations show that this early on-set of ionization-induced injection, due to its lower trapping threshold, suppresses the trapping of self-injected electrons. A comparative study of the electron and X-ray properties is performed for both self-injection and ionization-injection injection. An increase of X-ray fluence by at least a factor of two is observed in the case of ionization-injected electron due to increased trapped charge compared to self-injection mechanism. © 2014 AIP Publishing LLC.
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One of the exciting applications of Laser Wakefield Acceleration (LWFA) is the development of next generation compact X-ray sources with femtosecond pulse duration and source size of the order of few microns. For this application, LWFA is operated in the extremely non-linear regime, typically known as the bubble regime, where electrons from the background plasma are injected and accelerated in the ion cavity formed by the near-total expulsion of electrons initially located in the path of the laser. Accelerated electrons emit X-rays while performing transverse oscillatory betatron motion due to the radial focusing force exerted by the ions.

For the successful realization of a practical LWFA based X-ray source, it is crucial to improve the efficiency of X-ray generation (from laser to X-ray). Typically, current experiments, relying on self-injection mechanism, have been able to produce a maximum of ∼10^9 photons with peak spectral brightness in the range of 10^{20} – 10^{23} photons/(s mm^2 mrad° 0.1%BW) using 50–100 TW laser systems. For given laser parameters, wavelength (λ_L), and power (P_L), the self-injection mechanism is controlled by varying the parameter P_{eff} = P_L/[(πσ_L^2λ_L^2)(μm^2)], where σ_L is the fraction of laser energy within full-width-at-half-maximum (FWHM) intensity of focal spot and P_{eff} is the critical power for self-focusing. Therefore, in order to achieve a specific P_{eff} for a given laser power xP_L, the required plasma density (n_0) can be calculated as n_0(cm^{-3}) = 1.94 P_{eff} × 10^{19}/[xP_L(TW)λ_L^2(μm^2)]. Recent experiments have shown that self-injection mechanism starts at P_{eff} ≈ 2 whereas the injected charge saturates at P_{eff} ≥ 4 due to the beam-loading effect. For example, for a 20 TW Gaussian laser pulse (x = 0.5) operating at 0.8 μm wavelength, self-injection is expected to start at n_0 ≈ 6 × 10^{18} cm^{-3} whereas beam-loading should occur at n_0 ≈ 1.2 × 10^{19} cm^{-3}. Since X-ray production is directly proportional to trapped charge, high density operation near beam loading limit is essential to maximize the trapped charge and X-ray fluence.

In addition to high-density operation near beam loading limit, the ionization-induced injection mechanism offers an attractive alternative to the self-injection mechanism for the optimization of X-ray generation. In this mechanism, inner shell electrons of high atomic number gas are preferentially trapped into the plasma wave. Although these electrons are ionized near the laser axis, they have a non-zero transverse momentum which is necessary for betatron oscillations. In addition, the number of trapped electrons can be controlled by adjusting the length of the plasma column. On this background, we examined the use of this injection mechanism for the optimization of X-ray beam properties. This offers a new perspective as previous experimental studies of the ionization-induced injection mechanism were so far focused on electron acceleration to produce low emittance, quasi-monoenergetic GeV energy electron bunches.

In this letter, we present a comparative study of electron and X-ray properties for both self-injection and ionization-induced injection mechanisms in the high density regime near beam-loading threshold. In this regime, for moderate laser intensity, self-focusing plays an important role to control ionization-induced injection. Here, self-focusing is used to initiate both ionization-induced injection and self-injection with a laser initially having an intensity below the...
injection thresholds. By analysing betatron radiation, we give the first experimental demonstration of an early onset of ionization-induced injection due to its lower injection threshold compared to self-injection. This result is obtained by using a technique similar to pinhole imaging of the betatron radiation inside a long dielectric capillary tube. Previous experiments\textsuperscript{11–14} have demonstrated ionization-induced injection by operating below self-injection threshold. With the help of numerical simulations, we demonstrate that this early ionization-induced injection of electrons in the ion cavity suppresses self-injection. We also report a significant increase, by at least a factor of two, of X-ray fluence when ionization-induced injection is used compared to self-injection. The improvement of the X-ray yield is predominantly due to an increase of trapped charge.
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mixture and pure H2 are about 5 mm and 3 mm, respectively. Typically, a single electron injected at a position “z” inside the plasma will radiate over a distance of the order of the dephasing length. Beyond dephasing length, the radiated power by the electron should reduce considerably due to the reduction in energy. Therefore, an X-ray emission length significantly larger than the dephasing length, (LΩ Ω ≈ 400 μm), is indicative of multiple electron injections as the laser pulse propagates through the plasma. In addition, Fig. 2(b) shows that the typical variation of the measured emission occurs on a scale length much longer than the longitudinal bunch size of electrons, which is of the order of the plasma wavelength. Therefore, the X-ray source can be assumed to be a point source moving inside the plasma with the group velocity of the laser pulse (vgr). Consequently, photons emitted at longitudinal locations separated by distance a dz will reach the detector with a time difference of dt = dz/vgr(1 − v/c). In other words, we can compute the temporal profile of the X-ray pulse from the longitudinal spatial profile using the transformation t = z(vgr/c)−1. The corresponding time scale is shown on the top horizontal axis of Fig. 2(b). The analysis of 10 shots for each gas type shows that, on average, ionization-induced injection is triggered earlier than self-injection by around 1 mm. The FWHM of X-ray emission duration is found to be on average 47 fs for pure H2 and 53 fs for the mixture. The corresponding peak brightness for gas mixture case is estimated to be ~5 × 1020 photons/(s mm² mrad² 0.1% BW) and the number of photons ~10⁹.

These experimental results are qualitatively analyzed using Particle-In-Cell (PIC) simulations in two dimensional Cartesian geometry (2DXXZ) with the code WARP. Ionization dynamics is described by a field ionization model implemented in WARP. Different electron species for each possible ionization state are created in order to identify the electrons coming from inner shell ionization. For example, for the simulation of H2 and N2 gas mixture, we have a total of 8 electron species, 1 for H2 and 7 for N2. The glass capillary tube (dielectric constant = 2.25) is modelled by two dielectric slabs separated by a distance equal to the inner diameter of the capillary tube. The longitudinal profile of plasma density, shown by the grey area in Fig. 3, is modelled as a linear density ramp near the capillary entrance followed by a plateau of density n0 = 11 × 10¹⁸ cm⁻³. Here, the density at the entrance rises from zero to n0 in 2.5 mm. The laser pulse with a0 = 1.3, waist size w0 = 17 μm and duration (FWHM) τ = 40 fs is focused at z = 1 mm. The grid resolution in Z and X directions is 0.04 μm and 0.33 μm, respectively, with 4 macro-particles per cell.

The simulated evolution of the laser a₀ and accelerated charge (with energy above 40 MeV) along the longitudinal direction are plotted in Fig. 3 for pure H2 (blue dashed line) and gas mixture (red solid line). In both cases, self-focusing of the laser causes a₀ to increase above the thresholds of self-injection and ionization-induced injection (see Fig. 3(a)). Typically, for our operating conditions, the ionization-induced injection is expected at a₀ ≈ 1.7 whereas the self-injection will occur for a₀ ≈ 2. In the case of gas mixture, all the electrons above 40 MeV energy are found to come from N2 inner shell (N⁰⁺, N⁶⁺) ionization. Indeed, the amount of these electrons is two orders of magnitude higher than the quantity of accelerated electrons coming from outer shell ionization (H and N to N⁰⁺), as illustrated by the comparison of the red dotted-dashed and solid lines in Fig. 3(b). These negligibly small number of outer shell electrons (shown by red dotted-dashed-line) are trapped in a wakefield produced by a beam of trapped inner shell electrons. This result indicates that ionization-induced injection of N2 inner shell electrons suppresses the self-injection of H2 electrons. We observe that the ionization-induced injection starts ~1 mm before self-injection (see Fig. 3(b)) which is consistent with the experimental results. In both cases, the process of injection stops with the decrease of a₀ after 3 mm. The continuous injection of inner shell electrons over a longer distance results in the observed increase of trapped charge in ionization-induced injection compared to the self-injection process.

One important consequence of early injection due to ionization-induced injection is the suppression of self-injection of electrons coming from outer shell ionization (H and N to N⁰⁺). The mechanism of such suppression is shown in Fig. 4. PIC simulations studies have demonstrated that in the case of self-injection, trapped electrons typically enter the bubble transversely to the laser pulse propagation. This is referred to as transverse injection whereas the injection of
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We found that a higher X-ray fluence ($\sim 10^3 \text{ ph/mrad}^2$) is achieved in the case of ionization-induced injection compared to the case of self-injection. The FWHM X-ray pulse duration was estimated to be approximately 53 fs. The increase in X-ray fluence is primarily due to the increased amount of trapped charge in the case of ionization-induced injection, attributed to a lower injection length due to its lower injection threshold. Finally, we observe that in the regime where both self-injection and ionization-induced injection are possible, the early on-set of ionization-induced injection suppresses the transverse self-injection process thereby leading to pre-dominantly longitudinal injection. These key results for understanding the dynamics of ionization-induced injection, and also for the development of future X-ray sources based on betatron radiation, as it demonstrates that the efficiency of X-ray generation can be significantly increased by using ionization-induced injection instead of self-injection.
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Ionization-induced electron injection was investigated experimentally by focusing a driving laser pulse with a maximum normalized potential of 1.2 at different positions along the plasma density profile inside a gas cell, filled with a gas mixture composed of 99% H₂ + 1% N₂. Changing the laser focus position relative to the gas cell entrance controls the accelerated electron bunch properties, such as the spectrum width, maximum energy, and accelerated charge. Simulations performed using the 3D particle-in-cell code WARP with a realistic density profile give results that are in good agreement with the experimental ones. The interest of this regime for optimizing the bunch charge in a selected energy window is discussed.

I. INTRODUCTION

The mechanism of laser wakefield acceleration (LWFA) in a plasma can produce electric fields 3 orders of magnitude higher than in conventional RF accelerators. LWFA thus appears as a promising way to achieve compact relativistic electron sources. In this scheme, the plasma wave is excited by the ponderomotive force of a short intense laser pulse. At sufficiently high intensity gradient (typically achievable with an ultrashort laser pulse with intensity above \(10^{18}\) W/cm²), plasma electrons are blown out of the laser axis behind the laser pulse. A cavity or “bubble” where only ions remain is created behind the laser pulse leading to strong transverse and longitudinal electrostatic fields. Plasma electrons can be trapped in this field and accelerated to high energy. This mechanism can occur continuously or several times over the plasma length as long as the laser intensity is high enough, which leads to accelerated electron bunches with a wide energy spread.

Several methods to increase the number of electrons and reduce the electron bunch energy spread have been proposed and tested such as the use of colliding pulses, density ramp injection, density transition injection, or ionization-induced injection. The mechanism of ionization-induced injection can be implemented simply by adding a small proportion of high-Z gas to the low-Z gas constituting the target medium. During the interaction with the intense laser pulse, the outer shell electrons of the high-Z gas are ionized in the front of the laser pulse and mostly contribute to the plasma wave, without being trapped. Electrons from the inner-shell of the high-Z atoms, having a much higher ionization threshold, are ionized closer to the intensity peak in a region where they can be more easily trapped by the plasma wave. This mechanism has shown its ability to increase the trapped charge and lower the transverse emittance of the electron bunches and is thus a promising candidate as an injector for multi-stage laser plasma accelerators. Although previous studies have used it in injector-accelerator experiments, a detailed specific study of the injection mechanism and the physics controlling the electron bunch properties in the experiments needed to be performed.

In this paper, the properties of electron bunches with energy in the range of 50–200 MeV, produced by ionization-induced injection using a single laser pulse focused in a gas cell target, are reported. The laser normalized vector potential and maximum plasma density are such that electron injection is dominated by ionization-induced injection, as shown in the previous work. The focal spot position was varied along the propagation axis to explore different injection conditions along the plasma density profile.

The use of gas cells has been shown to contribute to the stability of electron production as the gas confined in the cell is relatively homogeneous. Nevertheless, windows cannot be used to confine the gas on the intense short-pulse laser path, and density gradients are established due to gas leakage between the higher pressure volume of the gas cell and the low pressure chamber around it. Direct experimental measurement of these gradients is particularly difficult due to the small volume and large range of density to be probed. We have thus evaluated the gradients by their calculation through fluid simulations.

We performed experimental measurements of electron properties inside short gas cells, for which the focal plane position of the laser pulse was varied along the gradient. Experimental results were analyzed and compared with...
numerical modeling with the Particle-In-Cell (PIC) code WARP. It shows that the density profile and the focus position play a major role in the regime of intensity studied. The remaining of the paper is organized as follows: in Section II, the experimental set-up and parameters are described; Section III presents experimental results of the cell position scan and their analysis with the help of simulations; the influence of other parameters such as the cell length and laser energy on the bunch properties is discussed in Section IV.

II. EXPERIMENTAL CONDITIONS

Experiments were performed at the Lund Laser Centre (LLC), using a Ti:sapphire multi-terawatt laser system. Linearly polarized laser pulses, with duration $\tau_L = (37 \pm 5) \text{ fs}$ full-width-at-half-maximum (fwhm), were focused using a 78 cm focal length off-axis parabola to a fwhm spot size of 17 $\mu$m. The laser wavefront was corrected using a deformable mirror to achieve a symmetric circular distribution of energy in the transverse focal plane in vacuum. The laser envelope was close to the envelope of a Gaussian pulse and the measured Rayleigh length was $z_R \approx 1 \text{ mm}$. The laser energy on target was $E_L = (585 \pm 65) \text{ mJ}$ and the resulting peak intensity in the focal plane was $I_L = (3.1 \pm 0.5) \times 10^{18} \text{ W/cm}^2$, which corresponds to a normalized vector potential of $a_0 = (e/m_e c^2) \times (2L_0/\pi a_0^2)^{1/2} = 1.2 \pm 0.1$.

The target gas was contained in a variable length gas cell placed in the experimental vacuum chamber. The cell was made as a large diameter cylinder with replaceable entrance and exit faces, at the center of which 200 $\mu$m diameter holes were drilled to let the laser and electron bunches pass through. The thickness of the entrance and exit plates was 500 $\mu$m. A gas mixture composed of 99%H$_2$ + 1%N$_2$ was let in through an electrovalve opened 40 ms before the laser pulse. The stationary state plateau gas density in the cell was characterized prior to the experiment using interferometric measurements similar to the ones described in Ref. 20. Calculation of the profile with fluid simulations was performed using a transient turbulent sonic solver in OpenFOAM (sonicFoam). The normalized density profile $n_{e0}/n_{e0}$ obtained from simulations is plotted as a function of the position along the laser propagation axis as a solid line in Fig. 1.

The grey areas represent schematically the areas occupied by the walls of the gas cell; the laser is propagating from left to right. The density profile consists of a maximum in the inner part of the cell which can be varied by moving the exit plate; on each side, sharp gradients at the transition with the plates are followed by smoother gradients in the vicinity of the holes, and sharp gradients outside the cell. The colored circles, labeled (a) to (d), represent the different positions of the focal plane in-vacuum relative to the gas cell, used to achieve results shown in Section III.

The focal plane is at a maximum distance of 1.4 mm from the 200 $\mu$m entry hole (in the case where it is located at 0.9 mm). In vacuum, the fwhm laser spot size at 1.4 mm from the focal plane is $\sim 41 \mu$m; in this case, all the detected laser energy is entering the gas cell. At the LLC facility, the laser pointing is actively stabilized to cancel drift of the laser spot in the focal plane, ensuring alignment of the gas cell to be optimized and stable over time of measurement duration. For the experimental results presented in this paper, the maximum electron number density in the cell was $n_{e0} = 8.3 \times 10^{19} \text{ cm}^{-3}$, and the corresponding plasma frequency is $\omega_p = 1.6 \times 10^{16} \text{ rad/s}$ which leads to $\omega_p \tau_L \approx 6$. The critical power for self-focusing associated to this density is $P_{c} = 3.6 \text{ TW}$, which gives a ratio of laser power to critical power $P_L/P_{c} = (P_L/\text{GW})/17 \times (n_e/n_i) \approx 4.1$, where $n_i$ is the critical density. Self-focusing is thus expected to occur mainly in the area where the density is close to its maximum.

The generated electron bunches were characterized using a 12 cm-long magnetic dipole with a maximum field strength of 0.7 T and a LANEX screen imaged by a 16 bits CCD. The charge was calculated from LANEX images using published calibration factor$^{22}$ and the lowest energy that could be measured was $\sim 50 \text{ MeV}$.

III. VARYING THE FOCAL PLANE POSITION

In this section, electron properties are presented for different positions of the focal plane relative to the entrance of the gas cell. Experimentally, the inner length of the cell was below 1 mm but was not known precisely. As the electron energy distribution is sensitive to the plasma length, measured electron spectra were compared with the results of simulations performed for several values of the plasma length. The best fit of experimental spectra was achieved for a cell length value of $L_{cell} = 0.5 \text{ mm}$.

Experimental results at different focus positions were then analyzed by comparison to quasi-three-dimensional, electromagnetic PIC simulations with the numerical code WARP, which uses a Fourier decomposition of the electromagnetic fields in the azimuthal direction with respect to the laser-propagation direction.$^{23}$ Two Fourier modes were
Simulation results and experimental data for gas mixture exhibit the same behavior. Experimental data show that both \( E_{\text{max}} \) and \( Q_{\text{tot}} \) are increasing from \( \gamma_f \approx -0.6 \) mm to \( \gamma_f \approx -0.35 \) mm, \( \gamma_f \approx -0.6 \) mm corresponds to a position of the focal plane in vacuum in front of the entrance of the cell, so that during the propagation, the laser diffracts significantly before the density is high enough for laser pulse self-focusing to occur; consequently, the maximum intensity is relatively low, leading to a low amplitude accelerating field. From \( \gamma_f \approx -0.6 \) mm to \( \gamma_f \approx -0.35 \) mm, the maximum energy is increasing, from \( \gamma_f \approx -0.35 \) mm to \( \gamma_f = 0.15 \) mm it is nearly constant, and it decreases for \( \gamma_f \) larger than 0.15 mm. The reduction of the maximum energy for \( \gamma_f \) larger than 0.15 mm indicates a reduction of the accelerating length and/or of the accelerating field.

The evolution of the normalized vector potential \( \mathbf{a}_0 \) along the propagation axis, as given by PIC simulations, is included in the simulations. A field ionization module based on the Ammosov-Delone-Krainov model was used to model ionization dynamics.24 The longitudinal profile calculated with OpenFOAM was used in the WARP simulations, with a maximum electron density of \( n_{\text{e,0}} = 7.8 \times 10^{18} \text{ cm}^{-3} \), for a gas mixture of 99% of H\(_2\) and 1% of N\(_2\). The laser was linearly polarized. The driving laser parameters are a spot size of 17 \( \mu \text{m} \) fwhm, and a duration of 40 fs. All simulations were carried out with 36 macroparticles per cell with a grid resolution of \( 1.25 \times \Delta r/2\pi \) and \( 0.05 \times \Delta k/2\pi \) in \( r \)- and \( z \)-directions, respectively.

In Figs. 2(a)–2(d) are displayed electron spectra, obtained from experimental data and from PIC simulation results, for different positions of the in-vacuum focal plane \( \gamma_f \) corresponding to the circles labeled (a) to (d) in Fig. 1. Only electrons with energy above \( \sim 50 \text{ MeV} \) could be detected experimentally and grey areas around the experimental spectra represent the uncertainty on the energy determination estimated from typical electron pointing fluctuations and divergence. We can observe for all focus positions a good agreement between experimental and simulation data. The electron spectrum shape is shown to be strongly dependent on the parameter \( \gamma_f \). At \( \gamma_f = -0.35 \) mm, the spectra exhibit a plateau up to \( \sim 110 \text{ MeV} \) and then a quasi-linear decrease up to \( \sim 150 \text{ MeV} \). As the value of \( \gamma_f \) is increased, the extension of the plateau is reduced, and it vanishes at \( \gamma_f = 0.9 \) mm.

Fig. 3 shows experimental and simulation results for (a) the total charge above 50 MeV, \( Q_{\text{tot}} \) and (b) the maximum energy, \( E_{\text{max}} \), of the electron bunch; crosses indicate experimental points for gas mixture and open circles with lines simulation results; \( E_{\text{max}} \) is defined as the energy above which the charge density becomes less than 10% of the maximum. The value of the charge obtained by simulations was normalized to the average of the experimental values at \( \gamma_f \approx -0.35 \) mm. Triangles in Fig. 3(a) are experimental results for pure H\(_2\) for similar \( n_{\text{e}} = (8.5 \times 10^{18} \text{ cm}^{-3}) \) and \( L_{\text{cell}} = 0.8 \pm 0.5 \text{ mm} \), respectively. These data show that the addition of 1% N\(_2\) increases the accelerated charge by up to a factor of 10 for the range of parameters studied here, so that the injection of most electrons can be attributed to ionization-induced injection.
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plotted in Fig. 4 with the focal plane position as a parameter. The evolution of $a_0$ is similar for the four cases corresponding to the spectra of Fig. 2. It shows that laser focusing and defocusing are in these cases dominated by the density profile. Indeed, $a_0$ starts to increase around the same location for all cases which corresponds to the beginning of the laser self-focusing and decreases when the density is dropping. The variation of $z_f$ changes the maximum absolute values of $a_0$, which are decreasing when $z_f$ is increased above $z_f = 0.15$ mm.

The locations where electron injection begins are indicated by vertical dashed lines in Fig. 4, and they are defined as the first locations at which electrons with an energy higher than 10 MeV are present. It can be seen that the beginning of injection occurs around the same value of $a_0 \approx 1.7 \pm 0.1$ for all cases which is consistent with the ionization-induced trapping threshold given in Ref. 10 (in our case at the injection we have $\gamma_p \approx 15$ and $k_p L_{RMS} \approx 2.1$, where $\gamma_p$ is the Lorentz factor of the plasma wave, $k_p$ its wave number, and $L_{RMS}$ the longitudinal root-mean-square laser pulse length). As $z_f$ is increased above 1.15 mm, this value of $a_0$ is reached after a longer propagation distance; injection then starts later and the acceleration length is reduced as the plasma length is constant.

In the simulation, we also observe that the largest maximum longitudinal electric field of the wake is obtained for $z_f = 0.15$ mm. Therefore, a shift of $z_f$ away from $z_f = 0.15$ mm leads to a reduction of the length available to inject and accelerate electrons and of the amplitude of the electric field responsible for the trapping and acceleration processes. The consequence is that both the charge and the maximum energy of accelerated electrons are reduced when $z_f$ is shifted away from $z_f = 0.15$ mm, as observed in Fig. 3. These results show that a change of the laser focal plane position along the density profile allows control of the position of injection, and subsequently the accelerated charge and energy distribution.

IV. VARYING THE DENSITY, CELL LENGTH, AND LASER INTENSITY

In addition to the focus position, in the regime of interest for an injector, other parameters, such as the plasma density and length, and the laser strength, have a significant role in determining the accelerated charge and the energy of the electron bunch. In this section, we examine the influence of these parameters on the total charge and in a limited energy range suitable for an injector. The energy window 60–70 MeV is of interest as it contains a significant charge for all parameter sets. Table I summarizes the parameters of 4 different cases that were studied experimentally.

The laser vector potential is $a_0 = 1.2$ and the corresponding values of the total charge, $Q_{tot}$ (blue bars), and of the charge in the [60–70 MeV] energy range, $Q_{[60–70\text{MeV}]}$ (red bars), for these 4 cases are plotted in Fig. 5(a). For all cases, the selected value of $z_f$ corresponds to the focal position maximizing the charge in the 60–70 MeV energy range. Case 1 is extracted from the study presented in Section III (i.e., $z_f = 0.9$ mm). We then compare three other sets of parameters to case 1. We first increase the density (case 2) keeping the cell length in the same range and observe a strong increase on both $Q_{tot}$ and $Q_{[60–70\text{MeV}]}$; $Q_{tot}$ is increased.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_e (10^{19} \text{cm}^{-3})$</td>
<td>8.3</td>
<td>9.5</td>
<td>8.5</td>
<td>9.3</td>
</tr>
<tr>
<td>$L_{cell}$ (mm)</td>
<td>0.5</td>
<td>0.7</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>$L_{cell} (\text{mm})$</td>
<td>0.9</td>
<td>1.5</td>
<td>18.5</td>
<td>10.5</td>
</tr>
<tr>
<td>$z_f$ (mm)</td>
<td>0.9</td>
<td>–0.25</td>
<td>–0.25</td>
<td>–0.5</td>
</tr>
</tbody>
</table>

### Table I. Parameters of 4 different cases for comparison of accelerated charge in experiments. $n_e$ is the maximum value of the plateau, and the non-linear dephasing length $L_d$ is evaluated for this density.

FIG. 4. Normalized vector potential obtained from WARP simulations along the propagation axis for different positions of the focal plane in vacuum. Solid lines represent the value of the normalized vector potential and vertical dashed lines indicate the start of injection in each case (for cases $z_f = –0.35$ mm and $z_f = 0.15$, vertical lines are superimposed).

FIG. 5. Experimental cases comparison. (a) Total charge $Q_{tot}$ (blue bars) and charge in the 60–70 MeV energy range $Q_{[60–70\text{MeV}]}$ (red bars) for parameters of cases 1 to 4 listed in Table I. (b) Corresponding energy spectra.
by a factor of ~12 and $Q_{(60-70\text{MeV})}$ by a factor of ~5. Then, we increase the length at a similar density (case 3), and we can observe a significant increase for $Q_{\text{tot}}$, but a decrease for $Q_{(60-70\text{MeV})}$. Finally, we increase both the density and the cell length (case 4) and observe an increase for both $Q_{\text{tot}}$ and $Q_{(60-70\text{MeV})}$.

To further understand this behavior, we plotted the electron spectra for cases 1–4 in Fig. 5(b). Compared with case 1 (solid black line), case 2 (solid blue line) exhibits a higher charge density over the whole spectrum and extends to higher electron energy. For case 2, as the density is higher, the laser self-focuses earlier in the profile, leading to higher charge and higher accelerating field amplitude. The length for case 3 is much longer than the dephasing length and the ionization-induced injection process is in this case continuous which explains the broad spectrum observed in Fig. 5(b) (solid red line). Both the dephasing length and the depletion length at this density ($n_{\text{e0}} \approx 8.3 \times 10^{18} \text{cm}^{-3}$, $L_{\text{D}} \approx 2.3 \text{ mm}$, and $L_{\text{Q}} \approx 0.6 \text{ mm}$ (Ref. 25)) are larger than the cell length of case 1; therefore, an increase in length compared with case 1 leads to an increase of $E_{\text{max}}$ as shown in Fig. 5(b) for case 3. For case 4, density and length are both increased, leading to an increase of accelerated charge (similar to case 2) and energy spectrum broadening (similar to case 3). In comparison with case 2, case 4 presents a lower high energy charge density which is probably due to the dephasing effect. The comparison of these 4 cases shows that the charge in the range of 60–70 MeV is maximized for larger $n_{\text{e0}}$, although for the set of parameters studied it reaches only 25% of the total measured charge at a value around 8 pC.

The effect of $a_0$ variations was studied numerically using WARP simulations, as the laser energy could not be increased in the experiment. In Fig. 6 are plotted $Q_{\text{tot}}$ and $Q_{(60-70\text{MeV})}$ and the associated spectra at $n_{\text{e0}} = 7.8 \times 10^{18} \text{cm}^{-3}$ and $z_0 = 0.65 \text{ mm}$ and for different values of $a_0$ indicated on the horizontal axis. $Q_{\text{tot}}$ and $Q_{(60-70\text{MeV})}$ are normalized to the same value as in Fig. 3(a) to be comparable to experimental values in pC and the spectra are normalized to the same value as in Fig. 2 to be comparable to experimental spectra in pC/MeV. Fig. 6(a) shows that an increase of $a_0$ from 1.1 to 2 multiplies $Q_{\text{tot}}$ by 13.7 and $Q_{(60-70\text{MeV})}$ by 8.3. In Fig. 6(b), we observe that the spectra exhibit higher charge density over all the spectrum for higher $a_0$ and a higher $E_{\text{max}}$. We also observe a peak appearing around 50 MeV for $a_0 = 2$ which can be of interest for an injector at this energy.

Fig. 7 presents the evolutions of $a_0$ along the propagation axis and the beginning of injection for the different cases. For all simulation results, injection is observed when $\Delta \phi = \phi_i - \phi_{\text{max}} \approx 1$, where $\phi_i$ is the normalized electrostatic potential of the plasma wave ($\phi = e\Phi/m_c^2$) at the position of creation of electrons ionized from N$_5^+$ and N$_6^+$ and $\phi_{\text{max}}$ its first minimum. To satisfy this condition at a density lower than $n_{\text{e0}}$, i.e., to drive a similar amplitude plasma wave at lower density, the laser amplitude must be higher. 26 For a value in-vacuum of $a_0 = 2$, the laser power is high enough for self-focusing to occur in the entry gradient. In this case, injection is observed at $n_e \approx 0.4 \times n_{\text{e0}}$ when $a_0 \approx 1.9$. It thus shows that increasing the initial value of $a_0$ and keeping $z_0$ constant lead to injection earlier during the propagation.

For $a_0 = 1.5$ and 2, we observe significant injection of hydrogen electrons although their contribution to the spectrum is smaller than the contributions of electrons coming from ionized N$_5^+$ and N$_6^+$. Indeed, electrons from hydrogen represent ~9% and ~17% of the total charge in case of an initial $a_0$ of 1.5 and 2, respectively. We also observe that the maximum longitudinal electric field is ~1.9 and ~2.7 times higher for $a_0 = 1.5$ and $a_0 = 2$, respectively. Both effects, earlier injection and the excitation of larger amplitude electric fields over a longer distance, contribute to produce higher charge and electron bunches with higher energy.
V. CONCLUSION

In conclusion, we showed that the position of the laser focal plane along the density profile of a gas cell plays a major role in triggering the ionization-induced injection of electrons and controlling acceleration processes, and therefore on determining the properties of generated electron bunches. Especially, we showed that the focal plane position relative to the cell entrance changes the maximum value of $a_{\infty}$, which has an impact on the longitudinal position of injection and electrostatic fields magnitude. By changing the focal plane position, the electron bunch charge and energy distribution can be tuned, either to optimize the electron bunch total charge or the charge in a given energy range, for example, 60–70 MeV optimized to 41% of the total measured charge for the case of Fig. 2(d) (case 1). For this case, the focal plane in vacuum is located in the exit density gradient ($z_f = 0.9 \text{ mm}$) and $a_{\infty} = 1.1$, simulation results show a distribution centered at ~68 MeV. The charge in the 60–70 MeV range can be increased by a factor of ~5 by increasing the density (case 2). When $a_{\infty}$ is increased from 1.1 to 2, simulations predict 13.6 times higher charge electron bunch exhibiting a peaked distribution at ~50 MeV.
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Abstract

We report on a study on controlled trapping of electrons, by field ionization of nitrogen ions, in laser wakefield accelerators in variable length gas cells. In addition to ionization-induced trapping in the density plateau inside the cells, which results in wide, but stable, electron energy spectra, a regime of ionization-induced trapping localized in the density down-ramp at the exit of the gas cells, is found. The resulting electron energy spectra are peaked, with 10% shot-to-shot fluctuations in peak energy. Ionization-induced trapping of electrons in the density down-ramp is a way to trap and accelerate a large number of electrons, thus improving the efficiency of the laser-driven wakefield acceleration.
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1. Introduction

With the breakthrough in 2004 [1–3], the research on laser wakefield accelerators [4] has shown the possibility of generating beams of relativistic electrons with peaked electron energy spectra. The energy of the electrons in the beams depends strongly on the laser system in use, but also on other experimental parameters, such as length and density of the interaction medium, with energies ranging from a few tens of keV [5] up to a few GeV [6]. Much effort is now focused on controlling the properties of the generated beams [7], such as the energy and number of accelerated electrons as well as the divergence and pointing, and on reducing the shot-to-shot fluctuations of these beams [8]. Several techniques to control the injection and trapping of electrons in an excited plasma wave have been demonstrated experimentally to decrease the shot-to-shot fluctuations in charge and energy of the electrons in the generated beams. These methods include trapping by colliding pulses [9], trapping in density transitions [10, 11] and down-ramps [7, 12, 13] and ionization-induced trapping [14, 15].

Trapping of electrons in a density down-ramp is similar to the mechanism of self trapping, which occurs when the electrons that constitute the plasma wave approach and exceed the phase velocity of the wave. In a density down-ramp the phase velocity of the plasma wave behind the driving laser pulse is decreased and the threshold for trapping is thereby
also decreased. A drawback of using this technique is that the amount of charge in the bunches of accelerated electrons is relatively small as compared to other mechanisms for injection.

The method of ionization-induced trapping is instead based on the release of free electrons, by field ionization of ions, close to the peak of the laser pulse inside the first period of the excited plasma wave. In contrast to trapping due to a density down-ramp, beams containing a large number of electrons are typically observed when using ionization-induced trapping. However, this type of trapping typically occurs over an extended length, and the electron energy distribution is therefore usually wide. Methods to localize ionization-induced injection and thereby generate quasi-monoenergetic electron energy spectra are certainly of interest including self-truncation of ionization-induced trapping and ionization-induced trapping in a shock [16, 17].

In this paper we present an experimental study, supported by particle-in-cell simulations, on controlled trapping of electrons using a combination of the mechanisms described above. This way, the advantage of higher charge due to ionization-induced trapping is combined with the localization of trapping in a density down-ramp, to produce peaked spectra with high charge. The accelerated beams of relativistic electrons are shown to be reproducible with respect to charge and energy.

2. Experimental setup

Experiments are conducted using the multi-terawatt laser at the Lund Laser Centre, based on chirped pulse amplification (CPA) in Ti:sapphire crystals. The duration of the laser pulses, when fully re-compressed after amplification, that are used in this experiment is $(37 \pm 3) \) fs full width at half maximum (FWHM) and each pulse contains approximately $(585 \pm 60) \) mJ of energy. The pulses are focused using an off-axis parabolic mirror with an effective focal length of $0.75 \) m. Furthermore, closed loop wave-front optimization is performed using a wave-front sensor (Phasics S1D4) and a deformable mirror in the beam line. With this optimization the focal spot is almost circularly symmetric with a diameter of $17 \) µm (FWHM).

From the measured pulse duration and energy together with images of the focused laser pulse, the peak intensity is estimated to $(3.0 \pm 0.5) \times 10^{19} \) W cm$^{-2}$ when the laser pulse is focused in vacuum, corresponding to a peak normalized vector potential $a_0 = 1.2 \pm 0.1$.

The leakage through the final dielectric folding mirror of a co-propagating reference beam is focused using a lens, and the focal plane is imaged onto a camera. The images of the focus of the reference beam is used, together with a piezo-electrically actuated mirror, to lock the position of the focused pulses and thus prevent long term drifts of the pointing.

The laser pulses are focused through an entrance aperture, with a diameter of either $100 \) µm or $200 \) µm, into a gas cell of variable length (see figures 1(a) and (b)). The gas cell is mounted using a 5-axis holder to allow accurate positioning of the cell along the optical axis, with the entrance of the cell at the beam waist. Gas is filled from a reservoir through an electronically controlled valve that is opened well before the laser pulse arrives at the target, to reach a stationary density of gas.
Figure 2. (a) Accelerated charge as a function of electron number density in the density plateau of the cell with the inner length set to 2 mm. The threshold in electron number density is clearly lower when 1% of nitrogen is present in the gas as compared to pure hydrogen. Furthermore, the threshold for trapping is not as sharp as when pure hydrogen is used. The red dashed line is fitted to the accelerated charge using the gas mixture at electron number densities between $4 \times 10^{20}$ cm$^{-3}$ and $7 \times 10^{20}$ cm$^{-3}$. (b) Typical shape of dispersed electron beams of electrons, and corresponding spectra, accelerated in the gas mixture and in pure hydrogen for beams containing approximately 40 pC of charge. The electron number density is set to $9 \times 10^{20}$ cm$^{-3}$ when the gas mixture is used and $13 \times 10^{20}$ cm$^{-3}$ when pure hydrogen is used. The colormap in each image is normalized to its maximum value. The beams of electrons accelerated in the gas mixture typically have a large divergence and a wide electron energy spectrum whereas the beams of electrons accelerated in pure hydrogen typically consist of multiple peaked features.

3. Experiments and results

3.1 Self trapping and ionization-induced trapping

The inner length of the cell, i.e. the distance between the inner surfaces of the front and back windows, is set to 2 mm and a sequence of shots is recorded while the backing pressure supplied to the gas cell is varied using either pure hydrogen or a gas mixture containing 1% of nitrogen.

As shown in figure 2(a), the electron number density threshold for trapping of electrons is significantly lower for the gas mixture than for pure hydrogen. This is expected, since the threshold for ionization-induced trapping is lower than for self-trapping [19]. Furthermore, it is observed that the threshold for trapping is much sharper in the case of self-trapping in pure hydrogen than for ionization-induced trapping in the gas mixture. Using the gas mixture at low electron number density, $4 \times 10^{20}$ cm$^{-3}$ to $7 \times 10^{20}$ cm$^{-3}$, the amount of charge in the beams of accelerated electrons scales almost linearly with the electron number density in the plasma, indicated by the red dashed line in figure 2(a). The shot-to-shot fluctuations in charge, as deviations from a fitted linear dependence on the density, is only 1.2 pC here. At higher electron number densities the charge increases more rapidly with density but the relative shot-to-shot fluctuations in charge remains low, and is on average 14.5% at each selected value of electron number density.

A typical image of a dispersed electron beam accelerated when the cell is filled with the gas mixture to provide...
an electron number density of $9 \times 10^{18} \text{ cm}^{-3}$ is shown in figure 2(b). This image shows the reproducible features of the beams of accelerated electrons trapped by ionization, with a large energy spread up to a cut-off energy of approximately 150 MeV and a rather large divergence that is increasing with electron energy ($\approx 12 \text{ mrad}$ at 100 MeV). The beam charge, of electrons with energy above 50 MeV, is in this case 38 pC.

Beams with similar amount of charge are produced using pure hydrogen at a higher electron number density, $13 \times 10^{18} \text{ cm}^{-3}$. A typical image of a dispersed electron beam accelerated under these conditions is shown in figure 2(b). Due to oscillations of the peak normalized vector potential, $a_0$, these beams typically contain multiple, peaked, components as self trapping occurs at multiple locations along the plasma and the energy and number of peaks are fluctuating from shot to shot. Each of these components has an energy spread of about 10% and a divergence smaller than 10 mrad.

3.2. Trapping in a density down-ramp

The length of the cell is varied in a sequence of shots with the cell filled with the gas mixture of hydrogen and 1% of nitrogen and the typical spectral shapes are studied. The electron number density is set to $12 \times 10^{18} \text{ cm}^{-3}$ to operate the accelerator well above the threshold for ionization-induced trapping [20]. At this density, the power of the laser pulse exceeds the critical power for self-focusing, $P/R \approx 4$. The peak normalized vector potential is therefore expected to increase rapidly as the laser pulse enters the gas cell and reaches approximately the value for a matched pulse, for which the transverse size of the laser pulse is approximately equal to the transverse size of the electron void. For a laser pulse containing 585 mJ of energy this corresponds to $a_0 = 3.2$, according to the theory by Lu et al [21]. Under these conditions, the dephasing length is $L_\delta \approx 0.6 \text{ mm}$. Thus, for regular ionization-induced trapping, broad electron energy spectra, without peaked features are expected.

In figure 3(a), spectra are shown for five shots at different inner cell lengths. For inner cell lengths of above 1.8 mm, the electron energy spectra are wide and monotonically decreasing with energy. For cell lengths of 1.8 mm and lower, the charge distribution is modified and a peak builds up at energies around 100 MeV. The visibility of the peak is largest for a cell length of 1.3 mm as shown in (b) where the spectra are normalized at 50 MeV. For longer cells the amount of charge is larger but no peak is observed in the electron energy spectra.

Figure 3. (a) Evolution of the electron energy spectrum for beams accelerated using the gas mixture at an electron number density of $12 \times 10^{18} \text{ cm}^{-3}$ as the length of the gas cell is varied. A peaked feature is observed for cell lengths between 0.7 mm and 1.8 mm. The visibility of the peaked feature is highest at a cell length of 1.3 mm as shown in (b) where the spectra are normalized at 50 MeV. For longer cells the amount of charge is larger but no peak is observed in the electron energy spectra.

For cell length below 1.8 mm, it is observed that the shape of the distribution is not sensitive to the cell length and with a peak in the range 100–110 MeV, which suggests that the distance from the point of trapping to the end of acceleration is unaffected by changes in the cell length. This is consistent with the assumption that these electrons are trapped in the density down-ramp at the back of the gas cell.

For a cell length of 0.7 mm, after re-optimizing both longitudinal laser focus position, using the deformable mirror, and pulse compression by adjusting the grating separation, and after decreasing the electron number density to $9.6 \times 10^{18} \text{ cm}^{-3}$, the peaked features in the spectrum are even more clear (see figure 4(a)). In addition, another peaked feature at higher energy is observed. The peak at lower energy is reproducible and appeared in 73 of 100 shots in a sequence. For these shots the energy of the peak is $90 \text{ MeV} \pm 10\%$ and the energy spread is $20 \text{ MeV} \pm 48\%$. For the remaining 27 shots, a component at similar energy and divergence is still observed, but is not contributing to a peak in the spectrum but rather a wider distribution of energies up to $\approx 120 \text{ MeV}$. In both cases the divergence was only approximately 3 mrad.

The peak at higher energy is observed on all shots in this sequence at an energy of $150 \text{ MeV} \pm 7\%$, with an energy spread of $50 \text{ MeV} \pm 18\%$. This second peaked feature has a larger divergence ($\approx 10 \text{ mrad}$) than the component at lower energy. The total amount of detected charge is on average $9 \text{ pC} \pm 28\%$ in this series of shots.

Under the same conditions, but switching to pure hydrogen, only the peak at 150 MeV remain, as shown in figure 4(b). In this series of shots, the amount of charge is on average $1.0 \text{ pC} \pm 29\%$, but increases to $2.0 \text{ pC}$ when moving the cell only 0.25 mm along the optical axis.

Typical spectra from the two cases, normalized at the peak at high energy, are shown in figure 4(c). Here it can be observed that the energy spread of the component at 150 MeV
is approximately 50 MeV (FWHM) in both cases. The component at low energy, for this shot at 90 MeV, has a significantly smaller energy spread of only 15 MeV.

### 3.3. Three-dimensional particle-in-cell simulations

Simulations are performed using the fully relativistic three-dimensional particle-in-cell code CALDER-CIRC [22], which is exploiting the fact that only a low number of azimuthal Fourier components are required to model laser wakefield acceleration. In the simulations the time step is set to 52 attoseconds and a spatial grid size is set to a window following the laser pulse, with a size of 17 μm longitudinally and 75 μm radially. The spatial grid size is set to 16 nm in the longitudinal direction and 190 nm in the radial direction, and three azimuthal Fourier modes are used.

The laser pulse is defined in the simulations to have a pulse duration of 34 fs and a transversal size of 17 μm (FWHM) when focused in vacuum, with a peak normalized vector potential of 1.25, approximately corresponding to laser parameters in the experiment. The waist of the laser beam, when not affected by the propagation in the plasma, is chosen in the simulations to be located at the beginning of the density plateau inside the cell. Furthermore, the shape of gradients of the density distribution in the entrance and exit of the cell are fitted as piece-wise linear functions, consisting of three parts, from the results from the characterization of the gradients using computational fluid dynamics. The length of the gradient is chosen to be 500 μm, in the fall from 90% to 10% of the plateau density, which corresponds to the shortest possible gradient determined using computational fluid dynamics.

First, simulations are performed at different electron number densities to determine the threshold of self-trapping in the density plateau. A simulation is then performed for a cell with an inner length of 0.8 mm at an electron number density of $9.1 \times 10^{13}$ cm$^{-3}$ to avoid self-trapping in the density plateau. The results from this simulation are summarized in figure 5 (a). Here, the evolution of the electron energy spectra are shown for the electrons released by ionization from H and $N+ N^+$ in black (upper) and the electrons released by ionization from $N^+$ and $N^{2+}$ green (lower). Also, the evolution of the peak normalized vector potential inside the plasma is shown in red and the electron number density is shown in blue. Each of these curves are normalized to the corresponding maximum value of the simulation. Furthermore, in figures 5(c) and (d), the electron distribution is shown, both in real space and longitudinal phase-space, close to the laser pulse before (b), in the middle (c) and in the end (d) of the density down-ramp together with the corresponding electron energy spectrum at each position.

Under these conditions, ionization-induced trapping occurs continuously in the plateau between the input and exit of the cell and provide a wide, but very weak, background in the electron energy spectrum.

An increased rate of trapping of electrons is observed in the density down-ramp, both for electrons from the background plasma and for electrons ionized from $N^+$ and $N^{2+}$. The electron energy spectrum at the end of the density down-ramp contains two slightly separated peaks, consistent with the experimental results. The peak at higher energy is identified to contain electrons from ionization of hydrogen and from the first ionization states of nitrogen ($N + N^+$). These electrons are released into the plasma, by ionization from their corresponding atoms or ions, far from the peak of the laser pulse, and the simulation shows that these electrons are injected and trapped in the density down-ramp at the exit of the gas cell by density down-ramp injection. The spectral peak at lower energy is due entirely to electrons from ionization of $N^+$ and $N^{2+}$, which occur much closer to the peak of the laser pulse. The simulation shows that these electrons are also trapped in the density down-ramp at the exit from the gas cell.
The simulation further reveals a longitudinal separation of the electrons that build up the two components after they have been trapped in the plasma wave. During the subsequent acceleration in the density down-ramp, the electrons from ionization of $N^5^+$ and $N^6^+$ are located closer to the center of the electron void, and thus experience a lower accelerating field than the trapped electrons ionized from $H$ and $N - N^4^-$, which are located further to the back of the electron void.

The reason for this separation is a fundamental difference in the injection and trapping mechanism. The electrons, already released from the atoms far from the peak of the laser pulse, are injected at the back of the electron void following the laser pulse, as the size of the bubble is growing in the density down-ramp. In contrast, ionization of $N^5^+$ and $N^6^+$ releases electrons into the plasma closer to the peak of the laser pulse and they are able to pass through the rest of the laser field into the electron void. The released electrons are then accelerated by the longitudinal electric field and catch up with and exceed the speed of the laser pulse (corresponding to a relativistic factor $\gamma \approx 14$).

Overall, the final electron energy spectrum of the simulation agrees qualitatively well with the experimental findings under similar conditions. However, the energy of the two spectrally peaked features are lower than observed in the experiments. We attribute those differences to discrepancies in the parameters of the laser pulse and/or density distribution between the experiment and simulation. In particular, the effect of a longer density ramp is two-fold: (I) The effective length of acceleration becomes longer. (II) The plasma wavelength is increasing more slowly, which means that the dephasing of the electrons due to the expansion of the plasma wave is slower.

Figure 5. Summary of a particle-in-cell simulation (a) showing the evolution of the spectrum of the trapped electrons released by ionization from $H$ and $N - N^4^-$ (black) and from $N^5^+$ and $N^6^+$ (green). Three snapshots (b)–(d) from the simulation showing trapping of electrons in the density down-ramp at the exit of the cell, with the corresponding position of each snapshot marked in the density profile in (a). For each snapshot, the density distribution of the background electrons is shown in black, and the electrons released from $N^5^+$ and $N^6^+$ in green. The intensity distribution of the laser pulse is shown in red. Before the density down-ramp (b), only a small fraction of electrons, mainly released by ionization of $N^5^+$ and $N^6^+$, has been trapped. The electrons released from $H$ and $N - N^4^-$ and trapped in the density down-ramp (c) are well separated in phase-space from the electrons released from $N^5^+$ and $N^6^+$ that are also trapped in this ramp. After further acceleration, and phase-space rotation due to the longitudinal extent of the injected electrons, these two populations form two peaks in the energy spectrum (d).
4. Discussions

Our experiment using a gas mixture shows two different regimes of laser wakefield acceleration of ionization-induced trapped electrons. For cells longer than approximately 2 mm, a large number of electrons are trapped by ionization-induced trapping, after self-focusing of the laser pulse, in the density plateau. This process occurs over an extended length, as long as the conditions for trapping are fulfilled, and the resulting electron energy spectra are therefore wide without peaked features. Under these conditions, the threshold, in electron number density, for ionization-induced trapping is lower than for self-trapping. For electron number densities in the range between $4 \times 10^{18}$ cm$^{-3}$ and $7 \times 10^{18}$ cm$^{-3}$, the amount of charge in the bunches of accelerated electrons scales linearly with electron number density in the plateau, with only small shot-to-shot fluctuations. This regime is therefore favorable when good control over the charge is desired, but has the drawback of generating beams of electrons with wide energy spectra.

For shorter cells, only few electrons are trapped in the density plateau and provide broad and weak distributions in the energy spectra. However, the density down-ramp at the exit of the cell increases the rate of trapping by ionization, as observed in the simulations. The reason for this increased rate of trapping is the decreased phase velocity of the wake, as the wake period increases behind the laser pulse as it propagates through the density down-ramp, which facilitates trapping of electrons. The region from which electrons can be ionized to become trapped in the wake therefore locally increases in a density down-ramp. Localization of the trapping, together with phase-space rotation of the distribution of trapped electrons [7], yield a peak in the electron energy spectrum.

Similarly, the threshold for trapping of electrons from the background plasma also decreases in the density down-ramp at the exit of the cell, and these trapped electrons also contribute to a peak in the electron energy spectrum (see figures 4(b) and (c)). The electrons trapped from the background plasma are subject to a stronger accelerating field in the wake which results in a higher energy for these electrons compared to the electrons from ionization from $N_{1}$ and $N_{2}$.

While the electron energy is higher for the electrons trapped from the background plasma in the density down-ramp, the amount of charge is significantly higher when also ionization-induced trapping occurs in the density down-ramp.

Due to pump depletion, as the length of the cell is increased, the strength of the laser pulse as it reaches the exit down-ramp is decreased. Therefore, the amount of charge injected in the down-ramp is expected to decrease, which agrees well with our observation of no peaked features for cells longer than approximately 1.8 mm.

5. Conclusions

We have shown experimentally, and supported by simulations, that the advantage of ionization-induced trapping to provide high charge in beams of accelerated electrons can be combined with a density down-ramp to localize the injection and thereby providing peaked electron energy spectra. Higher charge in the accelerated beams, as compared to pure density down-ramp injection, also implies a better efficiency of the accelerator. The peak energy of the electrons trapped by field ionization of $N_{1}$ and $N_{2}$ at the back of a gas cell shows only small shot-to-shot fluctuations and the method is therefore a suitable choice for a stable wakefield accelerator.
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Ionization injection is a simple and efficient method to trap an electron beam in a laser plasma accelerator. Yet, because of a long injection length, this injection technique leads generally to the production of large energy spread electron beams. Here, we propose to use a shock front transition to localize the injection. Experimental results show that the energy spread can be reduced down to 10 MeV and that the beam energy can be tuned by varying the position of the shock. This simple technique leads to very stable and reliable injection even for modest laser energy. It should therefore become a unique tool for the development of laser-plasma accelerators.

Laser plasma wakefield accelerators can produce femtosecond electron beams\(^1\) with energies up to a few GeV\(^2\)-\(^4\) in only a few centimeters. A critical issue with plasma accelerators is to trap electrons into the wakefield in a reliable and controllable way. Ionization injection is one of the most effective methods for achieving this trapping\(^5\)-\(^9\). This technique is based on the use of a high-Z gas or a gas mixture (low and high Z gases). While outer shell electrons of the high-Z gas are ionized by the rising edge of the laser pulse, inner shell electrons are released only when the laser reaches its peak intensity. At that time, a wakefield cavity is already formed. Electrons from inner shells can therefore be released in the middle of the cavity. They are then accelerated as they slip toward the back of the cavity and possibly injected if their velocity exceeds the wakefield velocity. This injection technique allows to accelerate electron beams with high charge\(^10\) and low emittance\(^11\) but large energy spread\(^6\)-\(^8\).

This large energy spread comes from the fact that the laser field remains above the threshold for inner shell ionization over a significant length (possibly a few millimeters), leading to continuous electron injection. Several techniques have been proposed to control the trapping length and hence the energy spread in ionization injection. They include the use of moderate power laser pulses\(^12\), multiple beams setups\(^13\)-\(^14\), and plasma density tailoring\(^16\) notably in staged laser-plasma accelerators\(^17\)-\(^19\). Yet, energy spreads obtained in experiments are at best about 10 MeV\(^15\), which remains relatively large compared to best controlled injection techniques\(^20\),\(^21\).

Here we propose and demonstrate a controlled ionization injection technique which is simpler to set up than existing ones and leads to mean energy spreads of about 10 MeV, with room for improvement. It is based on the creation of a shock front in a supersonic gas jet. Electrons ionized when the laser crosses the shock front spend more time in the accelerating field because the cavity expands, as illustrated in Fig. 1. They can thus be injected below the threshold for regular ionization injection, leading to localized trapping and low energy spreads. This technique is quite similar to density-transition injection\(^22\),\(^23\), except for the use of a gas mixture instead of a pure light gas. We show in the following that this simple change stabilizes the injection and improves the beam quality significantly.
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Results
The experiment was performed at LOA using the *salle jaune* laser facility. The laser duration and focal spot were 28 fs and 12.2 × 15.7 μm² full width at half maximum (FWHM) respectively. The peak laser intensity in vacuum was \( I = (5 \pm 2) \times 10^{18} \text{ W cm}^{-2} \). The shock front was formed by inserting a 500 μm thick silicon wafer into the supersonic gas flow from a 1.5 mm nozzle, 3 mm from the nozzle exit. Its position along the laser propagation axis was varied in order to tune the electron beam energy. The density profile was characterized at every shot by plasma interferometry and Abel inversion. Note that the shock front is almost perpendicular to the optical axis within the plasma (which radial extension is about 160 μm FWHM), Abel inversion can therefore be performed using the optical axis as a symmetry axis. A typical density profile is shown in Fig. 1. Unless otherwise stated, the gas is a mixture composed of 99% of helium and 1% of nitrogen. Helium is fully ionized in the rising edge of the laser, while nitrogen is ionized to \( N^9 \); electrons from upper levels can be ionized when the laser reaches its peak intensity, leading to ionization injection. Electron spectra were measured with a spectrometer consisting of a permanent magnet (1.1 T with a length of 100 mm) combined with a phosphor screen imaged on a 16 bit CCD camera. The spectral resolution varies between 2.7% and 3.8% for electron energy between 75 and 200 MeV. All measurement precisions were obtained from the standard deviation.

Ten consecutive electron spectra obtained with a shock and a gas mixture are shown in the left side of Fig. 2. Electrons are injected at every shot (over hundreds of consecutive shots). The beam charge is about 1 pC. The mean energy spread is 14 ± 2 MeV (11% at 123 MeV), while the energy spread of the best shots is about 10 MeV. This is much smaller than typical energy spread obtained with regular ionization injection, as exemplified in Fig. 5d. The accelerated beam is elliptic with a divergence of 0.7 ± 0.6 mrad in the laser polarization direction and 2.6 ± 0.7 mrad in the perpendicular direction. The beam stability is compared with that of shock front injection in pure helium in Fig. 2. The charge and the energy spread are similar in both cases. In contrast, the stability is much better in the gas mixture; the standard deviation of the electron beam energy and charge are 2.5% and 12% respectively, while in pure helium they are 7% and 24%. The use of gas mixture improves also significantly the rms pointing stability; it is 1.5 mrad in the gas mixture versus 3.2 mrad in pure helium (in other series the rms pointing stability is as low as 0.7 mrad and it is never larger than 1.8 mrad with the gas mixture). Beam fluctuations in pure helium are likely due to a deficient laser wavefront, to inhomogeneities in the laser spot or to imperfect shock fronts. In the gas mixture, ionization injection restricts the injection close to the optical axis, therefore it produces an electron beam which is less sensitive to radial inhomogeneities, similar to longitudinal injection. Accordingly, shock assisted ionization injection was also observed to depend much less on shock and laser conditions than regular shock injection; for many conditions, there was no injection with pure helium while electrons were injected at every shot with the gas mixture.

Particle-In-Cell simulations were used to get some insight into the injection mechanism. They were performed with the 3D, fully electromagnetic code CALDER-CIRC which uses cylindrical coordinates and a Fourier decomposition in the poloidal direction. Two Fourier modes were used with 70
macro-particles by cell, and mesh sizes $\Delta z = 0.2k_0^{-1}$ and $\Delta r = 1.5k_0^{-1}$ in the longitudinal and radial directions respectively, with $k_0$ the laser wavenumber. The laser intensity was $I = 3.3 \times 10^{18}$ $\text{W cm}^{-2}$ and the focal spot radius was 16 $\mu\text{m}$ FWHM. Ionization was described using a modified ADK model. The density profile used in the simulation is shown in Fig. 3a. Because of moderate plasma density and laser intensity, the laser weakly self-focuses; the peak intensity does not exceed $I = 1.5 \times 10^{19}$ $\text{W cm}^{-2}$ and a wakefield is efficiently excited over $\approx 1.5$ mm only (from $x \approx -0.7$ mm). Yet, an electron beam with a 1 pC charge is trapped and accelerated up to $\approx 110$ MeV, with an energy distribution similar to the experimental one (Fig. 3b). Figure 3a shows the ionization position of accelerated electrons. Most of them originate from a short region just before the density transition. They gain some energy from the wakefield before the shock front. Then, they shift back towards the center of the plasma cavity in the density transition, because of the cavity expansion; they are thus further accelerated and gain enough energy to be trapped. Note that the peak around 55 MeV in Fig. 3b is due to regular ionization injection occurring well after the density transition; similar peaks were also observed in the experiment.

In addition to improving the stability, shock assisted ionization injection preserves most of the advantages of shock front injection, notably its simplicity (single stage, single laser pulse) and the possibility to change the electron energy by varying the shock position. For instance, in Fig. 4(a) the energy increases from 70 MeV to 120 MeV when the shock position is moved from $-0.26$ mm to $-0.9$ mm from the center of the density profile. The charge and energy spread are almost constant, except for $z = -0.26$ where they are reduced by a factor of 10 and 4 respectively (probably because of a smoother shock front). From Fig. 4(a), the mean longitudinal field and the effective acceleration length are estimated to be about

![Figure 2. Angularly resolved electron spectra of ten consecutive shots, with a shock front and a gas mixture (a) or pure helium (b). The electron density at the center of the density profile is $4 \pm 0.1 \times 10^{19}$ cm$^{-3}$ in (a) and $3 \pm 0.1 \times 10^{19}$ cm$^{-3}$ in (b). The shock front is located $1.03 \pm 0.02$ mm from the center of the density profile in (a) and $1.34 \pm 0.02$ mm in (b). The small differences in density and shock front position explain the difference in the electron beam energy between (a,b). The spectra are corrected from the spectrometer dispersion. The color bar goes from 0 (blue) to 83000 electrons per MeV per mrad (red). (c,d) Corresponding mean electron spectra, with standard deviation in colored area.](image-url)
67.5 ± 8 GeV/m and 1.65 ± 0.32 mm respectively. This length is much smaller than the dephasing length, indicating that acceleration is limited by laser diffraction, as observed in the simulation. The longitudinal field is also relatively weak, pointing out that the accelerator is operated in the quasi-linear regime, consistently with the moderate laser intensity.

Figure 4(b) shows that electrons can be injected even with modest laser energy, down to ≈670 mJ. While the electron beam energy increases slightly with the laser energy \( E_L \) for \( E_L \lesssim 1.07 \) J, the rise is most significant for larger energies, likely because of better laser self-focusing and hence longer acceleration length. The beam charge (integrated over two FWHM) increases more steadily with \( E_L \), from 38 ± 7 fC up to 8.6 ± 1.5 pC. This increase goes along a growth of the energy spread from 98 ± 4 to 193 ± 3 MeV. These findings are consistent with injection ionization close to the injection threshold (the injected volume in the phase space increases with the laser intensity).

The charge and the energy of the beam also depend on the electron density \( n_e \), as shown in Fig. 4c. From \( n_e = 3.1 \times 10^{18} \) cm\(^{-3}\) to \( n_e = 9.2 \times 10^{18} \) cm\(^{-3}\), the charge and energy increase from 0.5 ± 0.2 to 14.2 ± 1 pC and from 98 ± 4 to 193 ± 3 MeV respectively. The charge growth arises likely from the increase of the nitrogen density and of the laser intensity (resulting from self-focusing). The beam energy increases because of rising accelerating field originating from the increase of the density and enhanced laser self-focusing. It confirms that the acceleration is not limited by dephasing (in the opposite case, the energy would decrease with increasing density).

As the plasma density increases some electrons can be released after the density transition, leading to injection over a long length and hence to broad energy distributions. This effect is illustrated in Fig. 5. Whereas all the charge is concentrated in a single peak at low density (Fig. 5a), a second peak with a large energy spread is also accelerated when the density is risen above ~5.3 \( \times 10^{18} \) cm\(^{-3}\) (Fig. 5b,c). The energy spread of the tail is very similar to that of electron beams obtained without shock at the same density (Fig. 5d), confirming that this tail is due to regular ionization injection. The total charge is also similar with or without the shock, about 30 pC, probably because of beam loading. Thus, the drawback of rising the plasma density to increase the beam charge is that it can also increase the charge in the low energy tail. A way to increase the beam charge while avoiding this detrimental effect is to rise the fraction of nitrogen in the gas mixture. This is exemplified in Fig. 5b–e which shows that doubling the proportion of nitrogen leads to the injection of more electrons in the electron beam without changing significantly the energy distribution nor the divergence.

**Discussion**

In conclusion, we demonstrated a controlled injection technique which gathers most of the advantages of ionization and shock front injections. It is easy to setup and works for a large range of parameters without requiring a complex alignment. Compared to ionization injection, electron trapping is confined to a small region, leading to the injection of electron beams with rather low energy spreads (down
Figure 4. Influence of the shock position, the laser energy and the electron density on the beam properties. (a) Peak energy as a function of the shock position, for \( n_e = 5.3 \pm 0.4 \times 10^{18} \text{ cm}^{-3} \). (b) Electron beam energy and charge as a function of the laser energy, for \( n_e = 5.6 \pm 0.3 \times 10^{18} \text{ cm}^{-3} \). (c) Beam charge and energy as a function of the electron density. In (b,c) the shock position \( z_s = -1.02 \pm 0.02 \text{ mm} \). Error bars indicate the standard deviation.

Figure 5. Angularly resolved electron spectra for different conditions. (a) Electron density \( n_e = 3.7 \times 10^{18} \text{ cm}^{-3} \). (b) \( n_e = 5.3 \times 10^{18} \text{ cm}^{-3} \). (c) \( n_e = 9.2 \times 10^{18} \text{ cm}^{-3} \) without shock. (d) \( n_e = 5.3 \times 10^{18} \text{ cm}^{-3} \), mixture 2% nitrogen, 98% helium.
to 10 MeV). The electron beams were also observed to be much more stable than those obtained by shock front injection. In particular the pointing stability was as low as 0.7 mrad. Further optimization of the shock may lead to higher charge and to smaller energy spread, down to 5 MeV as obtained with density-transition injection\(^2\). Moreover, a laser-plasma lens could be used to reduce the divergence below 2 mrad\(^2\).
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A B S T R A C T

To improve the stability and reproducibility of laser wakefield accelerators and to allow for future applications, controlling the injection of electrons is of great importance. This allows us to control the amount of charge in the beams of accelerated electrons and final energy of the electrons. Results are presented from a recent experiment on controlled injection using the scheme of colliding pulses and performed using the Lund multi-terawatt laser. Each laser pulse is split into two parts close to the interaction point. The main pulse is focused on a 2 mm diameter gas jet to drive a nonlinear plasma wave below threshold for self-trapping. The second pulse, containing only a fraction of the total laser energy, is focused to collide with the main pulse in the gas jet under an angle of 15°. Beams of accelerated electrons with low divergence and small energy spread are produced using this set-up. Control over the amount of accelerated charge is achieved by rotating the plane of polarization of the second pulse in relation to the main pulse. Furthermore, the peak energy of the electrons in the beams is controlled by moving the collision point along the optical axis of the main pulse, and thereby changing the acceleration length in the plasma.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The research on laser wakefield accelerators, first proposed by Tajima and Dawson [1] in 1979, has been highly active since the break-through in 2004 when it was demonstrated that laser wakefield accelerators could produce electron beams with quasi-monoenergetic spectra in the so-called bubble regime [2–4]. However, laser wakefield accelerators still suffer from several issues, and in particular large shot-to-shot fluctuations, large energy spread and divergence. One of the causes of the fluctuations is the injection and trapping of electrons, which in many experiments is achieved by self-trapping. Self-trapping occurs as the velocity of the electrons constituting the plasma wave approaches and exceeds the phase-velocity of the wave. Since the evolution of the laser pulse in the plasma and the excitation of the plasma wave is highly non-linear, both the number of trapped electrons and the final energy of the electrons tends to be hard to control. For this reason, several techniques for externally triggered injection and trapping of electrons in laser wakefield accelerators have been developed and proved to be successful to decrease shot-to-shot fluctuations and to improve the quality of the beams. These include, among others, injection in density down-ramps [5–7] or density transitions [8,9], injection by ionization from inner shells [10,11] and injection by colliding laser pulses [12–14].

In the scheme of injection by colliding laser pulses, a focused laser pulse drives a plasma wave in its wake to a large amplitude, but below the threshold for self-trapping. A second focused counter-propagating laser pulse, with lower intensity, is spatially and temporally overlapped with the main pulse at a certain time and position in the plasma. During the collision of the two pulses, a beat-wave is formed which exerts a large ponderomotive force on the plasma electrons. For amplitudes of the two pulses over a certain threshold [14], this force stochastically heats the plasma electrons and a fraction of these electrons gain sufficiently large forward momentum to become trapped in the wake driven by the main pulse.

The technique of injection by colliding laser pulses has been shown to generate high quality beams [15–17], regarding divergence, energy spread of the quasi-monoenergetic spectra and electron pulse duration. However, this technique is experimentally challenging since two laser pulses of high intensity have to be spatially and temporally overlapped at the desired point of injection and requires high control and stability of the pointing of the two laser pulses.

In this article we report on our experiments on colliding pulse injection, and our efforts to decrease the complexity in the experimental set-up. We anticipate that such simplified set-up
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allows the technique to become more approachable for further studies including studies of applications of the electron beams.

2. Experimental set-up and methods

The experiments were conducted at the Lund Laser Centre, using a multi-terawatt laser operating at 10 Hz at a central wavelength of 800 nm. The laser system produces pulses of up to 1 J after compression in a single 50 mm diameter beam. The beam position and pointing is monitored at several points in the laser system and, using piezoelectric actuated mirrors, an automated system compensates for long term drifts.

The experimental set-up is illustrated in Fig. 1(a), showing the incoming beam from the laser system from bottom left. The pulse duration is estimated from autocorrelation measurements to (40 ± 4) fs full width at half maximum (FWHM). The beam is split into two parts using a small pick-up mirror close to the interaction point. The pick-up mirror is elliptical such that it reflects a circular 1/2 in. beam perpendicular to the optical axis of the main beam. Also, the substrate of this mirror is cut to leave a circular shade in the main beam without any additional part of the main beam.

The main laser beam, used for the pulses that drive the plasma wake, is focused using an off-axis parabolic mirror with an effective focal length of 750 mm. The beam reflected by the pick-up mirror is used for the pulses that trigger the injection and is focused using an off-axis parabolic mirror with an effective focal length of 100 mm. The injection pulses are focused onto the optical axis of the main beam at, or at the vicinity of, the main beam waist. The optical axes of the two focused beams are both in the horizontal plane, in which they make an angle of 15°. The beam line used for the injection pulses includes a motorized linear translation stage to move the collision point along the optical axis of the main beam, and a second motorized linear translation stage to allow for re-focusing of the injection pulses under vacuum. A manually actuated delay stage allows for coarse adjustment of the temporal overlap of the two pulses at the interaction point before the experimental chamber is pumped to vacuum. The fine adjustment is then made by a motorized linear translation stage that moves the pick-up mirror along the direction of the reflected beam. Furthermore, a rotatable zero-order mica λ/2 wave retarder is inserted, for specific data series, in the beam line and allows rotation of the plane of polarization of the injection pulses. The wave retarder is approximately 80 μm thick and is not expected to affect the duration of the injection pulses significantly. However, the transmittance of the wave retarder is measured to be 0.8 and the peak intensity of the injection pulses is decreased by the same factor.

The foci of the two beams are imaged simultaneously using a microscope by reflecting the beams on the top edge of a prism, shaped to reflect both beams vertically in the direction of the microscope objective (see Fig. 1(b)). This imaging system is used to spatially overlap the two pulses, by inserting the prism edge and imaging the desired position for the collision, and then steering the two foci there. Fig. 1(c) shows a typical image of the two foci on the top edge of the prism after the spatial overlap has been tuned. In order to clearly see both foci in this figure, the normalization of the color map is different in the two regions separated by the dashed line, which also marks the position of the edge of the prism.

By fitting Gaussian distributions to the intensity distribution of each foci, the diameter (FWHM) of the foci of the main and injection beam are determined to be 20 μm and 11 μm, respectively. Furthermore, the amount of energy fitted into each Gaussian is 470 mJ and 42 mJ, respectively. Assuming a Gaussian
distribution temporally, with the determined pulse duration, the peak intensities are $2.8 \times 10^{18}$ W/cm$^2$ and $0.8 \times 10^{18}$ W/cm$^2$, for the main and injection pulse respectively, corresponding to normalized vector potentials of 1.1 and 0.6.

A gas nozzle with an orifice diameter of 2 mm located approximately 1 mm from the optical axis, provides a jet of hydrogen gas with its front edge at the waist of the main beam. The neutral density distribution is characterized off-line by measuring, using a wavefront sensor, the additional optical path length introduced by the gas in an optical probe beam [18], and by assuming circular symmetry in the plane of the two laser pulses.

The accelerated electrons exit the plasma along the optical axis of the main laser pulse, and are dispersed by a dipole magnetic field before impacting on a scintillating screen. Images of the scintillating screen are acquired for each shot and are used to determine the electron energy spectra. The response of the imaging system is absolutely calibrated, which is used together with published calibration factor for the scintillating screen[19] to determine the amount of charge in the beams of accelerated electrons.

3. Results

During the experiment, the pick-up mirror is first removed from the beamline. In this case, beams of accelerated electrons are observed for electron number densities above $1.1 \times 10^{19}$ cm$^{-3}$. The beams of electrons show the typical features of self-trapped beams, with electron energy spectra containing one or more peaked features [20]. The energy value of these peaks are fluctuating from shot to shot in the range from approximately 50 MeV to 200 MeV and the amount of detected charge is of the order of $50 \mu$C with a fluctuation (standard deviation) of 50%.

The density is then lowered well below this threshold, to $8 \times 10^{18}$ cm$^{-3}$, to make sure that no accelerated electrons in the succeeding shots are due to self-trapping, and the pick-up mirror is inserted. After optimizing both spatial and temporal overlap of the main and injection pulses at the desired position of injection, quasi-monoenergetic beams of accelerated electrons with low divergence ($\approx 3$ mrad) are observed. These beams of accelerated electrons have a small energy spread, typically below 5 MeV (FWHM). Due to the lower peak intensity of the main pulse, the density can be increased to $1.2 \times 10^{19}$ cm$^{-3}$, while still observing high-quality electron beams. Images of dispersed electron beams on the scintillating screen for two shots at the same plasma electron number density and with the collision point approximately in the center of the gas jet are shown in Fig. 2(a), together with the electron energy spectra for each beam. It is confirmed, by blocking the injection pulse, that no beams of accelerated electrons are generated due to self-trapping. It is observed in this figure that the beams impacting on the scintillating screen are close to circular symmetric. This suggests that the measured energy spread is most likely limited by the resolution of the electron spectrometer and divergence of the electron beams.

To confirm that the trapped charge is due to the interference of the two colliding pulses, the plane of polarization of the injection pulses is rotated. The amount of detected charge as a function of angle of rotation ($\theta$) of the plane of polarization of the injection pulse with respect to the horizontal plane, is shown in Fig. 2(b), for a sequence of shots taken using a plasma electron number density of $1.1 \times 10^{19}$ cm$^{-3}$. Maximum amount of charge is detected with both pulses polarized in the horizontal plane ($\theta=0^\circ$), for which the interference between the pulses is maximal. In contrast, with the injection pulse polarized in the vertical plane, there is minimal interference between the two pulses as they cross each other, and as a result no charge is detected on any of these shots.

The energy of the accelerated electrons is controlled by changing the position of collision in the plasma along the optical axis of the main beam, while still maintaining the temporal overlap of the two pulses. This is achieved in the experiment using either of two methods. (I) By moving the translation stage holding the focusing system is absolutely calibrated, which is used together with published calibration factor for the scintillating screen[19] to determine the amount of charge in the beams of accelerated electrons.

![Fig. 2.](image-url) (a) High quality beams of accelerated electrons, trapped by the collision of the two laser pulses in the plasma. The divergence (FWHM) of the beams is 3 mrad and the beams are quasi-monoenergetic at 120 MeV. The amount of detected charge is controlled by rotating the plane of polarization of the injection beam (b). The error bars mark the standard deviation of 10 shots. $\theta=0^\circ$: the plane of polarization of the injection pulse is horizontal, which allows for maximum interference with the main pulse. At an angle $\theta=90^\circ$: the plane of polarization of the injection pulse, with respect to the horizontal plane, there is no interference of the two pulses and no trapped charge is observed at this angle.
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...focus of the main beam is expected to affect also the propagation of the main laser pulse in the plasma.

In Fig. 3(a), images of five dispersed electron beams are shown with different collision points, \(x\), relative to the center of the jet, tuned using method (II) of moving the gas jet. Correspondingly, the peak energy for these shots is plotted in Fig. 3(b) as a function of collision point, \(x\). During this sequence, the \(\lambda/2\) wave retarder is removed from the injection beam path and the plasma electron number density is set to \(1.0 \times 10^{19} \text{ cm}^{-3}\). Although the magnitude of the accelerating field is varying over during the full acceleration distance, the average, effective, accelerating field is estimated to 90 MV/mm from this figure.

5. Discussion

It is clear from the results that injection and trapping of electrons is triggered by the interaction between the two laser pulses. Furthermore, it is confirmed that the injection is triggered due to the interference between the fields of the two laser pulses, since no beams of accelerated electrons were observed with crossed polarization of the two pulses.

The experiment still suffers from large fluctuations in the resulting beams of accelerated electrons. These fluctuations most likely come from scatter and drift of the pointing of the two beams, which was observed during the experiment on images of the scattered light from the two laser pulses as they propagate through the plasma. Although, the experimental results show that beams with low divergence and small energy spread can be achieved by this method, the experiment still suffers from large fluctuations.

5. Summary and outlook

We have demonstrated a compact set-up for the colliding pulse injection scheme for laser wakefield accelerators, by picking off part of the main laser pulse, close to the point of interaction, to trigger the injection. The colliding pulse injection scheme provides electron beams with excellent quality, regarding divergence and energy spread. The scheme also provides means to control both the electron energy and amount of charge in the beams of accelerated electrons.

Future experiments on the colliding pulse injection scheme are planned, aiming to decrease the shot-to-shot fluctuations of the beams of accelerated electrons.
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Abstract
We report on a setup for the investigation of proton acceleration in the regime of target normal sheath acceleration. The main interest here is to focus on stable laser beam parameters as well as a reliable target setup and diagnostics in order to do extensive and systematic studies on the acceleration mechanism. A motorized target alignment system in combination with large target mounts allows for up to 340 shots with high repetition rate without breaking the vacuum. This performance is used to conduct experiments with a split mirror setup exploring the effect of spatial and temporal separation between the pulses on the acceleration mechanism and on the resulting proton beam.

Keywords: Laser-ion acceleration; Mirror design; Radiation detectors

INTRODUCTION

Within the last decade, tremendous progress has been made in the field of laser ion acceleration. First demonstrated Wilks et al., 2001 by the mechanism of target normal sheath acceleration (TNSA) nowadays provides a source for ultra-short proton bunches with energies up to several tens of MeV (Daido et al., 2012; Passoni et al., 2010). An ultra-intense laser pulse ($I > 10^{16} \text{W/cm}^2$) which interacts with the front-side of a μm-thick target foil drives a massive electron current toward the rear-side of the target. The electrons exiting the target on the scale of the Debye-length create a charge separation field between them and the positively charged remaining bulk. This generates an electric field in the order of a few TV/m. In this field, which can be considered static on the timescale of a several 100’s of fs up to a few ps (Schreiber et al., 2006), protons and heavier ions like carbon or oxygen — mainly from the hydrocarbon contamination layer on the target — are accelerated.

Numerous studies on the mechanism of TNSA have been made so far, e.g., the investigation of the dependence on laser parameters like the focal spot size (Bremner et al., 2011), energy (Coury et al., 2012), or pulse duration (Robson et al., 2007), studies on the electron current driven in the target (Tresca et al., 2011; Coury et al., 2013), or different target geometry (Schwoerer et al., 2006; Ramakrishna et al., 2010; Hegelich et al., 2006; Burza et al., 2011). In our current study on TNSA acceleration, we focus on the influence of two independent laser pulses with different temporal and spatial separation, interacting with the target and driving the acceleration. In this paper we describe the technical part of the setup, which includes laser and particle diagnostics as well as the target and optical probing system.

LASER SYSTEM

The Lund terawatt laser is a Ti:Sapphire based CPA (Strickland & Mourou, 1985) laser system with four amplification stages situated in the basement of the Physics Department at Lund university. A dedicated diagnostic table setup next to the compressor allows the verification of the laser beam parameters on a daily basis. The pulse duration is measured with a second order single-shot autocorrelator. A third order scanning autocorrelator (Amplitude, Sequoia®) is used to measure the laser contrast. Besides that, the spectrum (RGB, Qwave®) and the spectral phase (Avesta, SPIDER SP-120) are recorded. A mirror in the beam line with a designed leakage of 1.5% allows for on-shot recording of autocorrelation and laser spectrum. Typical pulse parameters are an energy $E_L = 0.9 \text{J}$ at a pulse duration of $\tau_L = 35 \text{ fs}$. The laser contrast is $0.5-1 \times 10^{-9}$ up to 50 ps before the main
pulse. A beam position system controls piezo mirrors in the amplifier chain and compensates for long term drifts which helps to keep laser parameters stable during operation.

A deformable mirror (DM) with a clear aperture of 65 mm, segmented in 32 piezo controlled areas (NightN Ltd., DM2-65-32) in the beam line enables corrections of the wavefront downstream. The 45 mm diameter beam is guided in vacuum and can be delivered into two different target areas by flipping one of the beam line mirrors. One of the target areas is mainly dedicated to laser wakefield acceleration (LWFA) (Desforges et al., 2014; Hansson et al., 2014) experiments, whereas the other target area mainly for proton experiments. The radiation shielding allows simultaneous experiments on electrons in one room and preparation of ion acceleration experiments in the other room. Both cylindrical experimental chambers with an inner diameter of 108 cm and a height of 37 cm are accessible by removing the lid or flanges on the side of the vacuum vessel. In the following, we will focus on the proton setup only (Fig. 1).

TARGET SYSTEM

Below the proton chamber is a housing containing an electrically insulated and Faraday-shielded xyz-linear stage system (Newport, GTS70). Using optical encoded position sensors and double-shielded cables, malfunction events due to electro-magnetic pulses do not occur. All stages have a travel range of 70 mm at a velocity of up to 50 mm/s with an on-axis accuracy of ±1 μm and a bi-directional position reproducibility of 100 nm. The upper part of the target mount holds a three-point load, multi-purpose holder on which different kinds of self-centering targets can be mounted. Additional tip/tilt screws enable target adjustments perpendicular to the motion axis which is checked for every target with a micrometer caliper. Primarily used is a matrix target mount with 340 (17 × 20) independent target positions of 1 mm diameter and 2.5 mm separation (Fig. 2a). The mount consists of two comb shaped plates where a target foil can be clamped in between (Fig. 2b). Using an additional spacer, double layered target configurations or grids for proton imaging purposes can be realized.

The position of the target chamber center (TCC) which is the dedicated focus position is defined by the overlap of two external lasers beams, each referenced to the center of two opposed flanges on the chamber wall. This position is transferred to an alignment needle on the target mount and verified during major rebuilds. The target is aligned in the TCC using the laser focus diagnostic, observing the

Fig. 1. Experimental setup for proton acceleration in the TNSA regime. The incident laser pulse is divided by a split-mirror into two beams which can be spatially and temporally shifted with respect to each other. Both beams are focused by the same OAP onto the target. The accelerated protons can be sent to a spectrometer for an energy measurement or a spatial detector in order to determine the beam profile. An independent optical probe can be used to do shadowgraphy or interferometry of the target rear surface.

Fig. 2. (a) Matrix target mount with 340 (17 × 20) independent target positions. (b) The mount consists of two comb shaped plates where the target foil can be clamped in between. (c) Scan of the relative focal position for a column wise vertical movement of a 3 μm Al foil. The standard deviation in each column is less than 18 μm.
reflection of a monochromatic light source from the target rear surface at an angle of 45°. This diagnostic is based on an infinity corrected 10× objective (Mitutoyo, Plan Apo NIR) with a working distance of 31 mm, imaging the laser focal plane onto a camera outside the vacuum vessel. Alternatively, for the laser alignment, the beam can be sent to a modified Hartmann sensor (Hartmann, 1900; Primot et al., 1995) (Phasics, SID4) to measure the wavefront. Note that within this setup using a DM, wavefront corrections for all optical elements up to the final focusing parabola can be included. The small depth of the focus diagnostic (4.1 μm) and the additional observation angle allow for a position accuracy of 2–3 μm with respect to the objective.

The typical procedure in order to take a series of shots is a columnwise pre-inspection of the target, regarding foil condition and possible wrinkles. This allows for a burst-mode of up to 17 shots within 1 min by moving the target vertically to the next position without any further inspection. Measurements of the focus position (Fig. 2c) for a pre-aligned target show a deviation of less than 18 μm, which is significantly smaller than the Rayleigh-length. This deviation is mainly given by imperfections during manufacturing of the target mount. The complete remote control of the target alignment enables a scan with a complete target in less than 1.5 h. Simultaneous monitoring and controlling of the laser parameters guarantee stable laser conditions. Further automated control of the target system, e.g., by target positioning via chromatic-confocal sensing (Ruprecht, A.K. et al. 2005) could increase the repetition rate and precision of the alignment.

### SPLIT MIRROR SETUP

Focusing of the laser is done by an off-axis parabolic mirror with 152 mm focal length (SORL OAP 06-02-03/MMOA-3) giving a focal spot of 5 μm (FWHM) corresponding to a maximum intensity of 2 × 10^19 W/cm^2 on the target and a measured Rayleigh-length of (z_R = 50 μm). One of the mirrors inside the experimental chamber consists of a specially designed split-mirror to generate two independent beams which can be spatially and temporally shifted with respect to each other (Fig. 3a). The setup is based on two protected silver mirrors sized 70 × 90 mm which have a thin edge to place them side by side, leaving a vertical gap of only a few tenths of a millimetre. Both mirrors are mounted separately and can be tilted horizontally and vertically using piezo-linear actuators (Newport, Picomotor). In addition, one of the mirrors is mounted on a linear stage allowing for a translation perpendicular to its surface. The introduced path difference of up to 20 mm in either direction at an incidence angle of ≈12° corresponds to a temporal delay of max. ±68 ps with respect to the fixed pulse. Finally, both mirrors can be moved sideways simultaneously to change the fraction of the incident beam on each mirror and therefore the energy ratio between the two pulses.

We deduce the minimal vertical movement of the beam in the focal plane to 150 nm/steps of the piezomotor tilting the mirror. In the given geometry, a vertical separation does not significantly change the length of each beam path, so it is not changing the relative timing between the two pulses. The bi-directional repeatability due to hysteresis effects in the mount is in the order of 5–6 μm. To avoid this effect, scans are always performed in one direction of movement (Fig. 3b).

The temporal overlap of the pulses is verified by the observation of an interference structure while both beams are spatially overlapped. The interference pattern is visible within a spatial range of 20 μm corresponding to ±60 fs temporal range, showing a symmetric maximum (Fig. 3c). This method allows for a relative timing with a sub-pulse duration accuracy which is higher compared to methods like transverse probing of the generated plasma (Aurand et al., 2014).

Advantageous for all kinds of measurement series done with this setup are the common beam line and the focusing system downstream of the split-mirror, making the measurements insensitive to beam pointing fluctuations. Even if the absolute focus position of the system undergoes a small spatial jitter, the relative spatial and temporal separation of the beams remained fixed.
ION DIAGNOSTIC

Ions are accelerated from the target rear surface. In order to
be able to match the high repetition rate and the high
number of shots per target, all diagnostics used in this
setup have digital readouts.

The proton energy is determined by deflection of the
proton beam in a magnetic field with an effective strength
of $B_{\text{eff}} = 0.69$ T and a length of 6 cm, which is situated in
the target normal direction ($47 \pm 0.5$) cm behind the target.
A 1 mm horizontal entrance slit covers a solid angle of
$(8 \times 10^{-5})$ sr. Heavier ions are blocked by a $6 \mu\text{m}$ Al filter
in front of the scintillator (St. Gobain, BC-408). The fluores-
cence signal is imaged by a 16-bit camera (Princeton, "Pho-
tonMAX 1024") (Fig. 4a). To obtain the absolute particle
number, a cross-calibration using a CR-39 trace detector
was done (Cartwright et al., 1978) (Fig. 4b). The lowest de-
tectable energy, determined by the setup geometry, is
1.2 MeV. The highest resolvable energy is $\approx 10$ MeV.

The proton beam profile is measured by moving a scintil-
lator (St. Gobain, BC-408) with a thickness of 500 $\mu\text{m}$ into
to the beam at a position of $(65 \pm 2)$ mm behind the target.
The scintillator is placed in a light-shielded aluminum box with
a 12 $\mu\text{m}$ thick Al entrance window and an acceptance angle of
$28^\circ$. The scintillator is imaged by an objective inside the box
onto an optical fiber bundle, which transfers the signal out of
the vacuum chamber onto a camera (Fig. 4c). Using a grid of
Al bars with different thicknesses in front of the scintillator
allows for an analytical subtraction of the electron back-
ground, superimposed with the signal, by taking the different
stopping power for electrons and protons into account. In

![Fig. 4. Proton energy measurement from a 3 $\mu\text{m}$ Al foil. (a) The raw data image obtained by the fluorescence of energy dispersed protons in a BC-408 scintillator in target normal direction. (b) Evaluated proton spectra using the calculated deflection curve and a cross calibration with CR-39 to get the absolute particle number. (c) Using the spatial detector, a beam profile of the accelerated particles can be taken. An Al filter grid in front of the detector allows for the subtraction of the electron background and a reconstruction of the proton beam profile.](image-url)
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cannot be transmitted or being stopped in the scintillator ($d_{\text{cut}} = 0.5 \text{ mm}; 0.9 \text{ MeV} \leq E_{\text{stop}} \leq 7 \text{ MeV}$). In the future, a stack of scintillators with various thickness which are fluorescing at different wavelengths could be used to obtain an energy resolved signal (Green et al., 2011). Note that the response from a scintillator depends both on particle number and particle energy, which needs to be taken into account calculating absolute particle numbers (Green et al., 2011).

OPTICAL PROBE SETUP

A small amount ($\approx 10 \text{ mL}$) of the stretched pulse can be coupled from the last amplification stage of the laser system and sent to a separate pulse compressor. This part is compressed to roughly 60 fs and can optionally be frequency doubled and sent to a separate pulse compressor. This part is compressed from the last amplification stage of the laser system and can be frequency doubled by the Nomarski interferometric setup of two plasma-plumes for a fixed time but different separations, done by the split-mirror setup.
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We report on a study of the spatial profile of proton beams produced through target normal sheath acceleration using flat target foils and changing the laser intensity distribution on the target front surface. This is done by either defocusing a single laser pulse or by using a split-pulse setup and irradiating the target with two identical laser pulses with variable spatial separation. The resulting proton beam profile and the energy spectrum are recorded as functions of the focal spot size of the single laser pulse and of the separation between the two pulses. A shaping of the resulting proton beam profile, related to both an increase in flux of low-energy protons in the target normal direction and a decrease in their divergence, in one or two dimensions, is observed. The results are explained by simple modelling of near surface sheath field expansion, ionization, and projection of the resulting proton beam. © 2016 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).

I. INTRODUCTION

More than a decade ago, first experimental results1,2 showed the possibility to accelerate protons to tens of MeV kinetic energy over a sub-mm length by using ultra-intense laser pulses irradiating the front side of μm-thick metal foils. The laser pulse forms a megampere electron current inside the target penetrating through the rear surface and expanding into vacuum, leading to a charge separation on the scale of the Debye length. In the resulting electric field—which is of the order of up to a few TV/m—protons, mainly from the hydrocarbon contamination layer on the target rear surface, are quickly accelerated to high energies.3,4

This process, the target-normal-sheath-acceleration (TNSA) mechanism,5 creates a continuous, Boltzmann-like, energy distribution up to a cut-off energy, which has attracted considerable interest, partly from a fundamental plasma physics point of view and partly because of its great potential for novel applications. It represents a very compact source of energetic ions. The pulse duration, at the source, is short, and the transverse emittance is very low.5,8 Potential applications in medicine, material science, accelerator physics, and industry, for example, have been widely discussed.9,9 However, in order to become a useful source for applications, a number of parameters must be greatly improved. For example, the shot-to-shot stability, the maximum proton energies, and the laser-to-proton energy conversion efficiencies must be increased. At the same time, the beam divergence should be reduced. In addition, for many applications, the proton energy distributions must be reduced, and ideally, a narrow energy spread achieved. All these improvements require further experimental and theoretical studies and enhanced understanding of the fundamental processes involved.

In typical TNSA experiments, using a flat metallic target foil irradiated on the front surface by a tightly focused laser pulse, the beam of protons leaves the target’s rear surface centred along the target’s normal (TN) direction. The maximum proton energy, $E_{\text{max}}$, within the beam depends on the total flux of protons than the same increase in intensity obtained by reducing the laser spot size on the target. Brenner et al.10 show that increasing $I_l$ by increasing the pulse energy has a significantly larger influence on the total flux of protons than the same increase in intensity obtained by reducing the laser spot size. Xu et al.11 and Green et al.12 show that, with constant laser pulse energy and pulse duration, the total flux of protons can be increased by defocusing the laser at the target, even though the peak laser intensity is decreased. The proton beam divergence depends on the laser parameters and on the proton energies; the most energetic protons exhibit the smallest divergence.13 Schollmeier et al.14 used micro-structured target foils as a tool to demonstrate the effect of defocusing the laser beam on the generated proton beam. Several more studies have been reported in the literature regarding the proton beam divergence and laminarity15 and how they can be manipulated, e.g., via the use of curved targets.16,17 In this paper, we report on experimental studies of how the angular/spatial distribution of the proton beams can be manipulated without changing the target shape or composition, and instead by varying spatially the laser intensity distribution on the target’s front surface. We keep the target and laser parameters fixed and vary the intensity distribution while monitoring the
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spatial proton beam profile. In recent studies, it was shown that by using a fixed, hollow, doughnut-like laser beam profile, the beam divergence, and energy profile could be manipulated. Here, we vary the intensity distribution either by defocusing the laser on the target or by dividing the focused laser pulse into two spatially separated pulses, with a separation that can be continuously varied. In the first case, we find that the proton beam divergence can be significantly reduced by optimally defocusing the laser pulse, and in the second case that, with optimized separation between the two foci, the proton beam divergence is reduced in the direction of the separation of the foci, resulting in an elliptically shaped proton beam. These collimation effects, in one or two dimensions, are found to be mainly affecting the relatively large number of low energy protons. The number of low energy protons in the target’s normal direction increases while their divergence decreases, resulting in intense beams of low-energy protons, collimated in one or two dimensions.

II. EXPERIMENTAL SETUP AND METHODS

The experiments were carried out using the Lund 10 Hz multi-terawatt laser system; a chirped-pulse amplification (CPA) based Ti:sapphire laser with a pulse duration of 35 fs and a temporal contrast better than $1 \times 10^{-9}$ 50 ps before the main pulse. In the experiments presented here, the energy per pulse, on target, was kept fixed at 0.6 J. The experimental setup is shown in Fig. 1(a). After compression, the 45 mm diameter beam was guided into the interaction chamber and sent onto a split-mirror setup (Figure 1(b)) before reaching an off-axis parabolic (OAP) focusing mirror. For the first part of the investigation, the split-mirror setup was positioned in a way that the full laser beam was reflected on one of the mirrors, and thus, only one focal spot was produced. Instead, the target foil was moved to different positions along the optical axis around the beam waist. For the second part of the investigation, the split-mirror setup was positioned such that each laser pulse was divided into two halves, resulting in two identical focused laser pulses hitting the target foil. The foil was then positioned in the focal plane of the focusing mirror while the separation between the two foci was varied between shots.

The split-mirror setup consists of two planes, protected silver mirrors of standard optical quality ($\lambda/10$ flatness). They have a vertically oriented wedged shaped edge in order to enable the mirrors to be mounted very close to each other, with a gap of only a few tenths of a millimetre, but with the possibility to move freely relative to each other. Due to a separate mounting, the mirrors can be tilted independently in vertical and horizontal directions. In addition, one of the mirrors is mounted on a linear translation stage, which moves the mirror perpendicular to its surface, enabling the relative optical path length and therefore the relative timing of the pulses to be accurately controlled. The complete split-mirror setup is further mounted on another linear translation stage moving it transversely with respect to the laser beam. This enables the split ratio of the pulses to be varied. Both beams are sent onto the same off-axis parabolic mirror, with 152 mm focal length and focused to a circular spot with radius $r = 2.5 \mu m$ (HWHM) reaching a peak intensity of $I_0 = 2 \times 10^{19} W/cm^2$.

**FIG. 1.** (a) Experimental setup: The laser beam is guided onto the split-mirror and separated into two parts which are focused by an $f/3$ parabolic mirror onto the target. For diagnostics, either a spectrometer, consisting of a dipole magnetic field, a scintillator, and a camera, or a spatial detector to image the beam profile is used. (b) The split-mirror consists of two independently adjustable rectangular mirrors with a gap of a few tenths of a millimetre in between. (c) By tilting one of the mirrors, the spatial separation of the beams and the resulting foci can be varied.
Applying angular tilts in one direction to one of the mirrors, the two foci can be separated in that direction of the focal plane (Figure 1(c)). Note that this tilt is induced more than 1 m upstream of the interaction point and is in the order of some μ-rad. Neither a significant pulse front tilt nor a significant relative temporal difference between the beams is induced. By use of a deformable mirror in the beam line, the phase was corrected to ensure a good quality of the focus in the overlapped case. The slight horizontal elongation of the beam, which can be seen in Figure 1(c), is independent of the tilt direction. Fine adjustment of the temporal overlap can be done by adjustments of the relative path length while monitoring the interference patterns occurring in the focal plane when the foci have a spatial overlap. In the studies reported here, the splitting ratio was fixed at either 100:0 or 50:50, and the relative time delay Δt = 0.

As a target, we used 3 μm-thick Al foils mounted in a matrix target holder realizing 340 independent targets and where each new target can be aligned within a few seconds, with an accuracy of better than 18 μm (standard deviation) with respect to the laser focus position. The target is mounted at 45°, horizontally tilted, with respect to the laser axis.

In order to take advantage of the high repetition rate of the laser and the fast target alignment procedure, only online proton diagnostics were used. A magnetic-field based proton spectrometer disperses the protons, after passing through a 1 mm entrance pinhole, depending on their energy onto a scintillator (St. Gobain: BC-408; 500 μm thick), wrapped in a 12 μm thick aluminum foil to block heavy ions, which is monitored by a 16-bit camera (Princeton: PhotonMAX1024). The proton signal is collected in the target’s normal direction monitored by a 16-bit camera (Princeton: PhotonMAX1024). A scintillator (St. Gobain: BC-408; 500 μm thick) is positioned (65 ± 2 mm) behind the target foil along the laser propagation axis, i.e., through the focus, we find, as expected, that the highest proton energy is obtained from the target at best focus (r0 = 165 ± 20 μm), where the peak intensity is the highest. The proton beam is then centered along the TN direction, and the profile, integrating over all protons with E > 0.9 MeV, is spatially round and smooth. However, the divergence dramatically decreases when the target foil is positioned at ±375 μm (r175μm ≈ 8.5 μm) or at ±450 μm (r50μm ≈ 10.5 μm) from best focus (see Figure 2(a)). This corresponds to approximately three to four Rayleigh lengths, and the peak laser intensity is reduced by roughly one order of magnitude. The laser beam profile was carefully investigated in order to ensure a homogeneous distribution of energy over the enlarged irradiated spot. The small difference in the intensity of the proton beam distribution, which can be seen in Figure 2(a) for target positions before and behind the focus, is not systematically different for the full measurement campaign, but they differ systematically within one measurement run with the same laser alignment. This might result mainly from the fact that a laser beam profile for a real laser is not only perfectly Gaussian but also to a smaller extent that a real focussing element is not perfectly parabolic. In this case, it can be shown by ray-tracing that there are small differences in local divergence and intensities on small scales within the beam profile.

The observed decrease in the proton beam divergence is not due to the decrease in the laser intensity, which is easily verified by reducing the laser energy with the target at a best

FIG. 2. (a) The proton beam profile for five representative shots measured with the spatial detector for the target foil positioned at best focus (middle) (r0 = 165 ± 20 μm), 375 μm (r175μm ≈ 8.5 μm), and 450 μm (r50μm ≈ 10.5 μm) before and after the focus (upper/lower). In the defocused case, the proton beam is collimated compared to best focus. The corresponding proton energy distribution in the TN direction is shown in (b).
focus. Instead, it represents a significant relative increase in the number of low energy protons propagating close to the TN direction. The overall lower proton energy results from the de-focusing and therefore the reduced sheath field strength.

Figure 2(b) shows the proton energy distribution observed in the TN direction with the target both at the best focus and defocused by 375 µm. This shows the significant relative increase in the number of low energy protons and a corresponding decrease in protons with the highest energies. This resembles the finding in Ref. 11, but here, it is evident that the increase in low-energy protons in the TN direction is partly due to a reduction in divergence of these protons. Defocusing the laser pulse thus leads to reduced divergence and a significantly increased relative flux of low energy protons, consistent with several previous reports.2,21,22 When separating the two foci in one direction, the spatial beam profile is round in the TN direction. The overall lower proton energy results from the de-focusing and therefore the reduced sheath field strength.
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same reduction in the maximum energy as for the optimum separation, but without the enhancement in proton flux at low energies. These graphs show that the elliptical shape observed with the spatial detector actually represents a collimation effect, with an increase in proton number in TN direction, and that this collimation mainly affects the low energy protons.

IV. MODELLING

A numerical model was developed to investigate how the size of the laser focus and the separation of the laser foci in the case of two beams may be expected to influence the resulting proton beam distribution. The model (an earlier version of which is described in Ref. 23) calculates how the evolving fast electron density distribution on a grid corresponding to the target rear surface maps into the beam of protons accelerated by TNSA. Fast electrons produced at the target front side in a given laser focus are assumed to be ballistically transported through the target in a beam with a fixed divergence angle. Transport phenomena such as collisions and self-generated fields are not accounted for, but are expected to have a limited effect in relatively thin targets. Recirculation or refluxing of fast electrons within the foil is also neglected. It was validated in simulations that refluxing for a 35 fs-duration laser pulse will occur essentially only for target thicknesses of more than 3 μm. The rear-surface fast electron sheath dynamics, field-ionization of hydrogen, and the direction of projection of the resulting protons are calculated. Unlike more computationally intensive 3D Particle-in-Cell (PIC) modelling, this simpler approach enables a range of parametric scans to be performed relatively quickly, to explore the expected changes to the proton beam profile.

The initial diameter of the fast electron distribution at the target rear side, arising from a laser focal spot of radius \( r_0 \) at the front side, is given by \( d_r = 2(r_l + D \tan \theta_{1/2}) \), where \( \theta_{1/2} \) is the divergence half-angle of the electron beam as it propagates within the target of thickness \( D \). The sheath profile due to the single laser focus is assumed to be parabolic.\(^{24}\) In the case of two laser foci, two fast electron distributions are generated at the target rear, with the degree of overlap depending on the separation of the laser foci and the magnitude of \( \theta_{1/2} \). In the calculations below, \( D = 3 \mu m \) and \( \theta_{1/2} \) is set to 30°. The target rear surface is defined as a spatial grid of \( 80 \times 80 \) cells of 0.025 μm size, centred at \( X = Y = 0 \). Electrons arrive during the duration of the laser pulse, which is set equal to 35 fs. The magnitude of the sheath field increases with the increase in the fast electron number density over the first half (rising edge) of the laser pulse and thereafter decreases with time due to lateral expansion of the electron population. The maximum field strength is calculated (assuming a sharp boundary) as \( E_{\text{max}} = E_0 \sqrt{2/\epsilon_0} \), where \( \epsilon_0 \) is Euler’s number (2.7183), \( E_0 = \sqrt{\pi \hbar \kappa T_e / e_0} \) is the vacuum permittivity, and \( T_e \) and \( \hbar \kappa \) are the fast electron temperature and maximum density, respectively (as derived in Ref. 25). The fast electron temperature is determined from ponderomotive scaling.\(^{26}\) The number of fast electrons generated, and thus the fast electron density, is calculated assuming a laser pulse energy of 0.6 J and a laser-to-fast electron energy conversion efficiency of 20%. The conversion efficiency is fixed at this value in the intensity range explored in this study, based on measurements reported in Ref. 27. The initial transverse sheath expansion velocity is set equal to 0.7c (as determined from a previous experiment\(^8\) and simulations\(^{28}\)), and it decreases exponentially with a 1/e time constant of 60 fs. The rate of reduction in the transverse expansion velocity is based on time- and space-resolved interferometry measurements of a probe beam reported in Ref. 8, scaled to the shorter laser pulse used in the present work. The sheath evolution is calculated in 0.8 fs steps.

Free protons are released by field ionization of a uniform layer of hydrogen, as calculated using the Ammosov-Delone-Krainov (ADK) rate\(^{29}\) at each time step. Changes in the proton front due to the evolving electric field are calculated, and the local gradient to this front is used to determine the projection of the resulting beam of protons. The detector plane is defined by a 3 cm × 3 cm spatial grid with a resolution equal to 100 μm and is set 6.5 cm from target, to match the experimental conditions. The 2D proton beam spatial-intensity distributions calculated after 200 fs are compared with the measurements.

A. Defocusing

The simulations show that as the laser pulse is defocused, the maximum kinetic energy in the proton beam is reduced, but the number of low-energy protons increases. In addition, more gradual gradients in the sheath field lead to a reduction in the beam divergence. The result is therefore, at the optimum amount of defocusing, a narrow and intense beam of low energy protons. This is illustrated in Figure 4. Further defocusing reduces the laser intensity too much, and the proton beam quickly reduces in brightness. In the simulation, the proton distribution can be analyzed separately for different proton energies. When this is done, it is found that the observed intense and narrow beam is due to protons with kinetic energy less than 70% of the maximum energy obtained at best focus. This is in agreement with the experimental finding.

B. Two spatially separated foci

For the purposes of modelling the case of the two spatially separated foci, it is assumed that the fast electron population produced by each laser spot passes through the thin foil without interaction with the other and emerges at the rear side. The electron density at the rear surface is summed in regions of overlap, which enhances the sheath field. The results of these simulations show that as the spot separation is increased, the proton beam becomes elliptical, with the minor axis in the direction parallel to the separation direction (Figure 5). The maximum degree of ellipticity is obtained when the separation is \( \sim 3 \) focal spot diameters. As the separation is further increased, the two spots each give rise to independent circular proton beams. The spatial separation of these is not noticeable in the far-field detection plane, where a single round proton distribution is therefore observed. These simulation results are in excellent agreement with the experimental finding. In the simulation, the proton distribution can be analyzed separately for different proton energies. When this is done, it is found that the observed ellipticity is
due to protons with kinetic energy less than 70% of the maximum energy. Analyzing only the high energy range of the proton energy distribution, circular beam profiles are found independently of spot separation. This is also in agreement with the experimental findings.

V. CONCLUSION

This article addresses the influence of defocusing and focus shaping of the laser pulse on the generated proton beam profile and the proton energy distribution. Defocusing a single laser beam by a few Rayleigh lengths on the target front surface results in a spatially larger electron distribution directed towards the target rear surface, which has a lower average energy due to the lower initial laser intensity. As a result, the created sheath field on the rear surface covers a larger area, resulting in a larger proton source size, but is weaker than in the case of a focused laser beam. The secondary accelerated beam of protons is more collimated, due to the larger electron distribution at the target rear side leading to a lesser electrostatic sheath field gradient, and therefore more directed electric field distribution. At the same time, the proton flux is increased due to the larger source size of protons being accelerated. This however results in a reduction of the electric field strength, leading to an overall lower proton energy.

By using two laser beams, to create two foci separated by a few laser spot diameters, we could transfer this effect of beam-shaping to a tool in order to generate a customized proton beam of high flux in one direction. In that case, the superposition of the shape of the two foci as well as the resulting electron distribution driven through the target forms an expanded sheath field in one direction at the target rear surface. The beam of accelerated protons is produced with a lower divergence in only one direction. We demonstrated that for our experimental parameters, this effect occurs for a focal spot separation between the two foci of approximately three focal spot diameters. A larger beam separation results in two independent proton sources, each

FIG. 4. Simulation results showing the electrostatic sheath field distribution after 200 fs for: (a) \( r_L = 5 \mu m \), (b) \( r_L = 10 \mu m \), and (c) \( r_L = 15 \mu m \). The corresponding proton beam profiles, integrated over the full proton energy range, are shown in (d)–(f), respectively. In the defocused case, the sheath field is larger and weaker, resulting in a proton beam with smaller divergence.

FIG. 5. Simulation results showing the electrostatic sheath field distribution after 200 fs for focal spot separation equal to: (a) 0 \( \mu m \), (b) 15 \( \mu m \), and (c) 30 \( \mu m \). The corresponding angular proton distributions at the target surface are shown in (d)–(f), respectively, and the resulting proton beam distributions in the detector plane are shown in (g)–(i), respectively. At an optimum foci separation, corresponding to case (b), the divergence in the x-direction is significantly reduced.
with high divergence but relative low energy. A smaller separation results in one proton source with high divergence and high energy, due to the addition of both laser beams. Figure 6 illustrates schematically the sheath expansion in three of the cases investigated experimentally. These results obtained by laser beam splitting presents an indirect measurement of the sheath field size, which was estimated to be in the order of 20 μm. This is in agreement with the results obtained in Ref. 31 using a laser system with a similar pulse duration as in our study, i.e., a few tens of femtoseconds. For longer laser pulse durations, where the electrons can be accelerated and recirculated within the target during the pulse duration, the sheath field becomes larger, as, e.g., obtained in Refs. 32 and 33.

In summary, the proton beam can be shaped by this effect, increasing the proton flux for the low energy proton part. The cost of this effect is a reduction in the maximum proton energy. For distinct applications which do not need high proton energies but a high proton flux with a shaped beam profile (e.g., proton beam writing or radioisotope production), this method could be sufficient to at least preform the beam profile before using collimators to create the desired shape. This enhances the process efficiency and reduces the number of protons which need to be dumped away creating unnecessary activation or radiation at the collimator. Using this technique on high energy lasers could be a scheme to accelerate protons as a fast ignition driver. Here, as well primarily a high proton flux is needed.

In the case studied above, both laser beams interact with the target at the same time. In further studies, one can introduce a temporal delay between the two pulses, which may result not only in a collimation but also in a change of direction of the proton beam due to a possible tilt of the sheath field front at the target rear surface. This may allow for a new method of combined beam collimation and shaping. Exploring the influence of varying the relative intensities of the two pulses is additional options for further studies.
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