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Introduction
Introduction

1 Background

Introductory textbooks on international economics often illustrate potential gains from trade by an example of two countries exchanging bananas and cars. The original trade theories provided intuitive explanations for these types of trade flows, either by Ricardo’s (1821) comparative advantage or differences in factor endowments, as in the Heckscher–Ohlin model (Heckscher, 1919 and Ohlin, 1924). Both are reasonable when we think of trade of bananas from warmer, to colder climates or countries endowed with a large population of high skilled labour to produce high-skill-intensive products (cars). However, what was less thought about was why would countries producing cars intensively still import them? Why would, for example, Sweden both import and export cars to/from Germany?

This observation sparked a new strand of literature investigating intra-industry trade, starting from contributions by Krugman (1979, 1980) and Krugman and Helpman (1985). The main contributions of this literature, commonly referred to as “New Trade Theory”, are economics of scale and imperfect competition, which can explain some of the puzzling intra-industry trade mentioned above. A subtle but important point not emphasised in this early literature is that it is not sectors (or countries) that trade, but rather firms. The seminal work by Marc Melitz (2003) formalised the role of firms in international trade in a theoretical model. The central observations of the model are that the firms are heterogeneous and self-select into exporting. These firms that select to export differ in a systematic manner from non-exporting firms. The exporters have been found to be larger, more profitable, pay higher wages and are more productive than non-exporters within the same sector (Mayer and Ottaviano, 2008). Notably, there is also a large heterogeneity among exporters. This point is highlighted, in a descriptive paper, by Mayer and Ottaviano (2008) discussing what they call the “happy few”. The name of the paper refers to the handful of firms at the top of the size distribution that account for the bulk of the trade value. Tables 1 and 2 illustrate the same pattern for Sweden.
Table 1: Share (%) of Swedish exporters depending on destination and product scope in 2011. Calculated as the nr. of firms in each cell divided by the total number of exporters.

<table>
<thead>
<tr>
<th>Nr. of destinations</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4-10</th>
<th>11+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr. prod exp.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>33.8</td>
<td>2.2</td>
<td>0.7</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>8.9</td>
<td>4.1</td>
<td>1.0</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>4.1</td>
<td>2.4</td>
<td>1.1</td>
<td>1.3</td>
<td>0.6</td>
</tr>
<tr>
<td>4-10</td>
<td>5.9</td>
<td>4.0</td>
<td>2.7</td>
<td>5.1</td>
<td>3.1</td>
</tr>
<tr>
<td>11+</td>
<td>1.6</td>
<td>1.3</td>
<td>1.1</td>
<td>3.7</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Table 2: Share (%) of Swedish export value depending on destination and product scope in 2011 (calculated as the export value in each cell divided by the total export value).

<table>
<thead>
<tr>
<th>Nr. of destinations</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4-10</th>
<th>11+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr. prod exp.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>1.2</td>
<td>1.7</td>
</tr>
<tr>
<td>4-10</td>
<td>0.3</td>
<td>0.2</td>
<td>0.8</td>
<td>1.5</td>
<td>6.4</td>
</tr>
<tr>
<td>11+</td>
<td>0.3</td>
<td>0.9</td>
<td>0.4</td>
<td>2.9</td>
<td>80.5</td>
</tr>
</tbody>
</table>
The tables are created by placing each firm in a cell depending on the number of destinations it serves and products exported. In the top left corner of the table 1 we see that in terms of number of firms, around 34% of firms export only a single product to a single destination, and 58% of firms export three or fewer products to three or fewer destinations (blue). Despite accounting for well over half of the exporters in Sweden, these firms account for only 1.4% of the aggregate export value from Sweden (blue, table 2). In terms of the value, we can see from the table 2 that the trade value is at opposite ends to the mass of firms, as over 80% of the trade value is concentrated among multi-product firms exporting 11 or more products to 11 or more destinations (red). These firms account for only 8.5% of the firms (red). A high level of heterogeneity is therefore evident among exporters, and the “happy few” dominate the export value. The frontier in international trade\(^2\) is now taking the natural next step of opening the black box of these multi-product exporters. In Chapter 1 of the thesis I contribute to this growing literature by evaluating the theoretical models available of multi-product exporters and secondly, in Chapter 2, by identifying a new one-way intra-firm complementarity between products.

When products are exported between countries, an intrinsic attribute of the process is that trade is costly, and more so over long distances. Tinbergen’s (1962) early “gravity equation” is based on an analogy to Newton’s law of gravity, that trade flows between countries depending on their economic mass and is inversely related to the distance between them — the intuition being that countries that are bigger and closer to each other will naturally be drawn towards trading together. The role of proximity and distance between countries has therefore been at the core of international trade literature for decades. An important, related theoretical contribution is the seminal work of Paul Krugman (1991) on how firms may geographically agglomerate to minimise transport costs. Hence, intra-country distance may play a role in shaping their competitiveness and export potential. There is, for

example, a literature investigating export spillovers, i.e. how the exporting of nearby firms may influence the *exporting* of neighbouring firms. With increased availability of high-quality datasets at a more disaggregated level, a number of studies have now identified that firms build input-output linkages *within* the country and to a large extend with their geographic neighbours. These local relationships hold both for linkages between manufacturing producers but to an even greater extent for firms providing service inputs.

Another related recent strand has investigated how the construction of road and transport infrastructure can exert a positive impact or externality on nearby areas. There are studies that have found, for example, how transport infrastructure has impacted income or trade (Michaels, 2008) and reallocated economic activity towards areas with improved road infrastructure (Chandra and Thompson, 2000). Better transport and road infrastructure have also been found to have both direct and indirect impact on firms. These effects include increased flexibility and better inventory management (Datta, 2012), lower search cost for suppliers (Bernard, Moxnes, and Saito, 2015), agglomerations effects (Åkerman, 2009) and changes in shipment frequency (Volpe Martincus, Carballo, Garcia, and Graziano, 2014).

In Chapters 1 and 3 of the paper I contribute to the foregoing literature by investigating the potential for externalities associated with neighbours exporting, or that of large-scale transport infrastructure.

### 2 The Thesis

The thesis consists of three chapters, which share an emphasis on using highly disaggregated microdata from Sweden to advance understanding of firm behaviour. By digging deeper into the detail of the data, I am able

---

4 See for example, Hillberry and Hummels (2008), Wrona (2015), Bernard, Moxnes, and Saito (2015), and Hummels and Schaur (2013).
5 See for example a survey by Gullstrand (2016) supporting this line of argument where he shows that over 80% of Swedish manufacturing firms have a major link to service firms from within the region, compared to 30% for product producers. Gervais and Jensen (2015) also finds that services are less tradable over space than manufacturing production, while there is some variation within different service sectors.
6 It should be noted that this was found as a result of a negative shock on transport infrastructure, closure of a bridge.
to both evaluate current theoretical models and uncover new underlying mechanisms. The thesis explores the two literatures discussed above: multi-product exporters and the role of proximity/geography. In the first two chapters, I focus on the theme of questions relating to intra-firm dynamics of multi-product exporters, while the third (and first) chapter share an emphasis on the role of proximity and geography in firm behaviour. The thesis is named *Exports and Externalities*, as it captures in a broad sense the general theme of the thesis. All chapters have in common that there are externalities or spillovers at their core, whether due to: externalities of bridge construction; how exporters exert a positive influence on their community; or how firms may internalise externalities/spillovers between different products the firm exports.

In the following sections, a more detailed description is provided of each chapter. In each section I discuss how the research questions of that chapter relate to a hypothetical car manufacturer, Malmö Motors, located in the city of Malmö. The examples are provided to give a general intuition behind the mechanism being investigated.

### 2.1 Bridging Trade Barriers: Evaluating Models of Multi-Product Exporters

In the first chapter, *Bridging Trade Barriers: Evaluating Models of Multi-Product Exporters*, I evaluate theoretical models of multi-product exporters by assessing how the opening of the Öresund Bridge, between Copenhagen in Denmark and Malmö in Sweden, impacted the behaviour of multi-product exporters. The bridge reduced the trade costs for firms trading with Denmark, and to a greater extent for firms in Malmö compared to other cities in Sweden. I use this variation in impact to assess how firms respond to changes in trade costs and how well current theoretical models perform in predicting the effects we observe. The focus is on within-firm adjustments regarding product scope and intensity as well as new firms’ export entry decisions.

Intuitively, it seeks to understand how Malmö Motors reacts when trade costs to Denmark fall. More specifically, I try to understand if Malmö Motors: (1) exports more of the cars it had been exporting prior to the
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bridge (product intensive margin); (2) has started to export new products
to the Danish market, previously not exported — for example motorcycles
and/or buses (product extensive margin); (3) has increased their total trade
value of all products to Denmark (firm-intensive margin). To address these
questions, a difference-in-difference methodology is used, whereby firms
in the ‘treated’ municipality, Malmö, are compared to firms in the more
geoographically distant Gothenburg and Stockholm (‘controls’). Hence, we
compare how Malmö Motors reacted compared to other (hypothetical) car
producers in locations further away from the Öresund Bridge. Last, we assess
if firms in Malmö are more likely to start exporting after the introduction of
the Öresund Bridge.

The results show that manufacturing firms in Malmö increased their
overall trade with Denmark by over 30%. By decomposing that change, we
can see that around 70-80% of the increase in aggregate firm trade value is
due to increases in the average trade value per product (product intensive
margin) and only 20-30% is due to increases in the number of products
exported (product-extensive margin). For Malmö Motors, it means that
they have substantially increased their exports of cars that were exported
prior to the bridge, while only 20-30% of the increase can be attributed to
new products being exported (buses or motorcycles). Firms in Malmö that
did not export prior to the bridge are also found to be much more likely to
start exporting than firms in the control group.

The main contribution of the paper is to compare the observed impact to
the predictions of several models of multi-products exporters. The models
predict that multi-product exporters would increase their total trade value
of all products and start exporting a greater number of products. The
theoretical prediction regarding the impact on the product-intensive margin
is ambiguous (number of cars). I find, however, that this is the main margin
of adjustment for firms following a decrease in trade costs. Hence, firms
increase their total exports though export sales of their pre-existing core
export products rather than new, more peripheral products.

---

The predictions of the following models evaluated are: Bernard, Redding, and Schott (2011), Arkolakis, Muendler, and Ganapati (2015), Eckel and Neary (2010) and Mayer, Melitz, and Ottaviano (2014).
2.2 The Superstar and the Followers: Intra-Firm Product Complementarity in International Trade

In the second chapter, *The Superstar and the Followers: Intra-Firm Product Complementarity in International Trade*, I identify a new one-way complementarity between products exported. I first document that within a firm the sales are highly skewed towards a very small set of products.\(^8\) This skewness is apparent when looking at firms exporting over 100 products; for that group of firms, the single best selling product accounts for 40% of the trade value and the top three ‘core’ products for over 60%. Hence, products are very dissimilar in their importance to the firm aggregate trade value.

For Malmö Motors this means that even if the firm exports 100 products, the export sales of the three best selling (or ‘superstar’) products (cars, motorcycles and buses) accounts for 60% of their trade value. In this paper I try to explain why firms still export these 97 relatively low value non-star products and how the exports of these products respond to the exports of the superstar products. The intuition behind the mechanism suggested is that even if the core competence of Malmö Motors lies in making vehicles, they may still export other products that complement the sales of their main superstar products. These may be car accessories, for example, specialised navigation systems, bicycle holders, roof boxes or child car seats. In the paper I argue that demand increases for the firm’s superstar-products (cars, motorcycles and buses) will lead to increases in the sales of the non-star products (the accessories). Conversely, we should *not* observe that if more people in general want to buy more of a specific accessory, e.g. child car seats, that would be transmitted to the sales of actual vehicles. Hence, the name “The Superstar and the Followers” refers to this mechanism that the superstar products will have followers but a follower will not have a ‘star’.

The results of the paper show that there is a one-way complementarity between the superstar products exported by each firm and lower ranked products of the firm. This mechanism is found by using both the single most-exported product as the superstar (car) or the group of superstar-core products (cars, motorcycles and buses) of the firm. The estimated

\(^8\)This resembles the stylised facts in figures 1 and 2 except that this skewness is within the firm.
elasticities are 0.13 for the single superstar-product specification and 0.376 for the superstar-core. Hence a 1% increase in the superstar product or the superstar core increases the sales of non-superstar products (the accessories) by 0.13% and 0.376%. This type of intra-firm one-way complementarity of products has, to my knowledge, not been documented before and is missing in current models of multi-product exporters.

2.3 Linking Services to Manufacturing Exports

The third chapter,\footnote{This chapter is written with Joakim Gullstrand.} tries to uncover externalities from exporters to their local business community. The previous chapters have focused on the exporters themselves and how they operate or react to changes in their environment. This chapter reverses the focus, looking not at how exporters are impacted, but rather at how they impact other businesses. The underlying idea is that non-global service firms may be indirectly impacted by global shocks through their neighbours. In this paper, Linking Services to Manufacturing Exports, we try to identify such a mechanism.

Services accounted for nearly 70% of world GDP in 2014, and this share has been growing over time. For advanced economies this growth can be attributed to growth in business services (see World bank, 2016 and ECSIP, 2014). Manufacturing firms are also undergoing a process dubbed ‘servicification’ of the manufacturing production. These firms are increasingly using services as inputs to complement their production of goods. Lodefalk (2013) showed that of all services used in manufacturing production, 75% were external to the firm. Hence there are important input-output linkages between service providers and manufacturing exporters.

For identification we use the fact that the service sector is more evenly distributed over space than manufacturing. The close linkages between the services and manufacturing sectors ensure a high variation in exports across similar types of service firms located in different parts of the country. We use this variation to identify the strength of the linkages between global manufacturing firms and service providers. More specifically, we create a location-specific measure, Localised Export Exposure (LEE), which captures
how service firms are impacted by changes in manufacturing exports in their close proximity. Hence, LEE captures how demand for service inputs in a particular location fluctuates as a result of changes in exporting. To identify this link between services and exporters, we use the facts that the manufacturing sector is spatially specialised and that there are important local input-output linkages between manufacturing and services firms. An idiosyncratic industry-specific shock on manufacturing exports will therefore be transmitted to local service firms and impact their volume of sales. As service firms are much more evenly distributed over space, we will observe large variations within the service sector, due to varying exposure to the same shock. A strength of this paper is the highly detailed geographic data\textsuperscript{10} used about the location of all firms. This allows us to employ a flexible approach, as we can measure the exposure of service firms to exporting with great detail.

Referring back to Malmö Motors, when producing a car there may be a need for some specialised computer programs. Malmö Motors may want to create customised mobile applications, navigation systems or some specialised software solutions to be installed on the cars computer.\textsuperscript{11} In this chapter we investigate how the exporting of, for example, Malmö Motors, impacts the sales of service providers. For identification we exploit the fact that services are less tradable over space and hence an increase in exporting by Malmö Motors will increase the demand for service inputs from mostly the local service provider. Hence if demand for the products of Malmö Motors increases then we expect Malmö Programmers next door to be positively impacted (by providing the service inputs). The shock, however, decays with distance, and programmers in the relatively nearby town of Lund will be less impacted, while firms in more distant Stockholm and Umeå should not be exposed to the shock.

The results of the chapter show that a 1% increase in exporting increases the sales volume of (business) service firms by 0.2%. The results show also

\textsuperscript{10}The geographic unit used is called SAMS areas, and there are over 9 000 such areas in Sweden compared to less than 300 municipalities.

\textsuperscript{11}Audi, BMW, Ford, Mercedes and Volkswagen have all, for example, created mobile applications for their cars. The functionality varies but some focus on special offers while others on maintenance or safety (see Drasnin, 2013).
that the link is highly local and the strongest impact is within 20 km from the service firm. A theoretical model is also presented in the chapter to explain this mechanism, which is heavily based on the work of Fujita and Thisse (2002). Our results are broadly in line with the model’s expectation that the transmission mechanism should be similar to the export intensity of the manufacturing sector (found to be 0.14).
References


ECSIP (2014). *Study on the relation between industry and services in terms of productivity and value creation*. October. European Competitiveness and Sustainable Industrial Policy Consortium.

Feenstra, Robert C. and Hong Ma (2008). “Optimal Choice of Product Scope for Multiproduct Firms under Monopolistic Competition”. *The Organization of Firms in a Global Economy*. Ed. by Elhanan Helpman,


World bank (2016). *World Development Indicators*.


Chapter I
Bridging Trade Barriers: Evaluating Models of Multi-Product Exporters

Abstract

In this paper I investigate the impact of a decrease in trade costs on firms’ decisions to export. The main contribution of this paper is to evaluate empirically the theoretical predictions of several models of multi-product exporters. The focus is on the firm export entry decision and the within firm adjustment regarding product scope and intensity. For identification I use a quasi-natural experiment, the introduction of the Öresund bridge between southern Sweden and Denmark, to analyse the impact on firm behaviour.

Using a difference-in-difference methodology, firms in the ’treated’ municipality, Malmö, are compared to firms in more geographically distant Gothenburg and Stockholm (’controls’). For the ’treated’ manufacturing firms a theoretically consistent positive effect is found for firm entry into exporting, aggregate firm trade flow and the number of products exported. The models of multi-product exporters evaluated do not provide a clear theoretical prediction regarding the impact on average trade value per product. In this paper, however, I find that around 70-80% of the increase in aggregate firm trade value is due to increases in the average trade value per product (the product intensive margin), while only 20-30% is due to increases in the number of products exported (the product extensive margin).
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1 Introduction

In the last decade, firm heterogeneity has been in the foreground of the international trade literature. Exporters are in general rather few, and are more productive, bigger, more profitable, more capital intensive, and pay higher wages than non-exporters in the same industry (Mayer and Ottaviano, 2008). This firm heterogeneity is well-acknowledged in the current trade literature and forms the basis of the standard Melitz (2003) model of trade. Even if we acknowledge that exporters vary from non-exporters, there is great heterogeneity among exporters. Mayer and Ottaviano (2008) identify some of these facts and find that the top 1% of exporters account for 40% of aggregate exports, and top the 10% for around 80%. Several recent papers have incorporated this product-level heterogeneity into theoretical models of multi-product multi-destination firms [see e.g., Bernard, Redding, and Schott (2011), Arkolakis, Muendler, and Ganapati (2015), Eckel and Neary (2010) and Mayer, Melitz, and Ottaviano (2014)]. However, the empirical validation of these models is limited. One exception is Berthou and Fontagné (2013), who used the introduction of the Euro as a natural experiment to analyse the behaviour of multi-product firms using the Bernard, Redding, and Schott (2011) model as a benchmark. Other examples include Bernard, Van Beveren, and Vandenbussche (2014), who use Belgian data to verify the empirical predictions of the product switching model of Bernard, Redding, and Schott (2010). This paper also relates to literature using quasi-natural experiments and/or improvements in transport infrastructure to identify their impact on economic activity [see e.g., Bernard, Moxnes, and Saito (2015), Volpe Martincus and Blyde (2013), and Coşar and Demir (2016)].

This paper contributes to the literature by taking several models of multi-product exporters to the data and analysing the impact of a decrease in trade costs. Using the introduction of the Öresund Bridge as a quasi-natural experiment, I compare the theoretical predictions to the observed impact. The introduction of the Öresund bridge has been used before by Åkerman (2009) to test the empirical validity of a simplified version of the Melitz (2003) model. He found how increased trade impacted aggregate productivity by reallocating production from the less productive to the more productive
firms.

This paper’s structure is as follows: section 2 reviews the literature and theoretical framework; section 3 discusses the natural experiment; section 4 describes the data; section 5, the empirical specification. They are followed by a discussion of the results and the conclusions in sections 6 and 7.

2 Theoretical Framework and Related Literature

2.1 The Export Decisions of Multi-product Exporters

This paper empirically analyses the theoretical predictions for models of multi-product exporters MPE after a decrease in trade costs. The models evaluated are by Bernard, Redding, and Schott (2011), Arkolakis, Muedler, and Ganapati (2015), Eckel and Neary (2010) and Mayer, Melitz, and Ottaviano (2014) (henceforth referred to jointly as MPE models). The predictions are evaluated on the following margins of trade: the firm-extensive margin (the probability that a firm exports, \( M \)), the firm-intensive margin (aggregate export value of the firm, \( X \)) which is then decomposed into sub-margins, the product extensive (number of products, \( P \)) and the product intensive margin (average export per product, \( \bar{x} \)). See figure 1.

![Figure 1: Decomposition of total exports into the margins of trade.](image)

All the MPE models feature a selection mechanism, as in the Melitz model, in which the relatively more productive firms are able to self-select
into exporting and overcome the associated fixed costs. A reduction in trade costs will lower the export threshold (“the productivity cut-off”) for new firm entrants. If the cut-off to become an exporter decreases, then the number of exporters (the probability of exporting) increases since more firms are now competitive in the foreign market.\footnote{Increased competition may also cause the least productive firms to exit (shut-down). This relates to Roberts and Tybout (1997), who documented the importance of sunk costs of exporting. They found that previous entry had significant predicting power for future participation, indicating that there are sunk/fixed costs associated with exporting. Using a similar estimation strategy, corresponding results were found by Bernard and Jensen (2004) for US manufacturing firms and Gullstrand (2011) for the Swedish food sector. Other studies have looked at how sunk export costs may be destination-specific. Moxnes (2010) finds that while some costs of exporting are common for all countries (global), the country-specific costs are estimated to be up to three times higher. Gullstrand and Persson (2014) found that firms tended to stay longer in core compared to peripheral markets, indicating differing sunk costs based on the destination market.}

Following a decrease in trade costs all MPE models predict an increase in firm aggregate trade flow \((X)\), but differ in terms of the dynamics and mechanisms within the firm, at the product level. The model by Bernard, Redding, and Schott (2011) incorporates two types of fixed costs: a country specific fixed cost (e.g. to build distribution networks), and a product-specific fixed cost (e.g. due to regulatory standards or to product adjustments). A drop in trade costs would induce firms to produce fewer varieties and increase the export volume of products already being exported. Additionally, lower trade costs will make it profitable to export more varieties.\footnote{The model contains an analogous selection mechanism, as described above, at the firm level, but now at the product level. There is a within-firm selection effect of firms dropping their “worst” products in production (lowest attributes) and shifting resources towards their “better” products that they are now able to export. Hence it has become profitable to export a larger range of products due to a lower “product cut-off”.} The model by Eckel and Neary (2010) shows how increased competition may induce firms to focus on products close to their core competency. Mayer, Melitz, and Ottaviano (2014) incorporate competition effects in the destination market and show how increased competition drives firms to skew their export sales to their better performing products and alter their product mix. In both Eckel and Neary (2010) and Mayer, Melitz, and Ottaviano (2014), trade liberalisation would allow firms to export products further away from their core competency. Arkolakis, Muendler, and Ganapati (2015) integrate some of the aspects of Eckel and Neary (2010) and Bernard, Redding, and Schott...
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(2011) in a single framework. Their model emphasises the importance of economics of scope and differences in market access across destinations. All four models predict that a decrease in trade costs will lead to an increase in the number of products exported.\(^3\)

To summarise, all four of the MPE models\(^4\) predict that following a decrease in trade costs, there will be an increase in the following margins of trade: the propensity of firms to export (firm-extensive margin, \(M\)), aggregate firm exports (firm-intensive margin, \(X\)), and the number of products exported (product extensive margins, \(P\)). The MPE models offer an ambiguous prediction for the impact on average export per product (product intensive margin, \(\bar{x}\)), as new products are exported less intensively.

2.2 Market Access, Transportation, Spatial Decay and Experiments

This paper relates broadly to literatures looking at the impact of market access, geography, transportation and distance on firm behaviour. Of particular relevance are cases where a natural experiment or similar exogenous variation is used for identification. First, the paper relates to literature using large policy shifts or policy-contingent events as source of exogenous variation. Berthou and Fontagné (2013) used the introduction of the Euro as a natural experiment to investigate the impact on firm behaviour. They compared their results to the predictions of the Bernard, Redding, and Schott (2011) model. They found a weakly positive effect on the firm intensive margin for all firms, mainly driven by the relatively larger firms in their

---

\(^3\)Mayer, Melitz, and Ottaviano (2014) note that this result is somewhat dependent on assumptions on the type of trade costs.

\(^4\)Several other models have been constructed to explain the behaviour of multi-product firms. Feenstra and Ma (2008) build a model wherein firms exercise their market power over multiple products and optimise their product scope. Bernard, Redding, and Schott (2010) looks at the product switching behaviour of exporters in a simple model, suggesting that product switching contributes to a reallocation of resources within firms to their core. Goldberg, Khandelwal, Pavcnik, and Topalova (2010) look at the impact of tariff reductions on the number of produced varieties. The mechanism in that paper is through how new imported input varieties can enable domestic firms to produce new varieties. Iacovone and Javorcik (2010) analysed the behaviour of Mexican firms following Mexico’s entry into NAFTA. They looked at how multi-product firms adjusted their product scope and related the adjustments to theoretical predictions. They found intense product churning (adding and dropping products) following trade liberalisation.
sample. Blonigen and Cristea (2014) investigated the impact of airline traffic on local population, income and employment growth. For identification, they used the US deregulation of the aviation industry in 1978 as a quasi-natural policy experiment. They find that increased air travel improved regional economic growth.

Secondly, this paper relates to literature using natural experiments or historical events as exogenous shocks to transport infrastructure. Volpe Martincus and Blyde (2013) look at the importance of domestic transport infrastructure on international trade flows. For their identification, they looked at the impact of a large earthquake in Chile as a natural experiment. Using the variation in exposure to closed routes, they find that exports decreased due to less frequent shipments by exporters who had to alter their transportation routes due to damaged road infrastructure. Volpe Martincus, Carballo, Garcia, and Graziano (2014) assessed the impact of trade costs on bilateral trade flows by exploiting a natural experiment when the San Martín International Bridge, connecting Uruguay and Argentina, was closed first due to demonstrations, and later as a consequence of bilateral negotiations. Their results suggest that a 1% increase in transport costs reduced firm exports by 6.5%, with the effect stemming from a reduction in the number and size of shipments. Feyrer (2009) uses the temporary closure of the Suez Canal from 1967 to 1975 to examine the effect of distance on trade flows and income. His identification is through the impact of increased sea distance and the associated increase in transportation costs. Additionally, Bernhofen and Brown (2005) uses Japan’s nineteenth-century opening up to world commerce as a natural experiment. They found a positive effect of trade openness on purchasing power compared to the counter-factual of continued autarky.

Third, this paper relates to studies evaluating the impact of transport infrastructure and market access on economic outcomes. Several papers have used large scale road or highway construction projects as a policy experiment (natural experiment). For the US: Michaels (2008) investigated the impact on income and trade in rural counties; Chandra and Thompson (2000) looked at the distribution of economic activity towards counties with highways and away from others. A couple of papers use the Indian Golden Quadrilateral
highway program to identify the impact of better market access on firm behaviour: Datta (2012) showed how firms with better access to highways reduced their stock of input inventories; Ghani, Goswami, and Kerr (2016) found that manufacturing activity grew disproportionately along the new road network for incumbent firms. For Brazil, Bird and Straub (2014) used the exogenous impulse to construct a radical new highway network following the decision to create a new capital city, Brasília. They found evidence that the road network reduced regional inequality. Coşar and Demir (2016) used large scale infrastructure investments in Turkey to identify the impact of internal transportation on regional market access. They showed that transport-intensive industries in regions with above average improvement in connectivity grew relative to the same industries in regions less affected. Åkerman (2009) used the introduction of the Öresund bridge to identify the impact on aggregate productivity in Malmö. He found a reallocation effect from the less productive firms exiting and the more productive expanding. Bernard, Moxnes, and Saito (2015) looked at buyer-seller relationships in Japan. They use the extension of the Shinkansen high speed railroad as a quasi-natural experiment to look at how firm networks are impacted by a drop in travel time. Bernard, Moxnes, and Saito (2015) argued that the new rail link reduced the search costs of finding input suppliers (for example; materials, accounting, and distributional services). They found that sales and productivity of input-intensive firms increased relative to labour intensive firms close to new rail stations.

Finally, this paper relates to the literature looking at the spatial dispersion of economic activity. In their paper, Bernard, Moxnes, and Saito (2015) showed the strong tendency for firms to form business relationships locally, with the median (mean) supplier-customer distance being 30 (172) km. The difference in median and mean distance shows that even if most firms do not trade outside their local environment, some are able to overcome the distance barrier and trade over very long distances domestically. They find that larger firms are able to overcome this domestic distance hurdle and build partnerships outside their local environment. This result resembles the stylised facts from the literature on international trade stating that exporters are rare and only the most productive firms export. Hillberry and Hummels
(2008) also found this local behaviour for firms, and showed that the value of shipments within a zip-code were three times larger compared to outside the zip-code (roughly a 4-mile radius or $\approx 6.5$ km). Redding and Sturm (2008) explored the impact of the division and reunification of East and West Germany as a natural-experiment to assess the importance of market access for economic development. They find that the division of Germany had led to a reallocation of population away from the border to other West-German cities and the loss was the most pronounced for relatively smaller cities. Brülhart, Carrère, and Trionfetti (2012) investigated the response of wages and employment to the fall of the Iron curtain in 1990. They argued that the opening up of the eastern block was a natural-experiment, exogenous to events in Austria, that impacted regions differently based on distance from the border. Using a band of 50 km around the border, they found a statistically significant and positive effect on wages and employment. Cristea (2011) looked at the importance of face-to-face meetings for international trade and found that an increase in exports raised the local demand for business air travel, suggesting that face-to-face communication plays an important role in business relationship. Niebuhr (2006, 2008) analysed the impact on border regions from accession into the European union. She found that border regions realised higher integration benefits than did non-border regions.

The preceding discussion has established that first, distance and location impacts firms and their behaviour, and second, that transportation infrastructure has a disproportionally positive impact on the industrial growth of firms located nearby.

\footnote{Storper and Venables (2004) discussed the costs and benefits of face-to-face communication. First, it is an efficient communication technology; second, it solves many issues related to misaligned incentives and trust; third, it facilitates socialization and learning; fourth, it creates psychological motivation by encouraging competition. They noted however, that these benefits come at a cost, both pecuniary and in terms of other informational costs (e.g. travel time, monitoring and miscommunication).}
3 The Öresund Bridge: A Quasi-Natural Experiment

3.1 Historical Background

This paper uses the establishment of a physical connection between Denmark and Sweden, the Öresund bridge, for identifying the impact on firm export decisions (see figure 2). The idea of creating a fixed land connection between Denmark and Sweden dates back to the 19th century. The first ideas for connecting the two countries were suggested in 1865 by the Swedish rail engineer Claes Adelsköld. In 1872, the English engineer Edwards and the Danish businessman Pedersen presented the first formal proposal. Their plan was to build a tunnel connection between Helsingborg in Sweden and Helsingør in Denmark. Several additional ideas were suggested over the years. In 1973 an agreement was signed between the two nations about a bridge between Malmö and Copenhagen that was expected to be completed in 1985. As a part of the agreement, Kastrup airport was to be relocated to the Island of Saltholm, but in 1978, the Danish authorities rejected that move, and plans for the bridge were suspended. In 1991, the governments signed a new agreement for a bridge (fixed link) over the Öresund. Uncertainty continued due to political opposition in Sweden and concerns over possible environmental effects. It was not until June 1994 the final permission was granted by the Swedish government and contracts were signed with contractors in November 1995. The Öresund bridge was opened on July 1st 2000. It connects the Swedish city of Malmö to the Danish capital, Copenhagen. The bridge is around 8 km long. The total fixed connection (∼16 km) also consists of an artificial island, Pepperholm, and a tunnel. Before the bridge opened, there was a ferry that connected Malmö with

---

6The uncertainty continued since a couple of months after the agreement had been ratified in parliament, a new government took charge in Sweden. Within the government, the Centre Party was concerned about the potential environmental effects, which delayed the final approval. Additionally, public opinion was split towards building a connection between Denmark and Sweden in those years. Falkemark and Gilljam (1994) discussed this issue and referred to an SOM institute public opinion poll in Sweden that found that opposition to the bridge increased from 1991 to 1993, from 36% to 44% while the supporting group shrunk, from 28% to 26%. They also note that the opposition was large in Denmark, showing 61% against while 21% supporting a fixed connection in 1994.
Copenhagen, the Limhamn-Dragör (LD) line. The most common way to cross the strait was, however, the Helsingborg-Helsingør (HH) ferry, located 65 km north of Malmö’s city centre. According to figures collected by Knowles (2006), around 95% of trucks crossing the strait in 1999 used the HH ferry and only a small minority (5%) the LD line.\footnote{The HH line transported 73\% of passengers across the Öresund strait in 1999, with other crossing points in Malmö and nearby area accounting for the rest. All such ferries were discontinued after the opening of the bridge except for the HH ferry.}

### 3.2 Impact on Trade Costs

This paper exploits the opening of the Öresund Bridge as a quasi-natural experiment\footnote{Events that are truly exogenous are often dubbed in economics as natural experiments. The name may be puzzling since there is little natural nor experimental about most “natural” experiments. To add to the confusion, no single definition exists, and several variations of the term are used in the literature. Shadish, Cook, and Campbell (2002) defined a natural experiment as “not really an experiment because the cause usually cannot be manipulated” or “a study that contrasts a naturally occurring event such as an earthquake with a comparison condition.” Shadish, Cook, and Campbell (2002) define a quasi-experiment as an experiment lacking random allocation into groups. The quasi-natural experiment terminology is not used universally in the literature but is growing in popularity. This can be seen from recent handbook chapters in which five papers are referred to as using a quasi-natural experiment despite none of them employing that terminology originally. The Handbook of Regional and Urban Economics (2004) referred to Davis and Weinstein (2002) and Brakman, Garretsen, and Schramm (2004); the Handbook of International Economics (2014) to Bernhofen and Brown (2005); and the Handbook of Economic Growth (2014) to Hanson (1996) and Hanson (1997). Examples of papers discussed using the quasi-natural experiment terminology are Bernard, Moxnes, and Saito (2015) and Blonigen and Cristea (2014).} that provides an exogenous variation in trade costs based on geographical proximity to the bridge. The responses of firms are compared across the three largest cities in Sweden, Malmö (population in 2015: 322 000), Gothenburg (pop. in 2015: 548 000) and the capital Stockholm (pop in 2015: 923 000). These cities are used in the analysis since they share many similar characteristics, are the three largest in Sweden, and serve therefore as natural comparisons. The city of Malmö is located on the southern tip of Sweden, while Gothenburg and Stockholm are on the west and east coasts respectively. See figure 2 for a graphical representation.

The introduction of the bridge impacted trade costs in several ways. In the literature, both distance and travel time are common proxies for trade costs [see, for example: Coşar and Demir (2016), Volpe Martincus
Figure 2: Geographic representation of the areas. The Öresund bridge connects Malmö and Copenhagen.
and Blyde (2013) Volpe Martincus, Carballo, Garcia, and Graziano (2014), Bernard, Moxnes, and Saito (2015), Feyrer (2009)}. To assess the impact of the Öresund bridge on trade costs, the optimal transport/travel routes are calculated in terms of time and road kilometres between Copenhagen and Malmö, Gothenburg and Stockholm. Table 1 shows the optimal route for trucks travelling from all three cities to Copenhagen both before and after the construction of the bridge. The transit time from Malmö decreased by around 67%, while for Gothenburg and Stockholm, the changes were 16% and 9%.

<table>
<thead>
<tr>
<th></th>
<th>Malmö</th>
<th>Gothenburg</th>
<th>Stockholm</th>
</tr>
</thead>
<tbody>
<tr>
<td>via Helsingborg ferry</td>
<td>135 (111)</td>
<td>214 (268)</td>
<td>398 (607)</td>
</tr>
<tr>
<td>via Dragör-Limhamn ferry</td>
<td>122 (36)</td>
<td>279 (312)</td>
<td>469 (648)</td>
</tr>
<tr>
<td>via Öresund bridge</td>
<td>40 (42)</td>
<td>180 (313)</td>
<td>363 (655)</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>-67.2 (16.7)</td>
<td>-15.9 (16.8)</td>
<td>-8.8 (7.9)</td>
</tr>
</tbody>
</table>

Note: Travel times are calculated with Google Maps between city centres. Total travel time with the Helsingborg-Helsingør ferry is assumed to be 50 minutes (underestimated by around 20 minutes by Google maps). The crossing time is 20 minutes, minimum check-in is 15 minutes before departure plus loading/unloading time. The same time structure is assumed for the old Dragör-Limhamn Ferry. Note: Difference is calculated for optimal route before (marked in bold).

Despite the decrease in travel time, the HH link may still be the most economical route for truck drivers from Stockholm or Gothenburg, since it is 40-50 km shorter and offers other benefits, reinforcing that the benefits of the bridge disproportionally favour Malmö. Knowles (2006) discussed possible reasons behind why the HH link may have other benefits: first, the route is shorter to all destinations in Denmark by at least 40 to 50 km compared to the bridge; secondly, the ferry can be used to fulfil meal break requirements for drivers (45 minutes every 4.5 hours); finally, favourable multi-journey fares were offered to a small number of long-journey truck operators. Taking this into consideration, it is not clear that the Öresund bridge is more economical for firms located north of the HH link connection. Knowles (2006) found, for example, that the fixed link truck traffic was well below forecasts due to the HH ferry unexpectedly transporting a similar amount of traffic. He found that in 2001, the bridge diverted 16.9% of truck traffic from the HH ferry and created an additional 16%. Figures
from Öresundsbro Konsortiet (2013) showed, however, that the share of trucks crossing the Öresund strait using the bridge has risen steadily from its opening, from around 30% in the first full year to just over 50% in 2012.

The change from having a strait to cross compared to a fixed link offers other benefits, such as efficiency gains to firms in terms of increased reliability and flexibility with 24/7 access to Denmark\textsuperscript{9} and avoiding possible bottlenecks in the transportation process. Suggestive evidence of such benefits of the bridge comes from a transport survey from the Swedish Road Administration (Vägverket, 2006). They found that trucks using the Öresund bridge, compared to the harbours, were less often fully loaded and more often empty. They argued that this is due to shorter distances between Denmark and Sweden, as many trucks drive over the bridge with goods only in one direction, without the need to fill the truck for the reverse trip, as is the case for longer journeys.\textsuperscript{10} Better connections and increased market access lower search costs for business partners through reduced travel time (e.g. for face-to-face business meetings). As discussed above, firms tend to build business relationships locally, and a distance barrier of several hundred kilometres is likely to discourage distant firms.\textsuperscript{11} The value of prompt delivery is highlighted by Hummels and Schaur (2013), who found that an extra day in transit time was equivalent to a tariff of between 0.6-2.1 per cent. While the geographic distance is the same between Malmö and Copenhagen, the fixed connection reduces travel time and substantially improves flexibility in travelling over the strait. I argue therefore, that the Öresund bridge alters the perception of distance inducing firms in Malmö to enter and/or increase their trade in the Danish market. Since firms tend to build business relationships locally, the export decisions of firms in Gothenburg and Stockholm, should not be altered to the same extent.

To summarise, firms in the city of Malmö (the ’treated’ city, where the bridge was built) experienced a larger decrease in trade costs following the

\textsuperscript{9}The HH link ferry does offer 24/7 trips while the number of trips from Limhamn was more limited.

\textsuperscript{10}Volpe Martincus, Carballo, Garcia, and Graziano (2014) show similar suggestive evidence, as the number and size of shipments was affected following the closure of the San Martín International Bridge connecting Uruguay and Argentina.

\textsuperscript{11}The road distance from Malmö to Copenhagen is now only 42 km, compared to 313 and 655 km from Gothenburg and Stockholm.
introduction of the Öresund bridge compared to the more geographically distant cities of Gothenburg and Stockholm (the ‘controls’). The bridge disproportionally lowers both variable trade costs (proxied by transit time) and fixed/sunk costs (search costs, market access costs) of exporting for firms in Malmö compared to the control cities.

4 Dataset

The dataset used for this paper is a firm level census provided by Statistics Sweden (SCB). It includes information on all firms within the municipalities of Malmö, Gothenburg and Stockholm from 1997 to 2011. Firms with less than 4.5 mkr. in yearly trade to all destinations were dropped.\(^{12}\) The dataset includes information about trade flows at the firm-product-destination level with time-consistent 8-digit CN level product classification. All products with positive trade value are included. The final sample includes 1746 firms, of which 282 are in Malmö, 585 in Gothenburg, and 879 in Stockholm. A comparison of basic firm characteristics across the three cities can be found in table 2. The table shows a simple comparison of means for firms in Malmö compared to Stockholm and Gothenburg and the associated t-statistics. No significant differences are found between firms in Gothenburg and Malmö, while the firms in Stockholm are larger.\(^{13}\) Information on the sectoral composition of the sample can be found in appendix A, table A1.\(^{14}\)

In this paper we are interested in investigating the impact of the Öresund bridge on trade flows to Denmark. A natural first step is therefore to analyse how firm level trade has evolved in the three municipalities both before and after the introduction of the bridge in 2000. Figure 3 shows that the average firm trade to Denmark was stable prior to the introduction of the bridge, while after its opening, the average firm trade value increased faster in Malmö relative to the control municipalities. The figure shows the average

\(^{12}\)This is due to firms with less in yearly trade not being obligated to report the trade values to SCB. The threshold value has been 4.5 mkr. from 2005, but had previously been 2.2 mkr. To keep the sample of firms consistent the same threshold (4.5 mkr.) is used for the entire period. The results are robust for the inclusion of these firms.

\(^{13}\)This is not surprising, since we expect the capital city to attract firms’ headquarters.

\(^{14}\)Around 68% to 82% of firms exported to Denmark during the period. See the sample of firms that exported to Denmark in table A2 in appendix A.
Table 2: Comparison of firms exporting to Denmark in Malmö versus firms in Gothenburg (GB) and Stockholm (STH) in 1999.

<table>
<thead>
<tr>
<th></th>
<th>Malmö</th>
<th>GB</th>
<th>t</th>
<th>STH</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log total export value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>to all destinations</td>
<td>17.0</td>
<td>17.1</td>
<td>-0.74</td>
<td>17.2</td>
<td>-1.46</td>
</tr>
<tr>
<td>Log export to DK</td>
<td>14.5</td>
<td>14.4</td>
<td>0.22</td>
<td>14.3</td>
<td>0.75</td>
</tr>
<tr>
<td>Log firm sales</td>
<td>18.3</td>
<td>18.3</td>
<td>0.060</td>
<td>18.8</td>
<td>-2.77</td>
</tr>
<tr>
<td>Log nr. of employees</td>
<td>3.65</td>
<td>3.56</td>
<td>0.51</td>
<td>3.98</td>
<td>-1.91</td>
</tr>
<tr>
<td>Log firm assets</td>
<td>17.8</td>
<td>17.7</td>
<td>0.60</td>
<td>18.2</td>
<td>-2.24</td>
</tr>
<tr>
<td>$P$ to all dest.</td>
<td>30.2</td>
<td>41.4</td>
<td>-1.79</td>
<td>39.3</td>
<td>-1.65</td>
</tr>
<tr>
<td>$P_{10}$ to DK</td>
<td>14.2</td>
<td>13.3</td>
<td>0.19</td>
<td>11.9</td>
<td>0.54</td>
</tr>
<tr>
<td>Firm start year</td>
<td>1983.3</td>
<td>1983.8</td>
<td>-0.48</td>
<td>1983.0</td>
<td>0.33</td>
</tr>
<tr>
<td>Log TFP</td>
<td>1.39</td>
<td>1.16</td>
<td>1.66</td>
<td>1.13</td>
<td>2.02</td>
</tr>
<tr>
<td>Nr. of exporters</td>
<td>116</td>
<td>194</td>
<td>280</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$N=310$, $N=396$

$P=\text{nr. of products}$, $P_{10}=\text{nr. of products with more than 10 000 SEK in early export value.}$

Figure 3: Average change in firm trade value to Denmark by municipality relative to the base year (2000).
growth rate of firm trade value relative to the year 2000. From figure 3 one can see that the average increase in exporting by firms in Malmö has been around 40% relative to 2000, the year the bridge was opened. For the other municipalities the increase has been around 20% (values of 0.2 and 0.4, respectively).

4.1 Empirical Challenge

An important issue for identification of causal effects in this paper is the non-random allocation of firms into ‘treatment’ groups which gives rise to concerns of endogeneity and selection. Addressing these concerns, the sample under observation is limited to firms located in the same municipality during the entire period, from 1997 to 2011. Firms founded after 1997 are dropped to limit the possible impact of firms being founded or moved to Malmö with the intent to trade over the bridge to Denmark. Additionally, firms that were founded in 1997 or before with the intention to trade to Denmark may reduce the significance of the results since they contribute to a pre-bridge trend.\textsuperscript{15}

The location of a fixed connection in Malmö between Sweden and Denmark may not have been the most obvious choice. Helsingborg, a city 65 km north of Malmö, was often suggested as a preferred/alternate location for a bridge/tunnel in earlier plans.\textsuperscript{16} This was due to the fact that the shortest distance across the Öresund strait was between Helsingborg in Sweden, and Helsingør (HH) in Denmark (only 3.5 km compared to the 15.9 km from Malmö). Additionally, crossing the strait with the HH ferry was, and still is, the shortest route in terms of road distance to all destinations in Denmark, if the origin is north of Helsingborg. Hence, if there were some historical selection of firms to municipalities due to a possible fixed connection over the strait, it is uncertain that firms would have chosen Malmö rather than Helsingborg before the final decision was made in 1994. Therefore, even if the allocation of firms to groups (i.e. to treated vs. non-treated cities) is non-random, the introduction of the bridge still provides an exogenous

\textsuperscript{15}Firms intending to export to Denmark were unlikely to wait for the bridge to open before building a presence in that foreign market.

\textsuperscript{16}There are still ongoing discussions regarding building a connection there in the near future.
shock to trade costs benefiting firms in Malmö to a greater extent than firms located in Gothenburg and Stockholm.\footnote{Note that in the empirical specification all results are relative to firms in the control municipalities. Hence, if firms in Gothenburg and Stockholm are positively affected by the Öresund Bridge, it will reduce the estimated effects.}

Finally, as the Öresund bridge opened shortly after the introduction of the Euro common currency, in mid-2000, there may be concerns of trade diversion from Sweden to Euro member states, as Sweden did not adopt the Euro. This concern is reduced because Denmark has been pegged to the Euro since its inception in 1999, and to its predecessor, the ECU, from 1996. Hence, I argue that if there exists a trade-diversion effect, it will impact both trade to the treated destination (Denmark) and other destinations (later used as control destinations). This is also in line with the results of Gullstrand and Olofsdotter (2014), who found that the potential bystander effect of the Euro had minimal or no impact on Swedish firms.

5 Empirical Specification

5.1 Preliminary Specification

The main objective of this paper is to assess empirically the theoretical predictions of MPE models following a reduction in trade costs. We break down the exports of firms into the four margins of trade illustrated in figure 1 before. For the preliminary specification I decompose the trade flows of firms to Denmark only. First, the aggregate exports of firm $i$ to Denmark in year $t$, $X_{it}$, is decomposed into the number of exported products ($P_{it}$) and the average export value per product ($\bar{x}_{it}$) within a firm.

$$X_{it} = P_{it} \times \bar{x}_{it}, \quad \bar{x}_{it} = \frac{X_{it}}{P_{it}}$$ (1)

To identify the effects of interest we first use the following preliminary empirical difference-in-difference specification:

$$y_{it} = \alpha_i + \lambda_{st} + \beta_1 bridge + \epsilon_t$$ (2)
where $y_{it}$ can take three different variables, $X$, $P$ and $\bar{x}$, all variables are in logs. Additionally, $\alpha_i$ is a firm fixed effect, $\lambda_{st}$ is a 2-digit sector-year fixed effect and $\epsilon_t$ an error term. For identification, a standard difference-in-difference approach is used to identify the effect on the margins. A dummy variable, `bridge` (the treatment), is defined as equal to 1 if a firm is located in Malmö, the destination is Denmark, and the year is 2001 or later. As the Öresund bridge opened in mid-year 2000 it is unclear whether that year should be included in the pre- or post-bridge period and is therefore dropped. The standard errors are clustered on municipality.

5.2 Baseline Specification

A potential concern with the preliminary specification is that some firms may be expanding to all destinations and not just to Denmark and the treatment effect we estimate could therefore partly capture this trend. For the baseline specification, trade flows to alternative destinations are added to control for this concern. The argument for using additional destinations is therefore that the bridge reduces the bilateral trade costs between Sweden and Denmark while other bilateral costs are unaffected. The destinations used are adjacent countries and all EU-15 member states. The relative importance of each destination is similar across the municipalities in 1999 as can be seen from table A3 in appendix A.

---

18 Bertrand, Duflo, and Mullainathan (2004) and Cameron and Miller (2015) suggest that in a difference-in-difference setting over states (or regions, towns, cities) then errors should be clustered at the state level. Both advise against clustering at the state-year level. This stems from that the fact that observations are likely to be serially correlated within a city between years. Note that if one clusters on city-year, then errors are assumed to be independent across states.

19 An additional concern is that the number of clusters in the preliminary specification is limited, which makes the inclusion of multiple control variables, lags or leads problematic.

20 One could argue that the trade costs to e.g. Germany would decrease, as the bridge opens up a pathway on land to western Europe. Even if that is the case, the relative decrease in bilateral trade costs should be larger for Denmark than for other destinations. Note also that if trade costs are reduced to other destinations it will reduce the estimated impact.

21 The destination control countries are: Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, and the United Kingdom. Norway is added as an adjacent country. Note that only Sweden, Denmark, Norway and the UK of the sample countries did not adopt the Euro in 1999. Greece was pegged to the Euro until 2001, and Denmark has been pegged to the Euro/ECU since 1996.
In the baseline specification, we therefore decompose the trade flows within a destination. Total bilateral exports \((X_{ijt})\) of firm, \(i\) to destination \(j\) in year \(t\), is which is then decomposed into the number of products \((P_{ijt})\) and average trade per product \(\bar{x}_{ijt}\) within a firm.

\[
X_{ijt} = P_{ijt} \times \bar{x}_{ijt}, \quad \bar{x}_{ijt} = \frac{X_{ijt}}{P_{ijt}}
\]  

\[
y_{ijt} = \alpha_{ij} + \lambda_{st} + \beta_1 bridge + GDP_{jt} + R_{jt} + \kappa_{it} + \epsilon_{jt}
\]

The specification is similar to before, and \(y_{ijt}\) can take three different variables, \(X\), \(P\), and \(\bar{x}\). Observations in the panel are at the firm-destination level. \(\alpha_{ij}\) is a firm-destination fixed effect, \(\lambda_{st}\) a 2-digit sector-year fixed effect, and \(\epsilon_{jt}\) is an error term. Errors are clustered at the municipality-destination level.\(^{22}\) The treatment effect, \(bridge\) is defined the same way as before, equals 1 if the firm is located in Malmö, the destination is Denmark and the year is 2001 or later (zero otherwise). Now firm level controls \(\kappa_{it}\) and country level macroeconomic controls \(R_{jt}\) are added to control for firm and destination specific effects. See appendix C for a discussion about the destination and firm specific control variables. As before, the year 2000 is dropped.

Lastly, the effect on the propensity to export (firm-extensive margin, \(M\)) is estimated with a linear model specification.

\[
M_{it} = \alpha_i + \lambda_t + \beta_1 bridge + \epsilon_t
\]

Here the dependent variable \(M\) is binary. It takes the value 1 if a firm exports to Denmark and 0 otherwise. The treatment, \(bridge\), is defined the same way as before. The sample includes all firms that are in the three municipalities and founded in 1997 or earlier. For the identification,

\(^{22}\)Moulton (1990) highlighted the importance of considering the grouping structure of the data; otherwise, the standard error may be biased downward. Angrist and Pischke (2008) suggest that 42 clusters are needed for a reliable estimate of the standard errors. This is a concern for the preliminary specification (using trade flows to Denmark only) as the standard errors are only clustered at the municipality level (3 clusters). In the baseline specification however the standard errors are clustered on municipality-destination pairs which results in 42 clusters (3 municipalities × 14 destinations). Coincidentally, this is the same number of clusters suggested by Angrist and Pischke (2008).
only firms that switched export status are used. Errors are clustered on municipality.

### 6 Results

The results from estimating the *preliminary specification* in equation 2 show that there is a sizeable and significant effect on trade flows (see table 3). For the preliminary analysis we use firms located in Malmö, Gothenburg and Stockholm and only use trade flows to Denmark. The results show that aggregate firm exports \(X\) increased by 23\% \((e^{0.208} - 1)\), and average trade value per product \(\bar{x}\) within a firm by 18\% \((e^{0.166} - 1)\). For the change in the number of products \(P\) by firm, the point estimate is positive but only weakly statistically significant (at the 10\% level). Note that all results are relative to the control group of firms in Gothenburg and Stockholm.

<table>
<thead>
<tr>
<th>Bridge</th>
<th>0.208(^a)</th>
<th>0.230(^a)</th>
<th>0.195(^b)</th>
<th>0.166(^a)</th>
<th>0.0418(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge lead</td>
<td>(0.0166)</td>
<td>(0.0156)</td>
<td>(0.0213)</td>
<td>(0.00635)</td>
<td>(0.0122)</td>
</tr>
<tr>
<td>Bridge 1-lag</td>
<td>0.0631</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0267)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>All sectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X)</td>
</tr>
<tr>
<td>(X_{lead})</td>
</tr>
<tr>
<td>(X_{lag})</td>
</tr>
<tr>
<td>(\bar{x})</td>
</tr>
<tr>
<td>(P)</td>
</tr>
</tbody>
</table>

\(^{\text{a}} \ p < .10, ^{\text{b}} \ p < .05, ^{\text{c}} \ p < .01\). Standard errors in parentheses, clustered on municipality. \(X\) = Total trade value, \(\bar{x}\)=average trade value within firm, per product. \(P\) = Number of products.

The construction of the Öresund bridge was observed, and therefore there may have been some anticipatory effects. In table 3, a lead for the bridge

\(^{23}\)Note that the export status of all firms with less than 4.5 mkr. in yearly trade to Denmark is changed to 0 to keep the sample consistent over time.
variable is added that equals 1 for the year being 1999 and the firm being located in Malmö (0 otherwise). This lead will pick up anticipatory effects (if any) as firms increased their trade the year before opening of the bridge. I also investigated if there was evidence of a lagged effect by interacting the bridge dummy and a dummy for the year 2001. Neither the lead or the lag is significant in the preliminary analysis.

6.1 Baseline Results

In the baseline specification, equation 4, the control group is extended to include the trade flows to all adjacent and EU-15 countries for all firms in Malmö, Gothenburg and Stockholm. From table 4, we see that the aggregate main effect \(X\) is somewhat smaller than in the preliminary estimation, and only the impact on the product intensive margin is found significant. As before, we test for anticipatory effects using a lead that equals 1 for trade flows from Malmö to Denmark in 1999 and zero otherwise, and find a weakly significant effect prior to the introduction of the bridge (at 10% level). This suggests that firms in Malmö may have increased their trade intensity with Denmark even a year before the introduction of the Öresund Bridge. Note that this effect will tend to reduce the significance of the estimated effects from above, as part of the “bridge” effect is realised prior to the actual opening of the bridge.

As discussed earlier, there are two main sectors in the data, manufacturing and wholesalers (see table A1 in appendix A for the sectoral composition). By looking separately at the two main sectors, a heterogeneous sectoral effect is found. The positive effect observed is solely driven by firms in manufacturing, see table 5. For manufacturing firms the impact on all three margins is now positive and significant, with larger respective semi-elasticities for aggregate exports \(X\), \((e^{0.261} - 1 = 35\%)\), average export per product \(\bar{x}\), \((e^{0.187} - 1 = 21\%)\), and the product extensive margin \(P\), \((e^{0.074} - 1 = 8\%)\). For wholesalers the main effect on aggregate exports is insignificant, and only a redistribution, from the average trade value per product to the number of products exported, is found (see table 6).

Several robustness checks are performed for the baseline specification. First the sample is limited to a short period before and after the introduction...
Table 4: Baseline specification for firms in all sectors: Includes firms in Malmö, Gothenburg and Stockholm and trade flows to Denmark, adjacent and EU-15 countries.

<table>
<thead>
<tr>
<th>All Sectors</th>
<th>$X$</th>
<th>$X_{lead}$</th>
<th>$X_{lag}$</th>
<th>$\bar{x}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge</td>
<td>0.0979$^b$</td>
<td>0.118$^a$</td>
<td>0.115$^b$</td>
<td>0.0223</td>
<td>0.0756$^a$</td>
</tr>
<tr>
<td></td>
<td>(0.0383)</td>
<td>(0.0373)</td>
<td>(0.0516)</td>
<td>(0.0358)</td>
<td>(0.0203)</td>
</tr>
<tr>
<td>Log GDP</td>
<td>0.584</td>
<td>0.584</td>
<td>0.592</td>
<td>0.564</td>
<td>0.0197</td>
</tr>
<tr>
<td></td>
<td>(0.558)</td>
<td>(0.558)</td>
<td>(0.561)</td>
<td>(0.452)</td>
<td>(0.163)</td>
</tr>
<tr>
<td>Log Real FX</td>
<td>-0.221</td>
<td>-0.221</td>
<td>-0.222</td>
<td>-0.0148</td>
<td>-0.206$^b$</td>
</tr>
<tr>
<td></td>
<td>(0.235)</td>
<td>(0.235)</td>
<td>(0.235)</td>
<td>(0.240)</td>
<td>(0.0772)</td>
</tr>
<tr>
<td>Bridge lead</td>
<td>0.0412$^c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0206)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 1-lag</td>
<td>-0.00999</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0467)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 2-lag</td>
<td>-0.0974$^b$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0375)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 3-lag</td>
<td>-0.00996</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0336)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>55876</td>
<td>55876</td>
<td>55876</td>
<td>55876</td>
<td>55876</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.797</td>
<td>0.797</td>
<td>0.797</td>
<td>0.780</td>
<td>0.853</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>0.0102</td>
<td>0.0102</td>
<td>0.0102</td>
<td>0.0053</td>
<td>0.0084</td>
</tr>
<tr>
<td>Firm-Dest-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^c p < .10$, $^b p < .05$, $^a p < .01$. Standard errors in parentheses, clustered on municipality and destination pairs. $X =$ Total trade value, $\bar{x} =$ average trade value within firm, per product. $P =$ Number of products. Adjacent countries are Norway and Finland. Controls for lagged TFP and lagged firm size are included (see appendix C).
Table 5: Baseline specification for manufacturing firms: Includes firms in Malmö, Gothenburg and Stockholm and trade flows to Denmark, adjacent and EU-15 countries.

<table>
<thead>
<tr>
<th></th>
<th>$X$</th>
<th>$X_{lead}$</th>
<th>$X_{lag}$</th>
<th>$\bar{x}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge</td>
<td>0.261$^a$</td>
<td>0.287$^a$</td>
<td>0.295$^a$</td>
<td>0.187$^a$</td>
<td>0.074$^a$</td>
</tr>
<tr>
<td></td>
<td>(0.0493)</td>
<td>(0.0548)</td>
<td>(0.0599)</td>
<td>(0.0420)</td>
<td>(0.0184)</td>
</tr>
<tr>
<td>Bridge lead</td>
<td>0.0533</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0345)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log GDP</td>
<td>1.219$^c$</td>
<td>1.219$^c$</td>
<td>1.236$^c$</td>
<td>1.255$^b$</td>
<td>-0.0362</td>
</tr>
<tr>
<td></td>
<td>(0.720)</td>
<td>(0.720)</td>
<td>(0.724)</td>
<td>(0.589)</td>
<td>(0.187)</td>
</tr>
<tr>
<td>Log Real FX</td>
<td>-0.369</td>
<td>-0.369</td>
<td>-0.374</td>
<td>-0.177</td>
<td>-0.192$^b$</td>
</tr>
<tr>
<td></td>
<td>(0.255)</td>
<td>(0.255)</td>
<td>(0.256)</td>
<td>(0.250)</td>
<td>(0.0933)</td>
</tr>
<tr>
<td>Bridge 1-lag</td>
<td>-0.0848$^c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0447)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 2-lag</td>
<td>-0.123$^b$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0457)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 3-lag</td>
<td>-0.0385</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0415)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>21518</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.835</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>0.0154</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm-Dest-FE</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year-FE</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^c p < .10,$ $^b p < .05,$ $^a p < .01.$ Standard errors in parentheses, clustered on municipality and destination pairs. $X =$ Total trade value, $\bar{x} =$ average trade value within firm, per product. $P =$ Number of products. Controls for lagged TFP and lagged firm size are included (see appendix C).
<table>
<thead>
<tr>
<th>Wholesale</th>
<th>X</th>
<th>X_{lead}</th>
<th>X_{lag}</th>
<th>\bar{x}</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge</td>
<td>-0.0493</td>
<td>0.0257</td>
<td>-0.0247</td>
<td>-0.185&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.136&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>(0.0615)</td>
<td>(0.0599)</td>
<td>(0.0874)</td>
<td>(0.0562)</td>
<td>(0.0282)</td>
<td></td>
</tr>
<tr>
<td>Bridge lead</td>
<td>0.152&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0334)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log GDP</td>
<td>0.250</td>
<td>0.252</td>
<td>0.261</td>
<td>0.136</td>
<td>0.114</td>
</tr>
<tr>
<td>(0.781)</td>
<td>(0.781)</td>
<td>(0.788)</td>
<td>(0.637)</td>
<td>(0.253)</td>
<td></td>
</tr>
<tr>
<td>Log Real FX</td>
<td>-0.0188</td>
<td>-0.0188</td>
<td>-0.0190</td>
<td>0.191</td>
<td>-0.210&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>(0.386)</td>
<td>(0.386)</td>
<td>(0.387)</td>
<td>(0.342)</td>
<td>(0.102)</td>
<td></td>
</tr>
<tr>
<td>Bridge 1-lag</td>
<td></td>
<td>0.0707</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0854)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 2-lag</td>
<td></td>
<td>-0.206&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0543)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 3-lag</td>
<td></td>
<td>-0.0909</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0543)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>27642</td>
<td>27642</td>
<td>27642</td>
<td>27642</td>
<td>27642</td>
</tr>
<tr>
<td>R^2</td>
<td>0.764</td>
<td>0.764</td>
<td>0.764</td>
<td>0.751</td>
<td>0.838</td>
</tr>
<tr>
<td>Within R^2</td>
<td>0.0101</td>
<td>0.0101</td>
<td>0.0101</td>
<td>0.0039</td>
<td>0.0127</td>
</tr>
<tr>
<td>Firm-Dest-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>c</sup> p < .10, <sup>b</sup> p < .05, <sup>a</sup> p < .01. Standard errors in parentheses, clustered on municipality and destination pairs. X = Total trade value, \(\bar{x}\)=average trade value within firm, per product. P = Number of products. Controls for lagged TFP and lagged firm size are included (see appendix C).
of the bridge to see if the effect is driven by the time horizon of the data. Tables B1 and B2 in appendix B, display the results if we use only two years before and after the opening of the bridge (1998-1999 as a pre-period and 2001-2002 as a post-period). For manufacturing firms, the main effect on aggregate firm exports ($X$) is slightly lower than before but is highly significant. For the other margins, a similar effect is found on the product extensive margin while, a less significant effect is now found for the average trade per product. A second robustness check is to exclude products that have marginally positive trade values. Table B3 shows the results when the regressions are re-estimated to include only products with more than 1000 SEK and 10000 SEK in yearly export sales (equivalent to roughly €100 and €1000). The point estimates are similar for manufacturing firms and are all significant at the 1% level. In general, the robustness checks on the sample of wholesalers are less consistent, and show either an insignificant or a negative effect. A third robustness check is to limit the group of destinations to adjacent countries only instead of to both adjacent and EU-15 countries. The results are stronger for the firms in the manufacturing sector; see table B4. See table B5 for the results on the wholesale sector and a discussion in the following section.\footnote{Other robustness checks include limiting the sample of firms to single plant firms to avoid the possible redistribution of activities within a firm. The results are similar for the manufacturing sector. The results are also robust when limiting the sample to firms founded before 1991, before a decision to build the bridge was made. I argue that it is highly-unlikely that firms anticipated a bridge between Malmö and Copenhagen in the near future before 1991. At that point, the political decision process regarding a possible connection was informal, and with the history of such negotiations not materialising, the probability of a bridge was low. The results using this sub-sample are similar to the baseline (available on request). Note that for this robustness check, the firms are assumed to be in the same municipality as they were in 1997. Lastly, the results are robust when dropping the control variables lagged TFP and lagged firm sales.}

The extensive margin, i.e. the impact on the propensity (probability) of firms in all sectors to export to Denmark, is sizeable, and we find that firms in Malmö are 35% ($e^{0.301} - 1$) more likely to export to Denmark than the control group using a linear specification. See table 7. For robustness, a logit model is estimated, and I find somewhat stronger effect. The odds ratio equals 4.7 ($e^{1.547}$) which means that the odds of exporting to Denmark increase almost fivefold with treatment. Looking separately at manufacturing and the wholesale firms, the impact is positive and significant in both sectors.
The magnitude varies, and is stronger for manufacturing firms when using both the linear and the logit specification. Manufacturers and wholesalers in Malmö are 41\% \left( e^{0.343} - 1 \right) and 29\% \left( e^{0.252} - 1 \right) more likely to export to Denmark than the control group. From the alternative logit specification, the odds ratio also shows the differing sectoral effects in participation, with the odds of manufacturing and wholesaler exporting around 7.4 \left( e^{2} \right) higher and 3.5 \left( e^{1.249} \right) times higher compared to the respective control groups. This suggests that the fixed costs barrier of exporting to Denmark decreased with the bridge, with the decrease being greater among manufacturing firms.

### 6.2 Evaluating Models of Multi-Product Exporters

The main objective of this paper is to evaluate empirically the theoretical validity of the predictions provided by MPE models. The nature of wholesalers differs substantially from that of manufacturing firms, as they do not generally produce the products they export themselves but rather serve as a channel to redistribute goods produced by other firms. Therefore, as the MPE models are mostly constructed to explain the behaviour of manufacturing firms rather than of wholesalers, the discussion below will focus on that sector.

---

Table 7: Extensive margin - Firms in Malmö, Gothenburg and Stockholm

<table>
<thead>
<tr>
<th></th>
<th>All Sectors</th>
<th>Manufacturing</th>
<th>Wholesale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M$</td>
<td>$M_{\text{logit}}$</td>
<td>$M$</td>
</tr>
<tr>
<td>Bridge</td>
<td>0.301\textsuperscript{a}</td>
<td>1.554\textsuperscript{a}</td>
<td>0.343\textsuperscript{a}</td>
</tr>
<tr>
<td>Constant</td>
<td>0.338\textsuperscript{a}</td>
<td>0.361\textsuperscript{a}</td>
<td>0.321\textsuperscript{a}</td>
</tr>
<tr>
<td></td>
<td>(0.00519)</td>
<td>(0.0117)</td>
<td>(0.00921)</td>
</tr>
<tr>
<td>$N$</td>
<td>12816</td>
<td>12746</td>
<td>2583</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.0127</td>
<td>0.0262</td>
<td>0.0167</td>
</tr>
<tr>
<td>Year-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\textsuperscript{c} \ p < .10, \textsuperscript{b} \ p < .05, \textsuperscript{a} \ p < .01. Standard errors in parentheses, clustered on municipality.

---

\textsuperscript{25}The results for the wholesale sector are either insignificant or negative in some cases. A possible reason for this is that wholesalers may be more global in nature and less impacted by changes in distance (such as by the Öresund Bridge). This is important as all results are relative to the control group. Hence, if remote wholesalers benefit equally compared to wholesalers in Malmö from the Öresund bridge, the specification
Theoretically, we expect that following a decrease in trade costs, there will be an increase in the propensity of firms to export \((M)\), and both the trade intensity of firms \((X)\) and the number of products \((P)\) exported will also increase. For manufacturing firms a theoretically consistent and robust effect is found on these three margins. See table 8 for an overview of the predictions and a comparison to the results.

<table>
<thead>
<tr>
<th>Margin</th>
<th>Definition</th>
<th>Prediction</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M), Firm Extensive Margin</td>
<td>Probability of exporting</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>(X), Firm Intensive Margin</td>
<td>Amount Exported</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>(P), Prod. Extensive Margin</td>
<td>Nr. of products exported</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>(\bar{x}), Prod. Intensive Margin</td>
<td>Ave. trade value per product</td>
<td>+/-</td>
<td>+</td>
</tr>
</tbody>
</table>

The MPE models do not provide a prediction for the product intensive margin \((\bar{x})\), since it is assumed that new products are exported less intensively than older products. In this paper, the sizeable impact on aggregate exports \((X)\) for manufacturing firms is driven by an increase in the average value per product \((\bar{x})\) and to a smaller degree by the number of products \((P)\).

The overall impact on aggregate firm exports \((X)\) can be decomposed into sub-margins of average exports per product \((\bar{x})\) and number of products \((P)\). For manufacturing firms, I find that around 70-80\% of the increase in aggregate firm exports \((X)\) can be attributed to increases in the average trade value per product \((\bar{x})\), while the rest is due to a greater number of products \((P)\) exported (20-30\%). This result suggests that firms respond mostly by increasing the trade value of the existing products rather than increasing their product scope following a drop in trade costs. This relates to the findings of Arnarson (2016) discussed in Chapter 2, who showed that firms mainly focus on a limited number of “superstar” (core) products that have a very large weight in terms of export value to a destination. He argues that other, more peripheral products may be exported to support the “superstars” of the firm. Firms may therefore respond to a decrease in trade costs by increasing the intensity of already exported products rather than on the product extensive margin.

of treatment and control groups becomes less applicable in that specific case.
This paper relates most closely to Berthou and Fontagné (2013), who evaluated the theoretical predictions of the multi-product exporter model by Bernard, Redding, and Schott (2011) using the introduction of the Euro for identification. Looking only at manufacturing firms, they found a 5% weakly significant (at the 10% significance level) effect on aggregate firm exports ($X$), with the main effect coming from increased average value per product ($\bar{x}$). After controlling for general equilibrium effects, the main result strengthened and they found that aggregate exports increased by 7%, driven by an increase in average exports per product ($\bar{x}$). Comparing the results for manufacturing firms, we see that both papers find a significant increase in aggregate trade per firm, average value exported per product, and a relatively small increase in the number of products exported. Unlike Berthou and Fontagné (2013), I find a large and significant effect on the firm’s decision to export.

7 Conclusion

The main contribution of this paper is to evaluate empirically the theoretical predictions of several models of multi-product exporters when faced with a decrease in trade costs. Using the introduction of the Öresund bridge as a \textit{quasi-natural experiment}, I identify how the export decisions of firms in Malmö (‘treated’) changed compared to firms in the more distant control municipalities of Gothenburg and Stockholm. The focus of this paper is on how the decision to export to Denmark was impacted as well as on the within-firm decisions regarding product scope and the intensity of trade. Looking at all sectors jointly I find a significant effect on aggregate exports ($X$) compared to Gothenburg and Stockholm. This result hides vast sectoral heterogeneity since firms in the manufacturing sector are driving the main results while I find mostly insignificant results for wholesalers.

For manufacturing firms the baseline results of the paper are consistent with the MPE models on three of the margins tested. As predicted, a reduction in trade costs induces more firms to export ($M$) and increases

\footnote{They call this “phi-ness”. It is not needed in our setting since the Öresund bridge only benefited Swedish firms.}
their aggregate exports ($X$). Decomposing the impact on aggregate exports, we see that around 70-80% of the increase in aggregate firm trade can be attributed to increased average sales per product ($\bar{x}$), with the other 20-30% attributed to an increase in the number of products exported. This result is important, as the MPE models have an ambiguous prediction regarding how average sales per product ($\bar{x}$) should change following a change in trade costs. The results of this paper show, however, that increases in average sales per product ($\bar{x}$) is driving the increase in aggregate exports rather than increases in product scope (the number of products exported). To our knowledge, only Berthou and Fontagné (2013) have similarly evaluated a model of multi-product exporters when faced with a change in trade costs. This paper differs from theirs in the estimated size of the effects and, unlike their paper, I find a large and highly significant response in terms of the decision to export.

More broadly, the results of this paper highlight the value of infrastructure on market access. The large effect on the probability of exporting indicates that the Öresund was a barrier to trade, and even if the “great circle distance” was unchanged, the improved market access altered both the effective and the perceived distance, leading to a reduction in both variable and fixed costs of exporting.
References


Öresundsbro Konsortiet (2013). *Öresundbron och Regionen*.

## Appendices

### A Descriptive Statistics

Table A1: Sectoral decomposition of firms in sample.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Malmö</th>
<th>Gothenburg</th>
<th>Stockholm</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>0.0</td>
<td>2.4</td>
<td>0.2</td>
<td>0.9</td>
</tr>
<tr>
<td>Mining</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>33.0</td>
<td>25.6</td>
<td>17.7</td>
<td>22.9</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>1.8</td>
<td>1.0</td>
<td>0.7</td>
<td>1.0</td>
</tr>
<tr>
<td>Construction</td>
<td>0.4</td>
<td>1.9</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Wholesale</td>
<td>50.4</td>
<td>50.8</td>
<td>58.6</td>
<td>54.6</td>
</tr>
<tr>
<td>Transport/storage</td>
<td>2.1</td>
<td>6.0</td>
<td>3.3</td>
<td>4.0</td>
</tr>
<tr>
<td>Accomodation/food services</td>
<td>0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Information/communication</td>
<td>2.5</td>
<td>1.2</td>
<td>6.8</td>
<td>4.2</td>
</tr>
<tr>
<td>Finance/insurance</td>
<td>0.0</td>
<td>0.2</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Real-estate</td>
<td>4.3</td>
<td>2.2</td>
<td>1.9</td>
<td>2.4</td>
</tr>
<tr>
<td>Professional activities</td>
<td>4.3</td>
<td>6.7</td>
<td>6.1</td>
<td>6.0</td>
</tr>
<tr>
<td>Other</td>
<td>0.7</td>
<td>1.9</td>
<td>3.0</td>
<td>2.2</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>(282)</td>
<td>(585)</td>
<td>(879)</td>
<td>(1746)</td>
</tr>
</tbody>
</table>
Table A2: Sectoral decomposition of firms in sample, only firms that trade to Denmark in some year.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Malmö</th>
<th>Gothenburg</th>
<th>Stockholm</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>0.0</td>
<td>3.3</td>
<td>0.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Mining</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>35.9</td>
<td>26.8</td>
<td>20.5</td>
<td>25.4</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>1.7</td>
<td>1.5</td>
<td>0.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Construction</td>
<td>0.4</td>
<td>1.0</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Wholesale</td>
<td>50.0</td>
<td>55.4</td>
<td>61.4</td>
<td>57.4</td>
</tr>
<tr>
<td>Transport/storage</td>
<td>1.3</td>
<td>1.5</td>
<td>1.1</td>
<td>1.3</td>
</tr>
<tr>
<td>Information/communication</td>
<td>1.3</td>
<td>0.8</td>
<td>5.3</td>
<td>3.1</td>
</tr>
<tr>
<td>Finance/insurance</td>
<td>0.0</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>Real-estate</td>
<td>4.7</td>
<td>2.5</td>
<td>1.6</td>
<td>2.5</td>
</tr>
<tr>
<td>Professional activities</td>
<td>3.8</td>
<td>5.3</td>
<td>5.8</td>
<td>5.2</td>
</tr>
<tr>
<td>Other</td>
<td>0.4</td>
<td>1.5</td>
<td>2.1</td>
<td>1.6</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

(234) (399) (625) (1258)

Table A3: Share (%) of firms exporting to each destination, for firms in Malmö, Gothenburg and Stockholm in 1999.

<table>
<thead>
<tr>
<th>Destinations</th>
<th>Malmö</th>
<th>Gothenburg</th>
<th>Stockholm</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT</td>
<td>5.00</td>
<td>4.28</td>
<td>4.74</td>
<td>4.62</td>
</tr>
<tr>
<td>BE</td>
<td>5.89</td>
<td>6.16</td>
<td>5.75</td>
<td>5.92</td>
</tr>
<tr>
<td>DE</td>
<td>10.20</td>
<td>9.78</td>
<td>9.52</td>
<td>9.73</td>
</tr>
<tr>
<td>DK</td>
<td>11.96</td>
<td>11.17</td>
<td>11.16</td>
<td>11.31</td>
</tr>
<tr>
<td>ES</td>
<td>5.67</td>
<td>6.28</td>
<td>6.09</td>
<td>6.08</td>
</tr>
<tr>
<td>FI</td>
<td>11.06</td>
<td>10.64</td>
<td>11.94</td>
<td>11.33</td>
</tr>
<tr>
<td>FR</td>
<td>7.01</td>
<td>7.18</td>
<td>6.91</td>
<td>7.02</td>
</tr>
<tr>
<td>GB</td>
<td>8.47</td>
<td>8.58</td>
<td>8.41</td>
<td>8.48</td>
</tr>
<tr>
<td>GR</td>
<td>3.05</td>
<td>3.59</td>
<td>3.22</td>
<td>3.32</td>
</tr>
<tr>
<td>IT</td>
<td>6.37</td>
<td>6.55</td>
<td>6.20</td>
<td>6.35</td>
</tr>
<tr>
<td>LU</td>
<td>0.95</td>
<td>0.77</td>
<td>0.93</td>
<td>0.88</td>
</tr>
<tr>
<td>NL</td>
<td>8.01</td>
<td>7.75</td>
<td>7.24</td>
<td>7.56</td>
</tr>
<tr>
<td>NO</td>
<td>13.06</td>
<td>13.66</td>
<td>14.56</td>
<td>13.97</td>
</tr>
<tr>
<td>PT</td>
<td>3.30</td>
<td>3.62</td>
<td>3.33</td>
<td>3.43</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
### B Results Appendix

Table B1: Robustness for baseline specification using only years 1998 to 2002 and firms in manufacturing sector. Includes firms in Malmö, Gothenburg and Stockholm and trade flows to Denmark, adjacent and EU-15 countries

<table>
<thead>
<tr>
<th></th>
<th>Manufacturing</th>
<th>X</th>
<th>X_{lead}</th>
<th>X_{lag}</th>
<th>$\bar{x}$</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge</td>
<td></td>
<td>0.168$^a$</td>
<td>0.178$^a$</td>
<td>0.161$^a$</td>
<td>0.0750$^c$</td>
<td>0.0929$^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0489)</td>
<td>(0.0597)</td>
<td>(0.0555)</td>
<td>(0.0437)</td>
<td>(0.0224)</td>
</tr>
<tr>
<td>Bridge lead</td>
<td></td>
<td>0.0204</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0332)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log GDP</td>
<td></td>
<td>0.844</td>
<td>0.847</td>
<td>0.842</td>
<td>0.453</td>
<td>0.390</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.585)</td>
<td>(1.587)</td>
<td>(1.586)</td>
<td>(1.590)</td>
<td>(0.369)</td>
</tr>
<tr>
<td>Log Real FX</td>
<td></td>
<td>-1.161$^b$</td>
<td>-1.161$^b$</td>
<td>-1.160$^b$</td>
<td>-1.330$^a$</td>
<td>0.169</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.458)</td>
<td>(0.458)</td>
<td>(0.459)</td>
<td>(0.396)</td>
<td>(0.277)</td>
</tr>
<tr>
<td>Bridge 1-lag</td>
<td></td>
<td>0.0120</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0299)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td></td>
<td>7010</td>
<td>7010</td>
<td>7010</td>
<td>7010</td>
<td>7010</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td>0.895</td>
<td>0.895</td>
<td>0.895</td>
<td>0.861</td>
<td>0.925</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td></td>
<td>0.0116</td>
<td>0.0116</td>
<td>0.0116</td>
<td>0.0102</td>
<td>0.0026</td>
</tr>
<tr>
<td>Firm-Dest-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^c p < .10$, $^b p < .05$, $^a p < .01$. Standard errors in parentheses, clustered on municipality and destination pairs. $X =$ Total trade value, $\bar{x}=$average trade value within firm, per product. $P =$Number of products. Controls for lagged TFP and lagged firm size are included (see appendix C).
Table B2: Robustness for baseline specification using only years 1998 to 2002 and firms in wholesale sector. Includes firms in Malmö, Gothenburg and Stockholm and trade flows to Denmark, adjacent and EU-15 countries

<table>
<thead>
<tr>
<th></th>
<th>Wholesale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Bridge</td>
<td>-0.209^{a}</td>
</tr>
<tr>
<td></td>
<td>(0.0536)</td>
</tr>
<tr>
<td>Bridge lead</td>
<td>0.180^{a} \text{ }</td>
</tr>
<tr>
<td></td>
<td>(0.0340)</td>
</tr>
<tr>
<td>Log GDP</td>
<td>3.237^{c}</td>
</tr>
<tr>
<td></td>
<td>(1.758)</td>
</tr>
<tr>
<td>Log Real FX</td>
<td>0.251 \text{ }</td>
</tr>
<tr>
<td></td>
<td>(0.526)</td>
</tr>
<tr>
<td>Bridge 1-lag</td>
<td>0.365^{a} \text{ }</td>
</tr>
<tr>
<td></td>
<td>(0.0471)</td>
</tr>
</tbody>
</table>

| N              | 7830 | 7830 | 7830 | 7922 | 7830 |
| R^2            | 0.843 | 0.843 | 0.843 | 0.832 | 0.902 |
| Within R^2     | 0.0035 | 0.0036 | 0.0039 | 0.0009 | 0.0055 |
| Firm-Dest-FE   | Yes | Yes | Yes | Yes | Yes |
| Year-FE        | Yes | Yes | Yes | Yes | Yes |

\(^{c} p < .10, ^{b} p < .05, ^{a} p < .01\). Standard errors in parentheses, clustered on municipality and destination pairs. X = Total trade value, \bar{x}=average trade value within firm, per product. P = Number of products. Controls for lagged TFP and lagged firm size are included (see appendix C).
Table B3: Robustness for baseline specification using trade to adjacent and all EU-15 countries from firms in Malmö, Gothenburg and Stockholm.

<table>
<thead>
<tr>
<th></th>
<th>Bridge</th>
<th>TFP</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All Sectors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{x}_1$</td>
<td>0.0448</td>
<td>-0.0502a</td>
<td>0.0133</td>
</tr>
<tr>
<td>$\bar{x}_{10}$</td>
<td>0.0861</td>
<td>-0.0631a</td>
<td>0.0240</td>
</tr>
<tr>
<td>$P_1$</td>
<td>0.0671a</td>
<td>-0.0198a</td>
<td>0.00363</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>0.0705a</td>
<td>-0.0152a</td>
<td>0.00358</td>
</tr>
<tr>
<td><strong>Manufacturing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{x}_1$</td>
<td>0.201a</td>
<td>-0.0519b</td>
<td>0.0248</td>
</tr>
<tr>
<td>$\bar{x}_{10}$</td>
<td>0.211a</td>
<td>-0.0628</td>
<td>0.0383</td>
</tr>
<tr>
<td>$P_1$</td>
<td>0.0621a</td>
<td>-0.00914</td>
<td>0.00587</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>0.0831a</td>
<td>-0.00634</td>
<td>0.00660</td>
</tr>
<tr>
<td><strong>Wholesale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{x}_1$</td>
<td>-0.159a</td>
<td>-0.0499a</td>
<td>0.0192</td>
</tr>
<tr>
<td>$\bar{x}_{10}$</td>
<td>-0.0688</td>
<td>-0.0777b</td>
<td>0.0316</td>
</tr>
<tr>
<td>$P_1$</td>
<td>0.136a</td>
<td>-0.0337a</td>
<td>0.00609</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>0.129a</td>
<td>-0.0265a</td>
<td>0.00509</td>
</tr>
</tbody>
</table>

Note: $p < .10$, $b p < .05$, $a p < .01$. Standard errors in parentheses, clustered on municipality and destination pairs. $X = \text{Total trade value}$, $\bar{x} = \text{average trade value within firm}$, per product. $\bar{x} = \text{average trade value within firm}$, per product. $P = \text{Number of products}$. Controls for lagged firm size for the destinations we include GDP and the real exchange rate (see appendix C). All regressions include firm-destination-FE and sector-year FE. The subscripts 1 and 10 refer to yearly minimum product value (in ‘000 SEK).
Table B4: Manufacturing firms, alternative control sample: Includes firms in Malmö, Gothenburg and Stockholm and only trade flows to Denmark and adjacent countries (Finland and Norway).

<table>
<thead>
<tr>
<th></th>
<th>Manufacturing</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( X )</td>
<td>( X_{lead} )</td>
<td>( X_{lag} )</td>
<td>( \bar{x} )</td>
<td>( P )</td>
</tr>
<tr>
<td>Bridge</td>
<td>0.378(^a)</td>
<td>0.334(^a)</td>
<td>0.271(^a)</td>
<td>0.274(^a)</td>
<td>0.104(^a)</td>
</tr>
<tr>
<td></td>
<td>(0.0612)</td>
<td>(0.0636)</td>
<td>(0.0659)</td>
<td>(0.0635)</td>
<td>(0.0280)</td>
</tr>
<tr>
<td>Bridge lead</td>
<td>0.137(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0424)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log GDP</td>
<td>3.186(^b)</td>
<td></td>
<td></td>
<td></td>
<td>0.0528</td>
</tr>
<tr>
<td></td>
<td>(1.096)</td>
<td></td>
<td></td>
<td></td>
<td>(0.539)</td>
</tr>
<tr>
<td>Log Real FX</td>
<td>0.741</td>
<td></td>
<td></td>
<td></td>
<td>-0.316</td>
</tr>
<tr>
<td></td>
<td>(0.483)</td>
<td></td>
<td></td>
<td></td>
<td>(0.290)</td>
</tr>
<tr>
<td>Bridge 1-lag</td>
<td></td>
<td>-0.0109</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0591)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 2-lag</td>
<td></td>
<td>-0.0909</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0564)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridge 3-lag</td>
<td></td>
<td>0.0761</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0673)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( N )</td>
<td>6619</td>
<td>6619</td>
<td>6619</td>
<td>6619</td>
<td>6619</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.827</td>
<td>0.826</td>
<td>0.826</td>
<td>0.770</td>
<td>0.870</td>
</tr>
<tr>
<td>Within ( R^2 )</td>
<td>0.0203</td>
<td>0.0177</td>
<td>0.0178</td>
<td>0.0153</td>
<td>0.0066</td>
</tr>
<tr>
<td>Firm-Dest-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^c\) \( p < .10 \), \(^b\) \( p < .05 \), \(^a\) \( p < .01 \). Standard errors in parentheses, clustered on municipality and destination pairs. \( X = \) Total trade value, \( \bar{x} = \) average trade value within firm, per product. \( P = \) Number of products. Controls for lagged TFP and lagged firm size are included (see appendix C).
Table B5: Wholesale firms, alternative control sample: Includes firms in Malmö, Gothenburg and Stockholm and only trade flows to Denmark and adjacent countries (Finland and Norway).

<table>
<thead>
<tr>
<th></th>
<th>Wholesale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$X$</td>
</tr>
<tr>
<td>Bridge</td>
<td>-0.203$^a$</td>
</tr>
<tr>
<td></td>
<td>(0.0397)</td>
</tr>
<tr>
<td>Bridge lead</td>
<td>0.174$^b$</td>
</tr>
<tr>
<td></td>
<td>(0.0523)</td>
</tr>
<tr>
<td>Log GDP</td>
<td>-0.772</td>
</tr>
<tr>
<td></td>
<td>(0.685)</td>
</tr>
<tr>
<td>Log Real FX</td>
<td>0.646$^b$</td>
</tr>
<tr>
<td></td>
<td>(0.236)</td>
</tr>
<tr>
<td>Bridge 1-lag</td>
<td>0.281$^a$</td>
</tr>
<tr>
<td></td>
<td>(0.0820)</td>
</tr>
<tr>
<td>Bridge 2-lag</td>
<td>-0.0916</td>
</tr>
<tr>
<td></td>
<td>(0.0563)</td>
</tr>
<tr>
<td>Bridge 3-lag</td>
<td>0.0966$^b$</td>
</tr>
<tr>
<td></td>
<td>(0.0416)</td>
</tr>
<tr>
<td>$N$</td>
<td>11411</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.754</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>0.0154</td>
</tr>
<tr>
<td>Firm-Dest-FE</td>
<td>Yes</td>
</tr>
<tr>
<td>Year-FE</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^c p < .10$, $^b p < .05$, $^a p < .01$. Standard errors in parentheses, clustered on municipality and destination pairs. $X =$ Total trade value, $\bar{x}=$average trade value within firm, per product. $P =$Number of products. Controls for lagged TFP and lagged firm size are included (see appendix C).
C Control Variables

The data used for GDP comes from the World Development Indicators of the World Bank and is measured in constant US dollars (2005) (in logs). The bilateral real exchange rate is calculated as follows:

\[ R_{jt} = E_j \frac{PPI_{jt}}{PPI_{se,t}} \]  

Here \( R_{jt} \) is the bilateral real exchange rate between country \( j \) and Sweden. \( E_j \) is the yearly nominal exchange rate between Sweden and the destination \( j \), (SEK per unit foreign currency). The data is from the Riksbanken website. \( PPI_{jt} \) is the producer price index for country \( j \) and \( PPI_{se,t} \) is the PPI for Sweden in year \( t \). The PPI is a country level series (B-E36) from Eurostat, measured in national currency.\(^\text{27}\)

The firm level control variables used are lagged firm sales and lagged total factor productivity (\( TFP \)), both in logs. \( TFP \) is calculated using the Olley-Pakes methodology at the 2-digit sectoral level and lagged by one year to avoid reverse causality. Note that \( TFP \) is calculated by using the whole dataset for Sweden. This is done so \( TFP \) can be calculated for as large a proportion of the sample as possible. There are restrictions on the minimum number of firms in a sector, which may make the calculations problematic for smaller samples.

Chapter II
The Superstar and the Followers: Intra-Firm Product Complementarity in International Trade

Abstract

This paper investigates whether the exports of different products by the same firm are systematically interconnected. Using Swedish firm-registry data from 1997-2011, I first document that the distribution of firm export sales is skewed towards their best performing products (‘superstars’). I then use a novel instrumental variable approach to identify if the ‘superstar’ products induce more trade of non-superstar products. I find evidence that the exports of low-ranked (non-star) products of a firm complement the exports of a single superstar product to each destination. Extending the ‘superstar’ concept to a ‘superstar core’ of products strengthens this result (this includes the top decile of products in terms of export value).

The results show that a 1% increase in the exports of the superstar product and the superstar core increases the exports of non-star products by 0.13% and 0.376%. Hence, I find that the exports of non-star products complements the superstar while conversely, the same complementarity is not found using low-ranked products as placebo-superstars. The main contribution of this paper is identifying a new, sizeable and systematic intra-firm-destination one-way complementarity between products that is missing in the current models of multi-product exporters.
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1 Introduction

In the last decades the focus in international trade has shifted from a broad country level view towards less aggregate firm-level data. While the heterogeneity between firms is well acknowledged, an emerging body of literature is looking within the firm. Several theoretical models on multi-product firms have been developed in the past decade to explain the product dimension and the wide scope of multi-product exporters. What these models only partly acknowledge is the ‘granular’ nature of firm product exports.

While several researchers have demonstrated that the distribution of exports is heavily skewed towards a small set of firms, researchers are now taking the next step by looking at the distribution of product sales within a firm. Amador and Opromolla (2012) and Görg, Kneller, and Muraközy (2012) documented that product exports are skewed towards the most exported ‘core-products’ of the firm. What has not been considered is the possibility that the trade flows of the same firm within a destination may be systematically interconnected. The importance of investigating exports to a specific destination is highlighted by the fact that the traditional measures of firm efficiency/productivity perform much better in predicting firm entry than the distribution of sales within a destination (see Eaton, Kortum, and Kramarz (2011) and Munch and Nguyen (2014)). A gap therefore remains

---

1 Seminal theoretical contribution from Melitz (2003). Additionally, Mayer and Ottaviano (2008) summarised stylised facts on firms engaging in international trade and found that they are, in general, compared to non-exporters, bigger, more productive, sell to a larger number of destinations and account for the largest share of trade value.


3 Gabaix (2011) refers to the large firms as the “incompressible grains of economic activity”. Because of this granularity shocks to these large grains(firms) will generate aggregate fluctuations in the economy. He finds that shocks to the 100 largest firms in the US accounted for a third of the aggregate output growth. Di Giovanni, Levchenko, and Mejean (2014) investigate this granularity and find evidence that firm-specific components contribute to aggregate sales volatility and that strong firm-to-firm linkages magnify this effect.

4 A corresponding granular pattern is found for Swedish exporters, as documented in section 2. Goldberg, Khandelwal, Pavcnik, and Topalova (2010) found similar patterns in the production of multi-product firms.
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in the literature in terms of explaining the within-destination distribution of firm exports.

In this paper, I suggest a new within firm-destination mechanism which relates the export value of a ‘superstar product’\(^5\) to each destination to the exports of more peripheral non-superstar products. The general intuition for this mechanism is that, since the trade value of firms to any particular destination is generally dominated by a single product, this superstar product may have a positive effect on the sales of other products. Hence, the existence of a trade relationship may induce other products to follow, either due to demand-side scope complementarity or supply-side (cost) advantages. I will not distinguish between alternative explanations in this paper, rather I will provide a discussion of how the proposed mechanism relates to current theoretical and empirical work on multi-product exporters. In this paper, I will focus solely on the intensive margin, (i.e. the intensity of exports of non-star products) in response to a shock to the superstar product.

As the export sales of the superstar and non-superstar products to a destination may be jointly determined, I suggest a novel instrumental variable approach to overcome the potential simultaneity bias, building on the work of Hummels, Jørgensen, Munch, and Xiang (2014). The aim is to find an instrument which is correlated with the trade flow of the superstar product but is uncorrelated with other non-superstar products. I propose using superstar product-destination specific demand variation as an instrument for the trade value of the superstar product. As the demand shock is specific to the superstar product-destination pair it should be uncorrelated with other product flows of the firm within the destination.

For the empirical analysis, I will use a detailed Swedish firm-registry dataset (from 1997 to 2011) which is linked to export flows at the firm-HS6 product-destination level. The empirical results show strong evidence of non-superstar products being complementary to the superstar product, with an elasticity of 0.13. Hence, an increase in the trade value of the superstar

\(^5\)The superstar product is defined as the highest exported product, in a pre-sample year, within each firm-destination pair. The superstar product is kept constant over the time period for each firm-destination pair, but the superstar product may differ across destinations for a firm. See section 2 for further discussion. Note that the terms ‘superstar’ and ‘star’ are used interchangeably.
product increases the trade value of non-superstar products by 0.13%. A natural continuation is to investigate if this effect is limited to a single superstar product or if an analogous effect is found for other high-ranked products in the pre-sample. A similar, but weaker result is found for the product ranked second and third in the pre-sample, while other placebo tests are generally insignificant. This suggests that the effect found is not limited to a single product but rather related to a ‘core’ of superstar products. In the paper I alter the definition of the superstar product to a ‘superstar core’, which includes the products in the first decile of the pre-sample rank. The superstar core definition therefore takes the varying, and often wide product scope of firms into consideration. The results of the superstar core specification are stronger than before, with an estimated elasticity of 0.376. In order to ensure the robustness of the result I use lower-ranked product deciles as placebo-superstar core deciles and find a weaker but significant effect for the second decile, while no significant effects are found for the other eight deciles. Hence, the complementarity is one-way, as only the peripheral products are dependent on the superstar product.

This paper relates broadly to a literature on complementaries at the firm level, were early contributions include Milgrom and Roberts (1990) and Vives (1990). A recent paper by Bernard, Blanchard, Van Beveren, and Vandenbussche (2014) documented the existence of “Carry-Along-Trade” (CAT), which is the export of a product by a firm which does not produce that specific good. They suggested that CAT may be a result of demand-scope (or supply side) complementaries. Another example is Gentzkow (2007) who found complementarity in the newspaper industry through the bundling of different platforms (online versus paper).

This paper is also related to several literatures, both theoretical and empirical, investigating the behaviour of exporters, specifically multi-product firms (MPFs). First, in terms of the literature on the sunk/fixed costs of exporting and the duration of trade flows. Several studies have found that a large proportion of trade flows is temporary and that such products are generally among the least traded. Second, it relates research which

---

6This has been found both for importing and exporting. See, for example, Besedeš and Prusa (2006a), Besedeš and Prusa (2006b), Görg, Kneller, and Muraközy (2012), Gullstrand and Persson (2014), Békés and Muraközy (2012), Hess and Persson (2011).
has found that MPFs engage in intra-firm product churning (switching) or cannibalisation which can be a source of expansion or adjustment.\textsuperscript{7} Thirdly, it has been shown that product quality, mark-ups, and shipment frequency can be important considerations when examining trade patterns of MPFs.\textsuperscript{8} Fourthly, it relates to research on the role of demand for exporters, especially in terms of explaining within-destination sales patterns.\textsuperscript{9} Lastly, there are studies that have examined \textit{between} firm geographical product level spillovers.\textsuperscript{10}

The remainder of the paper is organized as follows. Section 2 discusses the data and documents some empirical regularities of product exports. Section 2 presents theoretical motivation for the suggested within-firm-destination mechanism, section 4, discusses the empirical strategy and section 4 the results. Section 5 concludes the paper.

\section{Data and Descriptive Statistics}

In this paper, I use Swedish firm-registry data provided by Statistics Sweden from 1997 to 2011. The dataset links firm-level registry data, covering the entire population of Swedish firms, with information about trade flows at the firm-product-destination level. Around 18\% of the firms are exporters and the final dataset includes an unbalanced panel of 14303 manufacturing firms, 4662 HS-6 products, and over 2.5 million firm-product-destination observations. The data is provided at the CN 8-digit level but aggregated and converted to time-consistent HS-6-digit level codes. See appendix A for

\footnotesize{The level of analysis here varies and is either at the product, firm-destination or firm-product destination level.}

\textsuperscript{7}See, for example, Iacovone and Javorcik (2010) who considered product churning and Bernard, Redding, and Schott (2010) for a theoretical model of product switching. Additionally, Timoshenko (2015b) suggested that MPFs may learn from the demand conditions they face in the export market and adjust their product portfolio accordingly.


\textsuperscript{10}See Mayneris and Poncet (2013) and Koenig, Mayneris, and Poncet (2010), who found evidence of product level spillovers from neighbouring firms.
information on the sample construction, summary statistics (table A1), and definitions of variables (table A2).

2.1 Why the Lonely ’Star’?

Before proceeding to the empirical analysis it is helpful to document the within-firm and within-firm-destination patterns of export flows. Firms export many products, but a considerable proportion of them are only peripheral to the firms’ aggregate export value. By only counting a single product within each firm, the top-ranked export product to all destinations, we account for 44% of the aggregate firm trade value. The value decreases sharply as one descends the product value ladder. The second product accounts for 18.3% and the third for 11.1%. Hence, the first three products constitute over 73% of the aggregate trade value. See table 1.

Noting that a single product has such a high weight within a firm also means that there are many products which only have peripheral trade value. This can be seen from table 2, where over 65% of the products of a firm are only exported to a single destination and over 81% to three or less. The total trade value of these observations is only around 9%. Looking more closely at tables 1 and 2 it is clear that products which are exported to three or less destinations and are ranked 2nd or lower, within the firm, account for 71.4% of the firm-product observations but only for 5% of the export value (marked in red). In contrast, the trade value is highly concentrated among the top-ranked products that are exported to multiple destinations. Products that are exported to four or more destinations and are among the three highest ranked within the firm make up 66.9% of the trade value, but only 5.2% of the firm-product observations (marked in blue).

Looking within firm-destination pairs, a similar pattern emerges independent of the product scope at the destination. Figure 1 shows how large of a share of the total trade value, each of the five most exported products, have to the destination. As the firm product scope at a destination increases, the contribution of the largest products declines, but slowly. For firms exporting over 20 products to a destination, still over 40% of the firm export revenue comes from a single product. The top five products account for around or over 70% of the export value, regardless of the number of products exported.
Table 1: Rank of products and percentage of trade value in each cell (2005).

<table>
<thead>
<tr>
<th>Nr. of destinations</th>
<th>Product Rank</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4-10</th>
<th>11+</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.9</td>
<td>1.1</td>
<td>1.1</td>
<td>6.2</td>
<td>33.7</td>
<td>44.0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>0.4</td>
<td>0.5</td>
<td>3.0</td>
<td>13.6</td>
<td>18.3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>0.1</td>
<td>0.2</td>
<td>1.6</td>
<td>8.8</td>
<td>11.1</td>
<td></td>
</tr>
<tr>
<td>4-10</td>
<td>0.7</td>
<td>0.4</td>
<td>0.7</td>
<td>1.7</td>
<td>16.0</td>
<td>19.5</td>
<td></td>
</tr>
<tr>
<td>11+</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>5.6</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4.2</td>
<td>2.2</td>
<td>2.7</td>
<td>13.1</td>
<td>77.7</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Number of firm-product observations: 54324.

Table 2: Percentage of firm-product observations in each cell (2005).

<table>
<thead>
<tr>
<th>Nr. of destinations</th>
<th>Product Rank</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4-10</th>
<th>11+</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.3</td>
<td>1.1</td>
<td>0.5</td>
<td>1.3</td>
<td>1.0</td>
<td>12.2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6.2</td>
<td>0.8</td>
<td>0.4</td>
<td>1.0</td>
<td>0.7</td>
<td>9.1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.9</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.5</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>4-10</td>
<td>16.7</td>
<td>2.4</td>
<td>1.1</td>
<td>2.4</td>
<td>1.7</td>
<td>24.3</td>
<td></td>
</tr>
<tr>
<td>11+</td>
<td>29.1</td>
<td>6.0</td>
<td>2.9</td>
<td>5.1</td>
<td>4.4</td>
<td>47.5</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>65.2</td>
<td>10.9</td>
<td>5.2</td>
<td>10.5</td>
<td>8.3</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Number of firm-product observations: 54324.
This shows that firm exports are granular in nature and that the trade of the first product(s) could explain much of the variation to a destination.

Another aspect of investigating multi-product exporters is the stability of the product rankings across destinations. See table 3. If we look at destinations that a specific firm trades with, then in 38.5% of the cases the product with the highest export value at the firm level is also ranked first to a destination. Conditional on the product being exported to a particular destination, then in 74% of the destinations the most exported product at the firm level is also the most exported product to a destination. Rarely is the product most exported at the firm level ranked lower than second in a destination (less than 11% of the cases). It is also rare for a low ranked product within the firm to be the highest ranked to a destination: in 70.9% of the firm-product observations the highest ranked product in a destination is among the three highest ranked products within the firm.
### Table 3: Comparison of product rankings at the firm and destination level in 2005 (row/col percentages).

<table>
<thead>
<tr>
<th>Rank within-firm</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7+</th>
<th>Tot.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Row %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>74.0</td>
<td>15.4</td>
<td>4.9</td>
<td>2.4</td>
<td>1.3</td>
<td>0.6</td>
<td>1.4</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Col %</td>
<td>38.5</td>
<td>12.3</td>
<td>5.4</td>
<td>3.3</td>
<td>2.3</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>48.2</td>
<td>31.2</td>
<td>9.7</td>
<td>4.9</td>
<td>2.3</td>
<td>1.3</td>
<td>2.5</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Col %</td>
<td>20.6</td>
<td>20.4</td>
<td>8.8</td>
<td>5.7</td>
<td>3.3</td>
<td>2.2</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>34.3</td>
<td>30.5</td>
<td>19.2</td>
<td>6.4</td>
<td>3.2</td>
<td>1.9</td>
<td>4.7</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Col %</td>
<td>11.8</td>
<td>16.1</td>
<td>13.9</td>
<td>6.0</td>
<td>3.7</td>
<td>2.6</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>23.6</td>
<td>24.4</td>
<td>21.9</td>
<td>14.7</td>
<td>5.7</td>
<td>2.9</td>
<td>6.7</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Col %</td>
<td>7.1</td>
<td>11.2</td>
<td>13.9</td>
<td>12.1</td>
<td>5.8</td>
<td>3.6</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>17.9</td>
<td>18.5</td>
<td>19.3</td>
<td>15.5</td>
<td>13.0</td>
<td>4.9</td>
<td>10.8</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Col %</td>
<td>4.6</td>
<td>7.3</td>
<td>10.5</td>
<td>10.9</td>
<td>11.3</td>
<td>5.1</td>
<td>0.8</td>
</tr>
<tr>
<td>6</td>
<td>14.2</td>
<td>17.2</td>
<td>17.2</td>
<td>15.7</td>
<td>12.2</td>
<td>10.7</td>
<td>12.7</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Col %</td>
<td>3.3</td>
<td>6.1</td>
<td>8.5</td>
<td>10.0</td>
<td>9.6</td>
<td>10.1</td>
<td>0.8</td>
</tr>
<tr>
<td>7+</td>
<td>3.1</td>
<td>3.9</td>
<td>4.1</td>
<td>4.2</td>
<td>4.2</td>
<td>4.1</td>
<td>76.3</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Col %</td>
<td>14.1</td>
<td>26.6</td>
<td>39.0</td>
<td>52.1</td>
<td>64.1</td>
<td>75.2</td>
<td>96.8</td>
</tr>
</tbody>
</table>

| Total            | Row %|      |      |      |      |      |      |      |
|------------------|------|      |      |      |      |      |      |      |
|                  | 15.2 | 9.9  | 7.2  | 5.6  | 4.5  | 3.8  | 53.9 | 100  |
|                  | Col %| 100  | 100  | 100  | 100  | 100  | 100  | 100  |

Note: Only firms exporting more than 6 products are used when computing this table. Interpretation of table: 38.5% of the products ranked first at the firm-level are also ranked first within a destination and in 20.6% of cases the product ranked 2 at the firm-level is ranked first in a destination. If the highest ranked product of a firm is exported to a destination, then in 74% of the destinations it is ranked first, and 15.4% of cases ranked second in a destination.
Relying on the preceding discussion, the pattern of firm export sales can be formalised in two stylised facts:

- **Fact 1**: Both firm and firm-destination exports are granular in nature with the economic value concentrated in a few 'star' products.
- **Fact 2**: A limited number of 'star' products are consistently among the highest ranked products across destinations, but need not be exported to all. Many products are exported with a peripheral trade value relative to the aggregate exports of the firm.

Based on these stylised facts I introduce the concept of superstar and non-superstar products. The superstar product of firm $i$ in destination $d$ is defined as the product with the highest export sales in destination $d$ in a pre-sample year. Figure 2 illustrates the definition of the superstar and non-superstar products.

<table>
<thead>
<tr>
<th>Destinations</th>
<th>Products exported (ordered by value)</th>
<th>Nr. of products</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_1$</td>
<td>(A,R,F,...,C,B)</td>
<td>(#22)</td>
</tr>
<tr>
<td>$d_2$</td>
<td>(B,A,C,...,G,M,Q)</td>
<td>(#35)</td>
</tr>
<tr>
<td>$d_3$</td>
<td>(A,R,...,K,B)</td>
<td>(#12)</td>
</tr>
</tbody>
</table>

Figure 2: Defining the superstar product (bold).

Note: Products are ranked within destination by export value in a pre-sample year. Note that the figure displays only the pre-sample year rankings that are used to define the superstar product. Product A is the highest ranked product at destination $d_1$ in the pre-sample year and is therefore the superstar product for firm $i$ in destination $d_1$ in all time periods. All products which are not exported in this pre-sample year are, by definition, non-star products. The superstar product for each destination is marked in bold.

I use a pre-sample year to ensure that the superstar is not endogenously determined. The identity of the superstar product is kept constant within each firm-destination pair in consequent time periods. A non-superstar

---

11 This paper is not unique in documenting similar within-firm descriptive statistics and the skewness towards the best performing products. See, for example, Görg, Kneller, and Muraközy (2012), Arkolakis and Muendler (2013), Amador and Oprimolla (2012) and Bernard, Redding, and Schott (2010).

12 The superstar products need not be exported or the highest exported product to a
product is defined as any product exported by a firm which is not ranked first in the pre-sample, regardless of the number of products the firm exports. Note that these non-superstar products need not be exported in the pre-sample year.

3 Theoretical Motivation and Mechanism

The aim of this paper is to investigate whether there is a systematic pattern of dependence between the products that a firm exports. To motivate the empirical analysis I suggest a mechanism in conjecture 1 which I will link to current theoretical and empirical studies on multi-product exporters. The suggested mechanism is the following:

**Conjecture 1** Each firm has a superstar product exported to a destination. I propose that an increase in the export value of the superstar product leads to increased exports of non-star products exported to that destination. The reverse mechanism, from non-superstar products to other non-star products or the superstar product, should not be found.

Note that conjecture 1 describes one-way complementarity or an asymmetric relationship between the products, as only the non-star is dependent on the superstar product trade flows. The mechanism in conjecture 1 could be either demand- or supply-driven and a few examples of both are discussed below.

First, as the export revenue is highly skewed towards the best performing products, I argue that one explanation for this mechanism could be that firms will only overcome the entry costs if the superstar product is successful. This is in line with the theoretical model of flexible manufacturing of Eckel and Neary (2010), where products close to the firms’ core-competency (high ranked) are produced at a low cost and should, therefore, be more
competitive and have higher mark-ups than non-core products. In line with this argument, De Loecker, Goldberg, Khandelwal, and Pavcnik (2016) demonstrated that products closer to the firms’ core have higher mark-ups relative to those further away. I argue that, since the superstar product is a core-product with high mark-ups and is exported in large volume, it will generate the majority of the firm’s profit. Firms will therefore base their export decisions on the superstar product while other non-star products may be exported to complement/supplement the ’main’ product for that destination. This could be a result of customers demanding a bundle of superstar and complementary, non-superstar products. This relates to the findings of Bernard, Blanchard, Van Beveren, and Vandenbussche (2014) who showed that 75% of the products a firm exports, and 30% of the export value is in Carry-Along-Trade (CAT) products, which is the export of a product that the firms themselves do not produce. To explain this phenomenon, they created a model emphasising sourcing of products and suggested that the demand-scope complementarity\(^{13}\) of produced and non-produced products may explain the existence of CAT products. This type of demand-side product bundling may provide one explanation of conjecture 1. Hence, if superstar and non-superstar products are demanded in conjunction and are bundled, a positive demand shock to the core product will induce trade in non-star products.\(^{14}\) Conversely, a positive demand shock to non-superstar products should not induce trade of star products (or other non-star products), as these products are of minimal importance for the exporter.\(^{15}\)

A second explanation of the mechanism in conjecture 1, is related to demand learning, product churning, and duration. Békés and Muraközy

\(^{13}\)Bernard, Blanchard, Van Beveren, and Vandenbussche (2014) provides some anecdotal evidence of the demand-scope complementaries. They interviewed Belgian and US firms on their sales strategies and reported that firms often export non-produced products with produced products as the customer demands a bundle of goods. An example they use is a coffee exporter who will bundle his produced good (coffee) with non-produced goods (coffee cups and/or cookies) which are then sold to the foreign market.

\(^{14}\)Theoretically, one could perhaps model this as a mechanism whereby the entry costs of complementary non-superstar products are subsumed (absorbed) in the entry cost of the product to which they are complementary, i.e. the superstar product. This may explain the wide scope of many firms as the entry cost of complementary products may have already been incurred.

\(^{15}\)In terms of the example above, a demand shock to cups (the non-superstar product) will not induce trade of coffee (the superstar product) or cookies (other non-star).
(2012) showed that over half of firm-product-destination flows last only a single year. Similarly, Timoshenko (2015b) found that, after firms enter a market, they engage in product switching (churning) as they learn about the appeal of their products. She found that continuing exporters derive around 16% of the aggregate revenue from new products and the value of products that are dropped in the next period was found to be the same. As the bulk of the trade value is in continuously exported products the learning mechanism suggested is mostly active in the lower realm of the product sales. This is consistent with an explanation that the duration of superstar and other high-selling products is longer compared to other products and firms may, as time passes, learn about the market-specific demand conditions for the non-superstar products. This could be in the form of how to bundle products together or learn about destination-specific demands.

A third explanation for this superstar to non-superstar relationship may be related to the number of buyers in the destination and the shipment frequency. As firm sales are skewed towards a limited number of products, potential buyers are more likely to have information and knowledge of the superstar product (due to, for example, marketing) rather than non-superstar products. A new buyer is, therefore, more likely to demand the superstar product than other products. This would result in the mechanism in conjecture 1 if the new buyer also demands some of the non-superstar products. A related explanation may be the ability of firms to spread costs across products by ‘co-shipping’ goods. Kropf and Sauré (2014) found evidence of substantial fixed costs per shipment which ranged between 0.8-5.4% of the export value. As fixed costs per shipment are independent of shipment size/value, they will have a large deterrent effect on the trade of low value peripheral products, since they make up a large share of their trade value. This could explain the response of the non-superstar products as the trade value of the superstar product increased, as an additional shipment reduces (or removes) the entry cost for co-shipped non-superstar products.

Lastly, one could explain conjecture 1 by considering product quality and mark-ups. Eckel, Iacovone, Javorcik, and Neary (2015) found that in
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the flexible manufacturing framework of Eckel and Neary (2010), products close to the core-competence of the firm can be produced at a low cost and sold with a high margin. They argued that firms producing differentiated goods are competing in terms of quality rather than cost. There is, therefore, an incentive for firms to invest in the (perceived) quality of their core-products which have the highest mark-ups and sales. One way to achieve higher perceived quality would be to bundle the high-quality superstar product with complementary non-superstars. Alternatively, the firm may use marketing to increase the (perceived) quality of the firm/product which could have a positive spillover on other products exported.

4 Empirical Strategy and Specification

The aim of this paper is to identify whether there is a within-firm-destination complementarity between the ‘superstar’ and non-superstar products of a firm. The identification challenge, using traditional OLS, stems from the suggested within-firm dependence of export flows of the superstar and non-superstar products. Demand for different products of a firm may be correlated, causing a simultaneity bias in our estimates. An additional problem with using traditional OLS is the potential for measurement error due to misclassification of the superstar product. If a non-star product is (falsely) defined as the actual superstar product the results would be biased towards zero. To overcome these issues I suggest a novel instrumental variable approach. I argue that firms mainly focus on exporting a superstar product to a destination and that the trade flows of non-superstars products are partly dependent on the superstar product. By using an instrument for the export of the superstar product, I identify whether changes in the trade of the superstar product explains trade flows of non-superstars in a specific destination. The instrument, therefore, needs to be superstar product-destination specific, correlated with the trade value of the superstar and uncorrelated with other product trade flows.

The instrument used in this paper relates most closely to the instrument used by Hummels, Jørgensen, Munch, and Xiang (2014) and Autor, Dorn, and Hanson (2013). The instrument, Country-Product Import Demand (CPID),
is defined based on the product-specific import demand to a destination.\textsuperscript{17} Formally, the CPID instrument (in logs), \( z_{i1dt} \), is defined as:

\[
z_{i1dt} = M_{1dt}
\]

where \( M_{1dt} \) is the import of the superstar product (\( p=1 \)) for firm \( i \) from the world market (except Sweden) to destination \( d \) in year \( t \). For each superstar product, CPID is used as an instrument for the trade value of the superstar to a destination. The CPID instrument will, therefore, be firm-product-destination-specific.\textsuperscript{18} Since a single instrument is used for each firm-destination pair, a firm may have a different ‘star’ product in different destinations. Data from UN Comtrade has been used to construct the instrument. See appendix A for additional information on the dataset, summary statistics (table A1) and definitions (table A2).

I argue that the instrument for the superstar product is exogenous to both the firm and export flows of non-superstar products. First, as Sweden is a relatively small country it is reasonable that changes in demand for a specific product at a destination are not influenced by Swedish firms. Second, it is plausible to assume that a demand shock to the superstar product at a destination (the instrument) is exogenous to the export of other products of the firm. Hence, the instrument, \( z_{i1dt} \), should explain the trade in the superstar product, \( Y_{1idt} \), with destination \( d \). However, the instrument should be uncorrelated with the export of other products, \( Y_{p1dt} \), by the firm to that destination.\textsuperscript{19} This assumption is reasonable when considering how dissimilar the superstar product to the non-superstar products of the firm. For example, one can see from the data that 90% of the non-star products exported are \textit{not} within the same 4-digit product category as the superstar.

\textsuperscript{17}The instrument in Hummels, Jørgensen, Munch, and Xiang (2014), World Import Demand (WID), is constructed as a weighted average of the product-destination-specific shocks which are aggregated over all destinations; the WID instrument is, therefore, firm-year-specific. The CPID however, is not aggregated over destinations or products and the instrument is therefore product-destination-year specific.

\textsuperscript{18}The instrument, \( z_{i1dt} \), for firm \( i \) in destination \( d \) is constructed based \textit{only} on the import flows of the superstar to that destination. The instrument need not be firm-product-destination-specific as multiple firms can have the same superstar in a destination. There are cases of this in the data, but they are very uncommon.

\textsuperscript{19}Note that \( p \) ranges from rank 2 to the last product, \( P \), exported by the firm. Products not exported in the pre-sample year are included in the analysis.
Even at the 2 or 1 digit product level, 67% and 45% of products are not within the same categories.

4.1 Empirical Specification

The idea behind the empirical strategy is that the export value of the superstar product to a destination should explain the trade of other non-superstar products there, which leads naturally to the following baseline specification:

\[
\ln(Y_{pidt}) = \beta \ln(Y_{1idt}) + I_{pdt} + \eta_{dt} + \lambda_{ipd} + \gamma_{st} + \epsilon_{pidt} \tag{2}
\]

\(Y_{pidt}\) is the export trade value of product \(p\) by firm \(i\) to destination \(d\), where \(p\) ranges from \(p = 2\) to the last (P) within a firm-destination pair, \(2 \leq p \leq P\). In equation 2, the trade in non-superstar products, \(Y_{pidt}\), is explained with the export of the superstar product, \(Y_{1idt}\), by the same firm.

To overcome the simultaneity bias discussed above, I use an instrumental variable approach, where I instrument for the export of the superstar product. Hence I perform a first stage regression (including the same fixed effects as 2), where the actual exports of the superstar product, \(\ln(Y_{1idt})\), are regressed on \(\ln(z_{1idt})\), then the fitted values, \(\ln(\hat{Y}_{1idt})\), are used in the second stage equation (instead of \(\ln(Y_{1idt})\)). I include a destination-year fixed effect, \(\eta_{dt}\), to control for country-time specific effects, such as GDP, exchange rate fluctuations, or other country specific effects; a sector-year fixed effect, \(\gamma_{st}\), which accounts for unobserved industry variation; a firm-product-destination fixed effect, \(\lambda_{ipd}\), which accounts for time invariant effects related to the triad. This could be, for example, product-market information, product characteristics, or quality. By using firm-product-destination fixed effects, \(\lambda_{ipd}\), I identify the impact of the superstar product on non-superstars only in the time dimension. The works of Eaton, Kortum, and Kramarz (2011) and Munch and Nguyen (2014) underlined the importance of accounting for destination specific effects. Both studies found that firm-level indicators perform poorly in accounting for the distribution of sales variation within a
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Note that no firm controls are included in the main specification; however, the inclusion of firm sales or employment does not change the results.
destination. By including the firm-product-destination fixed effect, I address this issue as it accounts for all unobserved heterogeneity related to a specific firm-product-destination combination.

As there may have been some contemporaneous changes in the demand for the non-superstar product, \( p \), I add a non-superstar product-specific demand control, \( I_{pdt} \). The demand control is non-superstar product-destination-time-specific and captures the non-superstar product-specific element of the change in the export flow. The demand control is defined analogously as the instrument for the superstar product, \( I_{pdt} = z_{ipdt} \) if \( 2 \leq p \leq P \).

5 Results - The Superstar and the Followers

The objective of this paper is to investigate whether there is intra-firm dependence between the products that a firm exports to a destination. As there may be simultaneity and measurement error problems, thereby, biasing our OLS estimates, I use an instrumental variables approach to estimate equation 2 to create an exogenous variation.\(^2\) In table 4 the results of the first stage regression are shown, where the log export value of the superstar product is regressed on the (logged) instrument, \( z_{i1dt} \). The first stage results show a strong positive correlation between the superstar product’s trade value and the instrument, with an F-statistic above 19 in all regressions.

Table 5 shows the results of the second stage regression where I find that a 1% increase in the superstar product’s trade value leads to an 0.13% increase in the non-superstar export value.\(^2\) The results are robust to

\(^2\)As there are multiple fixed effects included, I employ the Stata module, \texttt{reghdfe}. The module was developed by Correia (2015) and is able to estimate models efficiently that include high-dimensional fixed effects.

\(^2\)The reason for using an IV estimator instead of OLS is due to simultaneity and the potential for measurement error when defining the superstar product. If (by chance) a non-star product is the most exported product in the pre-sample and is hence defined as the actual superstar there will be measurement error in the independent variable (the export value of the actual superstar) thereby, biasing our results to zero. After superstar product trade, \( Y_{1idt} \), is substituted for instrumented superstar trade, \( \hat{Y}_{1idt} \), in equation 2, the equation can estimate with traditional OLS. The results in column 5 of table 5 show, as expected, a minimal impact (elasticity of 0.024). Since it is suspected that the source of the measurement error is a misclassification of the superstar product, it is possible to check if this is the case. If a non-star product (by chance) is defined as the superstar, it is likely to have considerably shorter duration than the actual superstar, and is not traded in consequent periods (this argument is in line with the
Table 4: First stage of IV regressions for single superstar-product specification. Dependent variable is superstar product trade flows.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superstar-product instrument</td>
<td>0.215(^a)</td>
<td>0.214(^a)</td>
<td>0.340(^a)</td>
<td>0.225(^a)</td>
</tr>
<tr>
<td></td>
<td>(0.0428)</td>
<td>(0.0429)</td>
<td>(0.0496)</td>
<td>(0.0508)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.00825</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00839)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>2096323</td>
<td>2096323</td>
<td>1638445</td>
<td>1638362</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.843</td>
<td>0.843</td>
<td>0.874</td>
<td>0.881</td>
</tr>
<tr>
<td># clusters</td>
<td>63658</td>
<td>63658</td>
<td>55323</td>
<td>55315</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>25.09</td>
<td>24.99</td>
<td>46.93</td>
<td>19.58</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Prod-dest-year FE</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\) \(p < .10\), \(^b\) \(p < .05\), \(^c\) \(p < .01\). Standards errors are clustered on firm-destination level. Observations are at the firm-product destination level.

using alternative combinations of fixed effects (see table 5) and defining the superstar based on production data (see appendix E). One potential concern is that the products that a firm exports may be very similar to the superstar product. In that case, the IV strategy may be less applicable as the instrument for the superstar product may be correlated with shocks to other products. I check for this by dropping products which are within the same 2- or 1-digit product categories and the result is similar (see table C5 in appendix C). This result is not surprising, considering that non-star products are generally not in the same product category as the superstar product (see the discussion in section 4).

As a further robustness check I experiment using different ‘placebo-superstar’ products. If the mechanism in conjecture 1 is correct, then the same type of spillover from low-ranked products within a firm-destination pair in the pre-sample will not be found with other products. I therefore re-estimate the regressions using low-ranked products in the pre-sample as placebo-superstars. The calculations and definitions are, otherwise, un-

\(^\)results of the studies of Békés and Muraközy (2012) and Timoshenko (2015b)). In column 6 of table 5, I test for this by dropping observations where the export value of the superstar product is zero. In these cases it is suspected that the superstar may have been incorrectly defined. After having dropped these observations (23% of the total) the elasticities from the OLS and IV estimation are very similar.
Table 5: Main results for single superstar-product specification. Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th></th>
<th>IV</th>
<th>OLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) (2) (3) (4) (5) (6)</td>
<td>(5) (6)</td>
</tr>
<tr>
<td>Superstar-product</td>
<td>0.139^a</td>
<td>0.0242^a</td>
</tr>
<tr>
<td>trade value</td>
<td>(0.0486)</td>
<td>(0.0016)</td>
</tr>
<tr>
<td></td>
<td>0.130^a</td>
<td>0.143^a</td>
</tr>
<tr>
<td></td>
<td>(0.0479)</td>
<td>(0.0056)</td>
</tr>
<tr>
<td></td>
<td>0.158^a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0450)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.111^c</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0674)</td>
<td></td>
</tr>
<tr>
<td>Product demand</td>
<td>0.0698^a</td>
<td>0.0713^a</td>
</tr>
<tr>
<td>control</td>
<td>(0.0038)</td>
<td>(0.0037)</td>
</tr>
<tr>
<td></td>
<td>0.0717^a</td>
<td>(0.0041)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>2096323 2096323 1638445 1638362</td>
<td>2096323 1621143</td>
</tr>
<tr>
<td>R^2</td>
<td>0.803 0.805 0.838 0.848</td>
<td>0.814 0.827</td>
</tr>
<tr>
<td># clusters</td>
<td>63658 63658 55323 55315</td>
<td>63658 39429</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>25.09 24.99 46.93 19.58</td>
<td>n.a. n.a.</td>
</tr>
<tr>
<td>Firm-prod-dest FE</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes Yes No No</td>
<td>Yes Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes Yes No Yes</td>
<td>Yes Yes</td>
</tr>
<tr>
<td>Prod-dest-year FE</td>
<td>No No Yes Yes</td>
<td>No No</td>
</tr>
</tbody>
</table>

^c p < .10, ^b p < .05, ^a p < .01. Standards errors are clustered on firm-destination level. Observations are at the firm-product destination level.

changed. I define a placebo-superstar product for each decile of the pre-sample. The best product in each decile is the placebo-superstar product for that decile. Consistent with conjecture 1, I do not find the same spillover for the placebo superstars. See discussion and results in appendix C (see tables C1 and C2).

5.1 Multiple Stars: The Superstar Core

One potential concern with using a single superstar per firm-destination pair is that the inter-product complementarity observed is present due to a group of products. Hence, instead of a single superstar per firm-destination pair, there may be multiple products which belong to a core and the complementarity (spillover) is from that group of products. To assess this, I re-estimate equation 2 using near-superstar products as the actual superstar products. The results show that there is a positive spillover from the products ranked second and third in the pre-sample, to the other products exported (see tables C3 and C4 in appendix C). Thereafter, the
spillover disappears, underlining that the mechanism is concentrated among a small set of high-ranked products of the firm. This result suggests that the initial scope of the exporter may be important.

To address this concern I re-define the superstar as a set of one or more products that belong to a ‘superstar core’. A product belongs to the superstar core, \( c \), if it is among the top 10% of the most exported products in the pre-sample year. Formally, the superstar core is defined as, \( p \in c \) if \( \frac{p}{P} \leq 0.1 \), where \( p \) is the product identifier (which equals the pre-sample rank of the product) and \( P \) is the total number of products exported. Both are calculated within a firm-destination pair in the pre-sample year. All products not exported in the pre-sample are non-superstar core products. For this specification only firms exporting 10 or more products in the pre-sample period to a particular destination are included. See table D1 in Appendix D for descriptive statistics about the superstar core sample. A hypothetical example of the superstar core definition is shown in figure 3. Note that both the set and number of products can differ across destinations.

\[
\begin{array}{ccc}
\text{Destinations} & \text{Products exported} & \text{Nr. of products} \\
& (\text{ordered by value}) & \\
\text{Firm i} & & \\
\text{d1} & (\text{A,R,F,...,C,B}) & (#22) \\
\text{d2} & (\text{B,A,C,...,G,M,Q}) & (#35) \\
\text{d3} & (\text{A,R,...,K,B}) & (#12) \\
\end{array}
\]

**Figure 3:** The definition of the superstar core (bold).

*Note:* The products ranked in the top decile in the pre-sample year of firm \( i \) in a destination are in the superstar core (marked in bold). At destination \( d_4 \), products A and R are in the superstar core for firm \( i \) in all consequent time periods. In the superstar product definition, only product A was a star at the destination.

The data shows that around 66% of the superstar cores include only a single product, and in 89% of cases there are three or less products in the superstar core. The highest number of products in the core is 35 (see figure D1 in appendix D). The idea behind this definition is to take into account the wide and varying scope of firms. Firms may, for example, export different bundles of products to different buyers. Hence, a firm may bundle
a product from the superstar core with some of the lower ranked products, while other stars in the core are bundled differently.

To construct the instrument for the superstar core, each product is weighted by a pre-sample share. The share of each product, $s_{ipd}$, equals the trade value of product $p$ to destination $d$ divided by the total trade value of firm $i$ to that destination in the pre-sample year. Both the shares, $s_{ipd}$, and set of products included in the superstar core are kept constant over the sample period. Formally, the superstar core instrument (in logs), $z_{icdt}$, is defined in equation 3:

$$z_{icdt} = \sum_{p \in c} s_{ipd} M_{pjdt}$$

The empirical specification is the same as in equation 2 after having replaced the superstar product with the superstar core. The pre-sample observations are dropped as before but now the entire core of superstars is dropped, not just a single superstar product. The instrument is calculated using the same data that was used for the superstar product instrument.

### 5.2 Superstar Core Results

Before proceeding to the results from this superstar core specification I investigate the first stage results. From table 6, one can see that the coefficients have the expected sign, with the F-statistic above 10. The second-stage results for the superstar core specification are strong and robust, with an estimated elasticity of 0.376 for the top superstar core decile. Hence, an increase of 1% in the trade value of the superstar core (decile) results in a 0.376% increase in the non-core products to a destination. The results underline that the within-firm complementarity of the few products from the top decile to the low-ranked products. See table 7.

---

23 As discussed in relation to the superstar product results, it is suspected that there may be cases of measurement error due to false definitions of a non-star product as the star. This type of measurement error will bias the OLS results towards zero. Again the OLS elasticities are low when all observations are included (see table 7 column 5). If cases in which measurement error is suspected (i.e. when the export value of the superstar core equals zero) the elasticities increase but are still lower than the IV estimates. As only cases in which the entire superstar core export value equals zero (within 5% of the observations) are dropped, there may still be some measurement error in the superstar product.
Table 6: First-stage results for superstar-core specification. Dependent variable is superstar-core trade flows.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superstar-core instrument</td>
<td>0.173(^a) (0.0544)</td>
<td>0.173(^a) (0.0545)</td>
<td>0.227(^a) (0.0527)</td>
<td>0.157(^a) (0.0549)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>-0.00701 (0.00648)</td>
<td>-0.00701 (0.00648)</td>
<td>-0.00701 (0.00648)</td>
<td>-0.00701 (0.00648)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>987058</td>
<td>987058</td>
<td>677750</td>
<td>677645</td>
</tr>
<tr>
<td>R(^2)</td>
<td>0.874</td>
<td>0.874</td>
<td>0.897</td>
<td>0.911</td>
</tr>
<tr>
<td># clusters</td>
<td>4131</td>
<td>4131</td>
<td>3981</td>
<td>3978</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>10.08</td>
<td>10.10</td>
<td>18.49</td>
<td>8.180</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Prod-dest-year FE</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\) p < .01, \(^b\) p < .05, \(^c\) p < .10. Standards errors are clustered on firm-destination level. Observations are at the firm-product destination level. The order of models is the same as in main results table.

Table 7: Main results for the superstar-core specification. Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th></th>
<th>IV</th>
<th>OLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Superstar-core trade value</td>
<td>0.387(^a) (0.136)</td>
<td>0.376(^a) (0.134)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0712(^a) (0.005)</td>
<td>0.0698(^a) (0.005)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>987058</td>
<td>987058</td>
</tr>
<tr>
<td>R(^2)</td>
<td>0.778</td>
<td>0.780</td>
</tr>
<tr>
<td># clusters</td>
<td>4131</td>
<td>4131</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>10.08</td>
<td>10.10</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Prod-dest-year FE</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

\(^a\) p < .10, \(^b\) p < .05, \(^c\) p < .01. Standards errors are clustered on firm-destination level. Observations are at the firm-product destination level.
In the baseline specification, I include a product-demand control which captures the contemporaneous changes for that specific non-star product. An alternative, is to use a product-destination-year fixed effect. This inclusion is very demanding on the data as it requires variation across firm exports of the same six-digit product-destination-year combination. The point estimates are similar (see column 4 in table 7); however, as expected, the significance is slightly lower.

As a robustness check, I use the other nine-deciles of the pre-sample rank as ‘placebo-cores’. The instrument is then based on the placebo-cores. Otherwise, the calculation method is unaltered. I find a significant effect for the near-superstar core products in the second decile, which is quantitatively around half of the size of the top decile, indicative of a certain decay of the suggested mechanism. For the other eight deciles, the point estimates are close to zero and are not significant. See coefficient plot in figure 4.

![Coefficient plot](image.png)

**Figure 4:** Coefficient plot of all pre-sample cores (deciles). The plot shows the point estimate and 95% confidence interval when using each of the deciles (of the pre-sample) as superstar or placebo cores. *Note:* The regression includes the baseline fixed effects. The full results underlying this figure are available in appendix D (tables D2 and D3).

core definition, thereby, biasing the OLS results downward.
This decay is clear from the coefficient plot in figure 4, where each of the 10 coefficients from the 10 regressions is shown along with 95% confidence intervals. For more detailed results, see tables D2 and D3 in appendix D. These results demonstrate that there is a strong mechanism from a set of core products in each destination towards the low-ranked more peripheral products. I find that the superstar core in each destination has 'followers' which complement the trade of the superstar. This mechanism is asymmetric in the sense that it is a one-way complementarity of non-star products to the superstar.

Lastly, I investigate if the mechanism is driven by Carry-Along-Trade (CAT) as discussed by Bernard, Blanchard, Van Beveren, and Vandenbussche (2014). I compare if the investigated mechanism has the same impact on products produced by the firm, compared to those not produced, but only exported (CAT product). I find that the mechanism is found for both produced and CAT products, while the elasticity is (slightly) lower for CAT products. See appendix E for a discussion and the results.

6 Conclusion

In this paper, I identify a new within-firm-destination mechanism which has not previously been documented in international economics. As the distribution of export sales to each destination is highly skewed towards a single product (‘superstar product’) or a small set of products (the ‘superstar core’), I propose that demand variation specific to these superstar products can explain variation in other more peripheral non-star products. To investigate this mechanism, I employed detailed Swedish firm registry data which is matched with export flows at the firm-HS6 product-destination level. Using a novel instrumental variable approach, I identify that the superstar product explains the trade value of non-star products to each destination. Extending the definition of the superstar to include a ‘superstar core’ of products (which may include more than a single product) strengthens the results. More specifically, I find that a 1% increase in the superstar product and superstar core leads to a 0.13% and 0.376% increases in non-superstar product trade flows respectively.
In the estimations, I control for unobserved heterogeneity by including firm-product-destination, sector-year and destination-year fixed effects. Furthermore, to ensure that the non-star product variation is not driven by foreign demand shocks specific to the non-superstar product, I control for the import demand of non-star products. The result can therefore be interpreted as non-star products being complementary to the superstar core (or product). As a robustness check, I use non-superstar products as placebo-superstars products (or placebo-cores) to verify if they are able to explain the trade value of other products to each destination. In line with the suggested mechanism, I do not find the same type of complementarity/spillover mechanism for these placebo-superstars. The results therefore show evidence of a one-way complementarity from the non-superstar to the superstar products, as I only observe that the superstar has followers while the follower does not have ‘star’.

The implications of these results are twofold. First, the superstar to non-superstar products mechanism established in this paper, is to my knowledge, not directly incorporated in current theoretical models of multi-product exporters. The models often incorporate the concept of core competency/products of a firm but the superstar core is an addition thereto, as it has followers. Hence, future theoretical research on multi-product exporters should incorporate this within-destination one-way dependence of product sales. Second, as product exports should not be viewed in isolation, there are some direct policy implications. If a policy measure impacts products which are in the superstar core of firms, the actual impact would be underestimated as the interconnected non-superstar products are not assumed to be affected. Conversely, if the policy measure is aimed towards the periphery, the impact is overestimated. The composition of firm-sales may, therefore, be important for policy evaluation.
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APPENDICES

A About the Dataset

The datasets used in this paper are provided by Statistics Sweden (SCB) and include firm registry and trade data. The combined dataset is at the firm-(origin)-product-destination level using HS eight-digit level product codes. The data is first aggregated to the six-digit HS level and then converted to time-consistent product codes using a conversion table from UN Comtrade. All observations with zero trade values and/or missing values are dropped (e.g. missing product codes, trade partners, trade values, product demand control, or instrument values). Only firms which have an aggregate trade value above a threshold are required to report their intra-EU trade to SCB. The firm-level threshold ranges from 2.5 to 4.5 million krona depending on the year. All firms are included in the regression dataset regardless of this threshold. Deleting all firms with a minimum trade value below 4.5 million krona in any year does not change the results of the paper. As noted in table A2, the superstar product is defined as the highest selling product to a destination in a pre-sample. Therefore, the superstar product need not be exported to the destination in all years. To avoid dropping all years when the superstar is not exported all non-superstar firm-product-destination observations are merged with the data on the superstar product instrument regardless of whether the superstar product is exported that year or not. Note that the pre-sample and the superstar product observations are dropped. The same applies to the specification using the superstar core definition. A few negligible countries are dropped from the dataset, as they are either very small or their names were altered during the sample period (examples: Virgin Islands, Serbia/Montenegro, Myanmar/Burma).

Some descriptive statistics and variable definitions can be found in tables A1 and A2.

---

24 The point estimates are similar (slightly higher) and the significance the same. The results are available on request.
Table A1: Summary statistics for superstar-product dataset (logs, except # products).

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St. dev.</th>
<th>Min</th>
<th>Max</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-superstar trade value</td>
<td>9.99</td>
<td>2.92</td>
<td>0.69</td>
<td>22.98</td>
<td>2555465</td>
</tr>
<tr>
<td>Instrument</td>
<td>17.30</td>
<td>2.57</td>
<td>0.69</td>
<td>25.11</td>
<td>2555465</td>
</tr>
<tr>
<td>Product demand control</td>
<td>16.68</td>
<td>2.47</td>
<td>0.69</td>
<td>25.30</td>
<td>2555465</td>
</tr>
<tr>
<td>Superstar trade value</td>
<td>7.79</td>
<td>6.82</td>
<td>0.00</td>
<td>23.55</td>
<td>500259</td>
</tr>
<tr>
<td># non-star products exported to dest.</td>
<td>5.11</td>
<td>15.39</td>
<td>1.00</td>
<td>486.00</td>
<td>500259</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th># firms</th>
<th># products</th>
<th># superstar-products</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>14303</td>
<td>4662</td>
<td>37560</td>
</tr>
</tbody>
</table>

Figure A1: The export value of the top ranked products at firm level relative to the aggregate export value of firm (2005).

Note: not by destination as in figure 1.
Table A2: Variable definitions and data sources

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm and trade data</td>
<td>SCB All firm registry and trade data is provided by Statistics Sweden.</td>
</tr>
<tr>
<td>Trade codes</td>
<td>UN comtrade The trade values are reported as HS 6 digit codes. The codes are then transformed to time consistent codes (HS 1988 classification) using a conversion table from UN Comtrade.</td>
</tr>
<tr>
<td>Superstar-product</td>
<td>Own def. The product of a firm with the highest export value to a particular destination in the pre-sample period. The superstar is consistent across time for each a firm-destination pair.</td>
</tr>
<tr>
<td>Superstar-core</td>
<td>Own def. A product ranked in the first decile of in terms of export value for each destination in a pre-sample year. See figure 3 for a more detailed definition.</td>
</tr>
<tr>
<td>Non-superstar product</td>
<td>Own def. Any product not ranked first (or in the superstar-core) for a firm-destination pair in the pre-sample. Includes also products not exported in pre-sample.</td>
</tr>
<tr>
<td>Pre-sample</td>
<td>Own def. The first year a firm enters a particular destination. This pre-sample is then dropped in the empirical analysis.</td>
</tr>
<tr>
<td>Superstar-product trade value</td>
<td>SCB Log of the export value of the product + 1, ln(export value + 1).</td>
</tr>
<tr>
<td>Superstar-core trade value</td>
<td>SCB Log of the sum of the export value of all the products + 1, ln(sum export value + 1).</td>
</tr>
<tr>
<td>Non-superstar trade value</td>
<td>SCB Log of the export value of the product + 1, ln(export value + 1).</td>
</tr>
<tr>
<td>Instrument data</td>
<td>UN Comtrade Import of HS 6 digit (HS 1988) product from all destinations aggregated to importing country-product-year level. Use logs after aggregation of the import value, ln(import value + 1).</td>
</tr>
<tr>
<td>Product demand control (I_{pdt}) data</td>
<td>UN Comtrade Same as for instrument.</td>
</tr>
</tbody>
</table>
Figure A2: Stability of the superstar product. The figure shows the share of products ranked first in the last period for each firm depending on the initial (pre-sample) rank.

**B Instrument Validity**

A possible concern for the validity of the instrument is that the superstar product constitutes a large share of the overall import of that product to a destination. Hence, a firm may be able to influence the inflow of a product from other countries if it has a large share of the product’s imports. Tables B1 and B2 demonstrate the ratio\textsuperscript{25} of the superstar product trade value of a firm in a year relative to the destination-product-year level import of that product from all origin countries (except Sweden). In most cases, the share is small (below 0.1) which means that the trade value of the superstar product of a firm is less than 10% of the import of that same product from all other countries (excluding Sweden). A ratio above 1 will indicate that the superstar trade value of a particular firm is larger than the import trade value of that specific product from all other destinations. Excluding observations for firm-destination pairs which have a maximum ratio for any year above 0.2 strengthens my results but somewhat reduces the sample size.

\textsuperscript{25}The difference between the tables is that, in the first one, I use all observations; hence, each share is often counted on multiple occasions. This is because the share for each firm-destination is constant and many products may be exported to each destination. Meanwhile, in the second table each share is counted only once.
Table B1: Trade of superstar relative to instrument

<table>
<thead>
<tr>
<th>Share</th>
<th>Nr. obs.</th>
<th>%</th>
<th>Cumul. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 0.1</td>
<td>1653991</td>
<td>63.28</td>
<td>63.28</td>
</tr>
<tr>
<td>0.1 - 0.2</td>
<td>196659</td>
<td>7.52</td>
<td>70.80</td>
</tr>
<tr>
<td>0.2 - 0.3</td>
<td>161759</td>
<td>6.19</td>
<td>76.99</td>
</tr>
<tr>
<td>0.4 - 0.5</td>
<td>47153</td>
<td>1.80</td>
<td>78.79</td>
</tr>
<tr>
<td>0.5 - 1</td>
<td>141003</td>
<td>5.39</td>
<td>84.19</td>
</tr>
<tr>
<td>1 - 2</td>
<td>129776</td>
<td>4.96</td>
<td>89.15</td>
</tr>
<tr>
<td>2 - 5</td>
<td>132567</td>
<td>5.07</td>
<td>94.23</td>
</tr>
<tr>
<td>5 - 10</td>
<td>62072</td>
<td>2.37</td>
<td>96.60</td>
</tr>
<tr>
<td>10 - 100</td>
<td>75984</td>
<td>2.91</td>
<td>99.51</td>
</tr>
<tr>
<td>100 - 1000</td>
<td>10286</td>
<td>0.39</td>
<td>99.90</td>
</tr>
<tr>
<td>1000+</td>
<td>2606</td>
<td>0.10</td>
<td>100</td>
</tr>
</tbody>
</table>

Example: a share above 1 means that the trade value of the superstar is larger than the trade value of the instrument.

Table B2: Trade of superstar-product relative to instrument, single

<table>
<thead>
<tr>
<th>Share</th>
<th>Nr. obs.</th>
<th>%</th>
<th>Cumul. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 0.1</td>
<td>407217</td>
<td>79.94</td>
<td>79.94</td>
</tr>
<tr>
<td>0.1 - 0.2</td>
<td>24000</td>
<td>4.71</td>
<td>84.65</td>
</tr>
<tr>
<td>0.2 - 0.3</td>
<td>21311</td>
<td>4.18</td>
<td>88.83</td>
</tr>
<tr>
<td>0.4 - 0.5</td>
<td>5859</td>
<td>1.15</td>
<td>89.98</td>
</tr>
<tr>
<td>0.5 - 1</td>
<td>16305</td>
<td>3.20</td>
<td>93.18</td>
</tr>
<tr>
<td>1 - 2</td>
<td>12645</td>
<td>2.48</td>
<td>95.66</td>
</tr>
<tr>
<td>2 - 5</td>
<td>10980</td>
<td>2.16</td>
<td>97.82</td>
</tr>
<tr>
<td>5 - 10</td>
<td>4743</td>
<td>0.93</td>
<td>98.75</td>
</tr>
<tr>
<td>10 - 100</td>
<td>5225</td>
<td>1.03</td>
<td>99.78</td>
</tr>
<tr>
<td>100 - 1000</td>
<td>873</td>
<td>0.17</td>
<td>99.95</td>
</tr>
<tr>
<td>1000+</td>
<td>263</td>
<td>0.05</td>
<td>100</td>
</tr>
</tbody>
</table>

Example: a share above 1 means that the trade value of the superstar is larger than the trade value of the instrument.
C Alternative Placebo Superstar Products

The products used as placebo superstar products are found using the relative rank of products in a *pre-sample* year to a destination. The specific product used is the first product that has a rank ratio strictly above each rank ratio threshold decile. The rank ratio is defined as the rank of product \( p \) divided by the lowest ranked product \( P \), \( p \in c \) if \( \frac{p}{P} \). Example: A firm exports 25 products in the pre-sample year. The product ranked third will then be used as the 10% threshold placebo product as it is the first product to have a ratio higher than 0.1 (since \( 3/25=0.12 \)). The product ranked sixth is used as the 20% (\( 6/24=0.24 \)) placebo product. This method of choosing the placebo products is used to ensure that the placebo products have a similar relative ranking within the firm regardless of product scope to the destination. Note that, as one goes down the product ladder and looks at the lower deciles in the product rank distribution, there is a substantial increase in the number of observations that have a zero trade value for the placebo-superstar. This is expected as their is more randomness in the export of placebo-superstars and they are not expected to be consistently exported to the same destination. Note that the sample is restricted to firms exporting 10 or more products in the pre-sample.
Table C1: Robustness results using comparing the actual superstar product to placebo-superstars from lower deciles of the pre-sample rank. Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Rank ratio thresholds</th>
<th>Placebo-superstar trade value</th>
<th>Placebo-superstar trade value</th>
<th>Placebo-superstar trade value</th>
<th>Placebo-superstar trade value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#1</td>
<td>10%</td>
<td>20%</td>
<td>30%</td>
<td>40%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Placebo-superstar trade value</td>
<td>0.255&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.0853</td>
<td>-0.00955</td>
<td>0.0765</td>
<td>0.106&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.108)</td>
<td>(0.0547)</td>
<td>(0.0495)</td>
<td>(0.0607)</td>
<td>(0.0512)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0753&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0748&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0771&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0772&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0740&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.0057)</td>
<td>(0.0052)</td>
<td>(0.0051)</td>
<td>(0.0051)</td>
<td>(0.0053)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>1034910</td>
<td>1036717</td>
<td>1040300</td>
<td>1047549</td>
<td>1047929</td>
</tr>
<tr>
<td>R²</td>
<td>0.794</td>
<td>0.835</td>
<td>0.837</td>
<td>0.840</td>
<td>0.837</td>
</tr>
<tr>
<td># clusters</td>
<td>4128</td>
<td>4144</td>
<td>4145</td>
<td>4149</td>
<td>4151</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>9.341</td>
<td>15.74</td>
<td>9.903</td>
<td>11.94</td>
<td>15.68</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>c</sup> p < .10, <sup>b</sup> p < .05, <sup>a</sup> p < .01. Standards errors are clustered on firm-destination level. Observations are at the firm-product destination level. Limit sample to firms with at least 10 products to a destination in pre-sample. See discussion in appendix C about the how the placebo products are determined by the rank ratio thresholds.
Table C2: Robustness results using placebo-superstar products from lower deciles of the pre-sample rank. Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th>Rank ratio thresholds</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
<th>Last</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placebo-superstar trade value</td>
<td>-0.0698</td>
<td>-0.0616</td>
<td>-0.0878</td>
<td>-0.0670</td>
<td>0.123°</td>
<td>-0.100°</td>
</tr>
<tr>
<td></td>
<td>(0.0706)</td>
<td>(0.0759)</td>
<td>(0.139)</td>
<td>(0.122)</td>
<td>(0.0671)</td>
<td>(0.0478)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0777°</td>
<td>0.0761°</td>
<td>0.0796°</td>
<td>0.0750°</td>
<td>0.0737°</td>
<td>0.0731°</td>
</tr>
<tr>
<td></td>
<td>(0.0053)</td>
<td>(0.0053)</td>
<td>(0.0061)</td>
<td>(0.0053)</td>
<td>(0.0053)</td>
<td>(0.0054)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>1051945</td>
<td>1049873</td>
<td>1047340</td>
<td>1048090</td>
<td>1043391</td>
<td>1042265</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.833</td>
<td>0.834</td>
<td>0.831</td>
<td>0.834</td>
<td>0.835</td>
<td>0.831</td>
</tr>
<tr>
<td># clusters</td>
<td>4153</td>
<td>4146</td>
<td>4156</td>
<td>4145</td>
<td>4148</td>
<td>4143</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>5.073</td>
<td>5.574</td>
<td>2.462</td>
<td>3.680</td>
<td>10.66</td>
<td>22.77</td>
</tr>
<tr>
<td>Firm-prod-dest FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

° $p < .10$, °° $p < .05$, °°° $p < .01$. Standards errors are clustered on firm-destination level. Observations are at the firm-product destination level. Limit sample to firms with at least 10 products to a destination in pre-sample. See discussion in appendix C about the how the placebo products are determined by the rank ratio thresholds.
Table C3: Robustness results using near-superstar products, ranked #2 to #6 in pre-sample, as the superstar-product. Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th>Rank of product within destination</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placebo-superstar trade value</td>
<td>0.104&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.133&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0389</td>
<td>0.0487</td>
<td>0.0235</td>
</tr>
<tr>
<td></td>
<td>(0.0443)</td>
<td>(0.0440)</td>
<td>(0.0402)</td>
<td>(0.0512)</td>
<td>(0.0431)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0733&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0721&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0708&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0733&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0741&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.00510)</td>
<td>(0.00509)</td>
<td>(0.00515)</td>
<td>(0.00508)</td>
<td>(0.00511)</td>
</tr>
</tbody>
</table>

| Nr. obs. used                     | 1059286  | 1050974  | 1045163  | 1049358  | 1054838  |
| Total nr. of obs.                 | 1187165  | 1187165  | 1187165  | 1187165  | 1187165  |
| R<sup>2</sup>                      | 0.827    | 0.830    | 0.837    | 0.839    | 0.839    |
| # clusters                        | 4426     | 4430     | 4439     | 4434     | 4436     |
| First stage F stat.               | 28.35    | 11.63    | 29.22    | 17.10    | 17.71    |
| Firm-prod.-dest. FE               | Yes      | Yes      | Yes      | Yes      | Yes      |
| Year-sector FE                    | Yes      | Yes      | Yes      | Yes      | Yes      |
| Year-dest. FE                     | Yes      | Yes      | Yes      | Yes      | Yes      |

<sup>c</sup> p < .10, <sup>b</sup> p < .05, <sup>a</sup> p < .01. Standards errors are clustered on firm-destination level. Limit sample to firms with at least 10 products to a destination in pre-sample.
Table C4: Robustness results using near-superstar products, ranked #7 to #10 in pre-sample, as the superstar-product. Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th>Rank of product within destination</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placebo-superstar trade value</td>
<td>-0.0202</td>
<td>0.0900</td>
<td>0.551</td>
<td>0.0670</td>
</tr>
<tr>
<td></td>
<td>(0.0469)</td>
<td>(0.0548)</td>
<td>(5.165)</td>
<td>(0.0469)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0745(^a)</td>
<td>0.0737(^a)</td>
<td>0.0749(^a)</td>
<td>0.0747(^a)</td>
</tr>
<tr>
<td></td>
<td>(0.00504)</td>
<td>(0.00515)</td>
<td>(0.0136)</td>
<td>(0.00499)</td>
</tr>
<tr>
<td>Nr. obs. used</td>
<td>1062489</td>
<td>1068004</td>
<td>1066131</td>
<td>1072643</td>
</tr>
<tr>
<td>Total nr. of obs.</td>
<td>1187165</td>
<td>1187165</td>
<td>1187165</td>
<td>1187165</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.837</td>
<td>0.837</td>
<td>0.666</td>
<td>0.839</td>
</tr>
<tr>
<td># clusters</td>
<td>4432</td>
<td>4435</td>
<td>4435</td>
<td>4437</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>10.75</td>
<td>13.31</td>
<td>0.0119</td>
<td>25.52</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year-sector FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\) \(p < .01\), \(^b\) \(p < .05\), \(^c\) \(p < .001\). Standards errors are clustered on firm-destination level. Limit sample to firms with at least 10 products to a destination in pre-sample.

Table C5: Robustness checks for the superstar-product specification when excluding products from within the same 1- or 2-digit product categories. Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th></th>
<th>2-dig</th>
<th>1-dig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superstar-product trade value</td>
<td>0.124(^b)</td>
<td>0.191(^a)</td>
</tr>
<tr>
<td></td>
<td>(0.0617)</td>
<td>(0.0431)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0638(^a)</td>
<td>0.0634(^a)</td>
</tr>
<tr>
<td></td>
<td>(0.00441)</td>
<td>(0.00589)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>1388734</td>
<td>906094</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.798</td>
<td>0.775</td>
</tr>
<tr>
<td># clusters</td>
<td>42710</td>
<td>35001</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>16.77</td>
<td>47.22</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\) \(p < .10\), \(^b\) \(p < .05\), \(^c\) \(p < .01\). Standards errors are clustered on firm-destination level. In the 2-dig and 1-dig columns products within the same 2 or 1 digit product branch are excluded.
### The Superstar Core dataset and Robustness

Table D1: Summary statistics for superstar-core dataset (logs, except # products).

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St. dev.</th>
<th>Min</th>
<th>Max</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-superstar trade value</td>
<td>9.58</td>
<td>2.94</td>
<td>0.69</td>
<td>22.98</td>
<td>1096022</td>
</tr>
<tr>
<td>Instrument</td>
<td>17.56</td>
<td>2.60</td>
<td>0.54</td>
<td>24.72</td>
<td>1096022</td>
</tr>
<tr>
<td>Product demand control</td>
<td>16.49</td>
<td>2.47</td>
<td>0.69</td>
<td>25.30</td>
<td>1096022</td>
</tr>
<tr>
<td>Superstar-core trade value</td>
<td>12.82</td>
<td>6.02</td>
<td>0.00</td>
<td>23.62</td>
<td>43963</td>
</tr>
<tr>
<td># non-star products to dest.</td>
<td>24.93</td>
<td>40.99</td>
<td>1.00</td>
<td>447.00</td>
<td>43963</td>
</tr>
<tr>
<td># firms</td>
<td>1133</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># products</td>
<td>4324</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># firm - dest. combinations</td>
<td>4481</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure D1: Density plot showing the number of products included in the superstar core (the top decile).
Table D2: Robustness results for superstar-core. Comparison of the superstar-core (#1) and placebo-superstar cores (based on products in the 2-5 deciles). Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th>Deciles</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Placebo)superstar core trade value</td>
<td>0.376&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.203&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-0.0281</td>
<td>0.0338</td>
<td>0.0205</td>
</tr>
<tr>
<td></td>
<td>(0.134)</td>
<td>(0.0608)</td>
<td>(0.0708)</td>
<td>(0.0594)</td>
<td>(0.0585)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0712&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0724&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0748&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0729&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0746&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.00544)</td>
<td>(0.00512)</td>
<td>(0.00506)</td>
<td>(0.00504)</td>
<td>(0.00514)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>987058</td>
<td>989685</td>
<td>1001023</td>
<td>1006538</td>
<td>1010737</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.780</td>
<td>0.828</td>
<td>0.837</td>
<td>0.842</td>
<td>0.842</td>
</tr>
<tr>
<td># clusters</td>
<td>4131</td>
<td>4152</td>
<td>4155</td>
<td>4158</td>
<td>4161</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>10.10</td>
<td>27.56</td>
<td>16.95</td>
<td>24.21</td>
<td>16.94</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>a</sup> p < .10, <sup>b</sup> p < .05, <sup>c</sup> p < .01. Standards errors are clustered on firm-destination level. Deciles are created using pre-sample rank of products. Only firms with 10 or more products in the pre-sample are included.

Table D3: Robustness results for superstar-core. Results using placebo-superstar cores (based on products in the 6-10 deciles). Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th>Deciles</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placebo-superstar core trade value</td>
<td>0.00442</td>
<td>-0.111</td>
<td>-0.0733</td>
<td>-0.0274</td>
<td>0.0784</td>
</tr>
<tr>
<td></td>
<td>(0.0851)</td>
<td>(0.135)</td>
<td>(0.127)</td>
<td>(0.108)</td>
<td>(0.0671)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0752&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0759&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0783&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0747&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0760&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.00512)</td>
<td>(0.00561)</td>
<td>(0.00560)</td>
<td>(0.00513)</td>
<td>(0.00505)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>1022346</td>
<td>1025450</td>
<td>1030793</td>
<td>1035973</td>
<td>1040495</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.841</td>
<td>0.830</td>
<td>0.833</td>
<td>0.836</td>
<td>0.837</td>
</tr>
<tr>
<td># clusters</td>
<td>4162</td>
<td>4158</td>
<td>4164</td>
<td>4156</td>
<td>4163</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>8.479</td>
<td>7.246</td>
<td>1.746</td>
<td>6.112</td>
<td>17.79</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dest.-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>c</sup> p < .10, <sup>b</sup> p < .05, <sup>a</sup> p < .01. Standards errors are clustered on firm-destination level. Deciles are created using pre-sample rank of products. Only firms with 10 or more products in the pre-sample are included.
E The IVP Database and Other Robustness Checks

Not all exported products need to be produced by the firm exporting them. Considering this point, I use data from the Industrins varuproduktion (IVP) database which includes information on the production of products by manufacturing firms with more than 20 employees (10 in some cases). The production data is based on the same eight-digit product nomenclature as the trade data.

As a robustness check, for the superstar product specification, the definition of the superstar product is altered to be based on production. Now, I define a ‘production superstar’ as the product with the highest production value. In this robustness check there is only a single production-superstar product per firm for the entire period (not per firm-destination as before). By applying the same methodology as in the regular superstar product case the results are presented in column 2 (production-star) in table E1. Now the elasticity is 0.104 compared to 0.13 (see table 5). The difference may be due to the fact that the same superstar product is used for all destinations regardless of whether the product is ever exported to that destination. As there may be market-specific demand conditions (taste), this specification may be less appropriate.

An alternative robustness check is to compare if the investigated mechanism differs for products which are produced by the firm and those that are only exported. Following Bernard, Blanchard, Van Beveren, and Vandenbussche (2014), a product which is exported by the firm but produced by another is called a Cary-Along-Trade (CAT) product. In this study’s dataset, there is a high share of CAT products. Around 88% of the 6-digit observations (firm-product-destination) are products not produced by the firm exporting them. Notably, these observations account for only 25% of the trade value of firms. To investigate if the superstar core has a different effect on CAT

---

26There is one difference between the two. The IVP data uses, when applicable, an additional letter as a ninth digit in the code. As the data is aggregated to the six-digit level this has no impact.

27It should be stressed that firms may aggregate(group) the production of similar products to a single product code when reporting their production values in the IVP survey. This may be a result of different collection methods; the trade statistics are collected on a monthly basis while the IVP is based on a yearly survey. Additionally, the nature of international trade may limit the scope for such aggregation of exported products. The
products compared to produced products, I include a interaction of CAT dummy and the superstar core instrument. The results show that the impact on the CAT products is statistically weaker, see column 1 (CAT) in table E1. Quantitatively, I argue that the difference is rather small compared to the size of the original effect. The mechanism is weaker for CAT products, but still sizeable and significantly different from zero.

Table E1: Robustness results (IV) using information about product production from the IVP database. Dependent variable is non-superstar product trade flows.

<table>
<thead>
<tr>
<th></th>
<th>IVP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CAT</td>
</tr>
<tr>
<td>Superstar-core trade value</td>
<td>0.406$^a$ (0.135)</td>
</tr>
<tr>
<td>Produced-Superstar product trade value</td>
<td>0.104$^b$ (0.0428)</td>
</tr>
<tr>
<td>CAT × Superstar-core trade value</td>
<td>-0.0394$^a$ (0.00310)</td>
</tr>
<tr>
<td>Product demand control</td>
<td>0.0704$^a$ (0.00547) 0.0702$^a$ (0.00508)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>987058 1293030</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.781 0.818</td>
</tr>
<tr>
<td># clusters</td>
<td>4131 25723</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>5.051 30.34</td>
</tr>
<tr>
<td>Firm-prod.-dest. FE</td>
<td>Yes Yes</td>
</tr>
<tr>
<td>Year-sector FE</td>
<td>Yes Yes</td>
</tr>
<tr>
<td>Year-dest. FE</td>
<td>Yes Yes</td>
</tr>
</tbody>
</table>

$^c$ $p < .10$, $^b$ $p < .05$, $^a$ $p < .01$. Standards errors are clustered on firm-destination level.
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Abstract

In this paper we analyse the interplay between services and manufacturing. This is done through identifying and quantifying a direct link between manufacturing exports and the sales by service providers. For identification of this transmittance mechanism, with the help of highly detailed geographic data, we create a Localised Export Exposure (LEE) variable that captures the variation in demand for service inputs based on nearby exporters. Since service firms are much less geographically specialised than manufacturing firms, we observe a high variation in their exposure to demand changes. This spatial variation in the demand for service inputs results from a variation in local export volumes (LEE); which is used to assess the interplay between manufacturing exports and services. Our results show that a 1% increase in exports increases the volume of sales of service firms by 0.2% (and employment within the firm by 0.06%). The results show also that the link is highly local and the strongest impact is within 20 km of the shock.
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1 Introduction

Services contribute to over a half of world GDP and its share has grown over time, from 58% in 1995 to 68% in 2014 (World bank, 2016). In high-income countries this trend is explained by an expansion of business services (see ECSIP, 2014).\(^1\) Figures for the EU show, for example, that business services grew on average 2.4% per year between 1999 to 2009, while the overall growth of the EU economy was more modest, at around 1.1% (European Union, 2014). In addition to the increased importance of services themselves, they are also becoming a more integral part in the production process of goods; a phenomenon that has been dubbed the “servicification” of manufacturing production. Lodefalk (2013, 2014) showed, in a Swedish context, that firms’ share of external services (i.e. bought-in services) in total manufacturing output more than doubled from 1975 to 2005 (from around 12 to 25%).\(^2\) In terms of export value, Lanz and Maurer (2015) find that external services are also a significant part of manufacturing trade flows, since they form around 30% of the export value of goods for high-income countries. The servicification of manufacturing may therefore explain why trade in services has been quite stable over the last two decades (around 20% of total trade), at the same time as its share in the overall economy grew. That is, services are increasingly embedded into the production of the export of goods.\(^3\)

In this paper we evaluate linkages between manufacturing and services by assessing the effect of manufacturing exports on service sales. We identify this interplay by relying on three features\(^4\): Firstly, service firms are much less specialised than manufacturing firms across space. Secondly, services are less tradable over space and are therefore, to a much larger extent, influenced

\(^1\) Business services is a broad concept related to a variety of services provided by one firm to another in order to support its business without producing any tangible commodities. Business services include: management consultancy, legal services, auditing, engineering and marketing.

\(^2\) This trend is also visible in other countries, see for example Crozet and Koenig Soubeyran (2004) and Keller and Yeaple (2013). Baldwin, Forslid, and Ito (2015) brings up three possible explanations of the servicification of manufacturing: reclassification (internal services moving out of the firm), task-composition-shifts (more services in order to cope with a more complex production process or new attributes in produced goods), and task-relative-price-shifts (service tasks become relatively more expensive).

\(^3\) An example of this is a manufactured product that requires a software application to be operated.

\(^4\) See section 3.2 for more detailed discussion regarding our identification strategy.
by local supplier-buyer networks. Thirdly, manufacturing exporters consist of large firms that are highly integrated in the global market. The implication of these stylised facts is that an idiosyncratic shock in manufacturing exports will be location specific. An evenly distributed service sector and close linkages with manufacturing ensures a high variation in exports across similar types of service firms located in different parts of the country. We use this variation to identify the strength of the linkages between global manufacturing firms and service providers.

In order to answer this question we employ Swedish firm-register data from 2003 and 2011. A unique aspect of this dataset is that we make use of very detailed geographical information about firms’ location. We do not rely on broad administrative borders (e.g. municipalities or commuting areas) that may have little to do with the business distance between manufacturing and services. This allows a more flexible approach to be used, and enables us to investigate how an export expansion in a fine geographical unit spreads over space, like ripples on water. We create a location specific measure, Localised Export Exposure (LEE), that captures how service firms are exposed or impacted by changes in manufacturing exports in their close proximity. Hence, LEE captures how demand for service inputs in a particular location fluctuates as a result of changes in exporting. As there may be an endogeneity problem between manufacturing exports and local service providers we make use of global market fluctuations as an instrument for exporting.\footnote{The instrument builds on work by Hummels, Jørgensen, Munch, and Xiang (2014) about using global demand variation as an instrument for firm level exporting. See section 3.2.}

The main contribution of this paper seeks to make is to, for the first time to our knowledge, assess the significance of the interplay between service providers and manufacturing exporters. We also expand upon the knowledge of how export fluctuations influence local markets within nations; that is through ripple effects that contribute to regional performance differences. Our results suggest that the link between manufacturing exports and sales by service firms is substantial and highly local. We find that a 1% increase in manufacturing exports increases service sales by 0.2%. This result is in

\footnote{See for example the survey of Bems, Johnson, and Yi (2013) on the global interdependence of manufacturing firms during 2008-2009.}
line with our theoretical prior, that the transmission should be of similar size to the export intensity of manufacturing firms. We also find that these linkages are highly local and only significant within 20 km of the service providers. Finally, we find a substantial effect on service employment since a similar change in exporting (LEE) increases the employment within services firms by 0.06%.

In addition to the literature on the servicification of manufacturing, our paper is related to a growing literature on how an idiosyncratic shock on the micro-level builds up to aggregate fluctuations. One strand of this literature is represented by Gabaix (2011); he, concentrates on the granularity of the economy and shows how “firm-level shocks can explain an important part of aggregate movements”. Another strand focuses on how linkages between firms act as a “propagation mechanism” when individual firms are faced with a shock that is transmitted to other parts of the economy, influencing aggregate fluctuations (see Acemoglu, Carvalho, Ozdaglar, and Tahbaz-Salehi, 2012). Our paper is related to both strands, as we focus on how export fluctuations in generally large exporters, are transmitted, or propagated, to their service providers.

This paper is also related to a literature focused on local input output-linkages (or local labour markets) that use, for identification, variation over space in exposure to global shocks. Autor, Dorn, Hanson, and Song (2014), Autor, Dorn, and Hanson (2013), and Caliendo, Dvorkin, and Parro (2015) all focus on how local labour markets, within a single nation, react differently to one another after the same trade shock to manufacturing exporters. The variation stems from the fact that the manufacturing sector is highly specialised within a nation. One finding is that local labour markets tend to contain shocks created by trade variations locally. This is because workers’ geographical mobility is, at least in the short and medium-long perspective, quite limited, while mobility across sectors is more pronounced. Hence the structure of the local economy is formed by the location decision of firms, which, together with price changes, influences the demand for local inputs. The results in Autor, Dorn, and Hanson (2013) suggest, for example, that a “negative shock to local manufacturing reduces the demand for local non-traded services”.

To motivate our empirical analysis, we discuss in section 2 a simple theoretical model explaining the mechanism between exporters and service firms, that draws heavily from the work of Fujita and Thisse (2002, pp. 321–326). We then relate the predictions of this model to the empirical specification used in the paper. Section 3 discusses the data and our identification strategy. Section 4 discusses the results followed by the conclusion in section 5.

2 Theoretical Motivation and Empirical Specification

In order to capture the interdependence between manufacturing and services we build on a model by Fujita and Thisse (2002) that contains vertical links. This in turn, builds on a framework originally developed by Krugman and Venables (1995) and Venables (1996). The points these types of models emphasise is twofold: in order to maximize real income the pattern of agglomeration is shaped by consumers’ demand for final goods and workers’ choice of location; and labour is assumed to be geographically immobile and agglomeration arises from manufactures’ demand for a broad range of differentiated intermediates. The simplified assumptions of a labour force that is geographically immobile but perfectly mobile across sectors is also used, among others, by Autor, Dorn, and Hanson (2013) in their theoretical motivation for how workers’ respond to import competition. Their empirical results also suggest that import competition affects the local labour market in many ways, but not through migration. In the case of Sweden, we found that 83% of all individuals working in both 2001 and 2011 (which consists of over 3 million individuals), worked in the same labour market area, while only 59 and 40% of these individuals stayed in the same sector (using 2-digit sector codes) and plants respectively. These stylised facts of much higher mobility across sectors and plants, when compared to spatial mobility, are in line with the model’s presumption that the local economic structure is formed by a firm’s location decision.8

---

7 See also Combes, Mayer, and Thisse (2008).
8 Puga (1999) compares models with and without labour mobility, concluding that the relative lower mobility in the EU compared to the United States may explain the more
The specific model we use to explain the input-output linkages of service providers and manufacturing exporters draws heavily from Fujita and Thisse (2002, pp. 321–326). We take the point of departure in a stylised model with two regions, three industries (agriculture, manufactures and services) and one compound factor of production (labour). Both agriculture and manufactures are, in this setting, producing homogeneous goods and operate under constant returns to scale. However, these sectors differ when it comes to trade costs since agricultural goods are assumed to be traded without frictions, while manufacturing goods face an iceberg trade cost. The assumption of homogeneous goods and perfect competition in manufactures implies that this sector will be located in the least-cost region, and that we paralyse the possibility of an agglomeration force driven by consumers’ love for final good varieties. We also ignore other possible agglomeration forces by assuming identical consumers and firms in both regions. Instead, agglomeration stems from how manufacturing firms use, in a Cobb-Douglas fashion, both labour and services in order to produce their final good, and how their demand for services, which is costly to import, is characterized by a love for variety (modeled by a CES function). Hence there is an incentive for manufacturing firms and services to share a location. Manufacturing firms gain from cheaper inputs, since a co-location makes them more competitive as the unit cost of production falls when they avoid trade costs associated with imported services. Service firms, in turn, gain from a co-location since their customers are reached without trade costs.9

If we assume, as in Fujita and Thisse (2002), an asymmetric equilibrium where all manufacturing and service firms are located in the home region. In that case the equilibrium will be stable as long as the trade cost of services is large enough so that manufacturing firms have a cost advantage when they are located in the same region as services. A high trade-cost in services ensures that manufacturing firms have no incentive to move to the foreign region without local services, even though it faces a trade cost in dispersed economic activity observed in the EU.

The similarity with the more common link between consumers and final good producers in a Dixit-Stiglitz model is discussed in Combes, Mayer, and Thisse (2008). In this context, however, manufacturing firms act as consumers and the total cost of production corresponds to consumer income, while the different varieties of business services takes the role of final good varieties.
order to supply consumers in that region. How high trade costs in services has to be in order to support this equilibrium correlates positively with the trade cost of manufacturing goods. This is in addition to its share in consumer expenditure and the unimportance of services in the production of manufacturing goods. A fall in the trade cost of services decreases the advantage of manufacturing firms located in the home region together with services; eventually manufacturing firms may find it profitable to move to the foreign region and start producing by importing services from the home market. The location of choice for services will, however, still be the home region as long as its share of total manufacturing output is larger than in the foreign region.

In this setting, the link between sales made by services and manufacturing is highlighted by a gravity-type equation when it comes to the total sales of a firm $i$ located in region $j$:

$$sales_{j(i)} = p_{j(i)} q_{j(i)} = (\alpha w_j \sigma / (\sigma - 1))^{1-\sigma} D_j$$

where $D_j = c_j X_j P_j^{\sigma - 1} + c_m X_m \tau_{jm}^{1-\sigma} P_m^{\sigma - 1}$ is the total demand of services in $j$ from manufacturing firms located in both $j$ and $m$, $\sigma$ is the elasticity of substitution between service varieties, $\alpha$ is the cost share of services in manufacturing, $w$ is the labour cost in $j$, $P$ is the ideal price index for the CES function, $c$ is the unit cost of producing manufacturing goods, $\tau$ is the trade cost of services (equal to 1 if $j = m$), and $X$ is the quantity of manufacturing goods produced for the different markets ($X_j = x_{jj} + x_{jm}$, $X_m = x_{mm} + x_{mj}$). The sales volume of services firms is therefore influenced by the production of goods (both for the local and the foreign market) as well as other factors such as the cost of producing goods ($c_j$) and the general price level of services ($P_{j/m}$). Hence, if we use equation 1 in order to assess the importance of the interplay between manufacturing and services, then, without relying on a structural model, we face several endogeneity issues.

In order to overcome these issues our identification strategy (as discussed in more detail below) focuses on the variation of local demand caused by exogenous export fluctuations in the manufacturing sector. Equation 1 highlights the relationship between manufacturing exports and local service
sales, from which we can derive the following elasticity of sales made by service firms with respect to manufacturing exports ($x_{jm, j \neq m}$):

$$\frac{\partial sales_{j(i)}}{\partial x_{jm}} x_{jm} sales_{j(i)} = c_j P_j^{\sigma - 1} x_{jm}^{1 - \sigma} / D_j,$$ (2)

which underlines two important expectations that will be investigated in the empirical section.

The first expectation is that the responsiveness of sales made by service firms to exporting will depend on the export intensity in manufacturing. In an extreme case where the services firm only supplies the manufacturing firms located in the same region, we expect a 1% increase of manufacturing exports leading to a $x_{jm} / (x_{jj} + x_{jm})$ % increase of service sales. Hence, our prior for the empirical analysis is that we expect the elasticity of sales made by services, with respect to manufacturing exports, to be approximately equal to the export intensity of the manufacturing sector (0.14 in our dataset, see appendix A, table A2). The second expectation is that the export variation of manufacturing exporters located further away will be deflated by the trade cost of services. Hence we expect export shocks to be mainly transmitted to service providers locally, while export fluctuations in manufacturing firms located at a distance have no impact.

### 2.1 The Empirical Specification

Using the expectations from the forgoing model on vertical linkages, we proceed to empirically assess the relationship between sales made by service firms and manufacturing exports by using the following reduced form specification:

$$\ln(sales_{j(i)} t) = \beta \ln(D_{jt}) + f_i + \theta_{ts} + \eta_{it} + \epsilon_{it}.$$ (3)

This specification captures the ideas presented in the previous section with the dependent variable, $\ln(sales_{j(i)} t)$, being the log of sales made by service firm $i$ located in region $j$ at time $t$, while $D_{jt}$ is firm $i$’s exposure to exports.\[10\] Sales made by service firms are, however, also influenced by

---

\[10\]See section 3.3 for a more detailed discussion and definition of the Localised Export
other factors such as general equilibrium effects (e.g. prices changes in goods, services or factors) and local effects (e.g. changes in the demand). So in order to mitigate identification problems due to unobserved factors, we include firm-fixed effects \( (f_i) \) plus either year-sector \( (\theta_{ts}) \), using 3-digit sector codes) and year-labour market area fixed effects \( (\eta_{tl}) \) or, in the most stringent specification, year-sector-labour market area fixed effects \( (\zeta_{tsl}) \). Hence, we identify the link between manufacturing exports and sales made by service sales by zooming in on within-firm variation over time. By using the labour market fixed effects and sector fixed effect we also control for shocks that are common to a specific area or sector (such as prices or demand).

3 Data and Empirical Strategy

3.1 Data

To investigate empirically the relationship between manufacturing and service firms we use firm-register data from Statistics Sweden covering all Swedish firms during the 2003-2011 period. We focus however on two sets of firms. The first set consists of all exporters and their export flows at the firm-product-destination level. This set includes 37,825 exporters, with on average 50 employees which is used in order to generate the variation in exporting. Firms in the manufacturing sector account for the lion’s share of the export value in the dataset (around 83%). See appendix A for descriptive statistics about the set of exporters (table A1).

The second set of firms, and the one of primary interest to this study, consists of all private services firms (around 332,000 firms); these cover everything and include: printing, accommodation, transportation, computer programming, R&D and building services. Although all types of services may be important inputs to the manufacturing sector, we start off our analysis by focusing on business services, and thereafter we investigate whether the interplay between manufacturing and services differs between different types of services. The reason for this is that business services are highly integrated in manufacturing and are an important part of the servicification process.

---

Exposure, \( D_{jt} \).
To define business services we use, as a baseline, the EU definition (from 2008). The four largest 2-digit sectors within business services in the data are; management and consulting, architecture and engineering, computer programming and related, and legal and accounting services. See table 1 for information about the sectors included (2-digit level) and summary statistics, both for the baseline sample of business service firms and the alternative broad definition of service firms. Note that in both cases multi-plant service firms are excluded since we only have information about sales at the firm-level, we have no way of identifying the location of sales changes in firms with two or more locations. In addition, our baseline sample uses only firms with at least one employee. Firms with zero-employees are excluded since these tend to be ‘hobby’ or micro-firms with very small and erratic sales volumes.

One important advantage of our data is that we have very detailed information about the location of firms. That is, we know in which SAMS area (Small Areas for Market Statistics) each firm is located, and these SAMS areas divide Sweden’s 290 municipalities (or 105 labour market areas) into over 9,000 small spatial areas. Around 67% of the SAMS areas have an area of less than 10 \( km^2 \) while 89% have less than 100 \( km^2 \). The smallest areas are less than 0.1 \( km^2 \) and the largest over 12,000 \( km^2 \). The difference in the mean size of 50 \( km^2 \) and the median size of 2.2 \( km^2 \) is explained by some large remote and sparsely populated areas along the north-western border. We also make use of broader administrative regions in order to control for trends specific to local labour market areas (LMA), while the fine geographical detail of the SAMS areas ensures a high variability within each LMA (see table A2 in appendix A). Figure A1 in appendix A shows for each SAMS area, the number of business services firms (left) and the number of firms when using the broad definition of services (right).\(^{11}\)

\(^{11}\)The figure also provides an overview of the size and detail of the SAMS areas used. Note that the SAMS areas may appear larger than they actually are, since we do not observe a border between areas that are in the same group in terms of number of firms in each area.
Table 1: Summary statistics for service firms using the broad-definition of services and the baseline-definition of business service firms only.

<table>
<thead>
<tr>
<th>Service Category</th>
<th>Broad-definition</th>
<th>Baseline-definition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sales</td>
<td>Empl.</td>
</tr>
<tr>
<td>Support to agriculture</td>
<td>834</td>
<td>0.4</td>
</tr>
<tr>
<td>Support to forestry</td>
<td>1547</td>
<td>1.7</td>
</tr>
<tr>
<td>Printing and related</td>
<td>4184</td>
<td>3.0</td>
</tr>
<tr>
<td>Remediation waste man.</td>
<td>3216</td>
<td>1.9</td>
</tr>
<tr>
<td>Maintenance parts vehic.</td>
<td>4037</td>
<td>1.7</td>
</tr>
<tr>
<td>Transport removal serv.</td>
<td>4143</td>
<td>3.0</td>
</tr>
<tr>
<td>Warehousing</td>
<td>41917</td>
<td>13.3</td>
</tr>
<tr>
<td>Postal, courier activ.</td>
<td>15368</td>
<td>20.2</td>
</tr>
<tr>
<td>Accommodation</td>
<td>5878</td>
<td>5.4</td>
</tr>
<tr>
<td>Food and beverage</td>
<td>2626</td>
<td>2.8</td>
</tr>
<tr>
<td>Publishing activities</td>
<td>7322</td>
<td>3.6</td>
</tr>
<tr>
<td>TV, film, sound recording</td>
<td>2048</td>
<td>0.7</td>
</tr>
<tr>
<td>Computer progr., consult.</td>
<td>5280</td>
<td>2.7</td>
</tr>
<tr>
<td>Information services</td>
<td>5077</td>
<td>3.0</td>
</tr>
<tr>
<td>Legal and accounting</td>
<td>1237</td>
<td>1.0</td>
</tr>
<tr>
<td>Management consulting</td>
<td>1560</td>
<td>1.0</td>
</tr>
<tr>
<td>Architecture, engineering</td>
<td>2227</td>
<td>1.6</td>
</tr>
<tr>
<td>Scientific R&amp;D</td>
<td>4899</td>
<td>2.6</td>
</tr>
<tr>
<td>Advertising, research</td>
<td>3571</td>
<td>1.6</td>
</tr>
<tr>
<td>Other professional activ.</td>
<td>1063</td>
<td>0.6</td>
</tr>
<tr>
<td>Rental and leasing activ.</td>
<td>5649</td>
<td>2.0</td>
</tr>
<tr>
<td>Temp. employment activ.</td>
<td>8700</td>
<td>15.7</td>
</tr>
<tr>
<td>Security and investigation</td>
<td>6893</td>
<td>10.2</td>
</tr>
<tr>
<td>Building services, landsc.</td>
<td>2958</td>
<td>4.4</td>
</tr>
<tr>
<td>Office, business support</td>
<td>4906</td>
<td>10.9</td>
</tr>
</tbody>
</table>

The broad definition of services includes all service firms, even those that report no employment. There are 332,002 service firms in the data, when we apply the broad definition. The baseline definition business service firms only, defined according to the EU definition of business services. There are 64,560 business services firms in the data, when we apply the baseline definition. Note: The numbers for average firm sales are in thousands.
3.2 Empirical Strategy

An important part of our empirical strategy is that distribution across space is very different within the manufacturing and services sectors. One way to illustrate this is to make use of the Krugman-specialisation index (see Krugman, 1991), which measures how similar the distribution of economic activity across industries are between regions using the average of the distribution as a benchmark. A value close to zero implies that a region’s distribution of economic activity (often measured with the help of the work force) is similar to the benchmark while as the value approaches 2 the industrial composition has nothing in common with the benchmark.\textsuperscript{12} We calculate the Krugman-specialization index for Swedish municipalities using the distribution of the work force across industries (4-digit SNI codes) within manufacturing and business services. We find that almost 80% of the labour force in manufacturing in an average municipality has to change industry, within the manufacturing sector, in order to get in line with the average Swedish distribution. If we focus instead on the business services sector, we find that it is much more evenly distributed. Only about 45% of the workforce in the average municipality has to switch to another industry, within the services sector, in order to be in line with the average distribution of services in Sweden. In other words, the heterogeneity of regions in Sweden is high when it comes to the distribution of manufacturing firms, while services are much less specialised regionally. Figure 1 clearly shows how the distribution of services is less concentrated (i.e. biased towards the left side of the figure) than the distribution of manufacturing firms.

The diffusion of services suggests that the local economy demands a broad set of service inputs in close proximity, while manufacturing outputs could more easily be supplied at an arm’s-length. We find support for this in a survey, by Gullstrand (2016), of small and medium sized Swedish manufacturing firms, when they were asked about the location of the major source\textsuperscript{13} for different inputs. One result that is particularly striking is that more than 80% of the firms answered that their major source of business

\textsuperscript{12}A value of 1 implies that at least 50% of the economic activity has to switch industry in order to have the same distribution as the benchmark region.

\textsuperscript{13}A major source is defined as a source where 50% or more of that input originates from.
Figure 1: Krugman Specialization index (2011). A higher value of the index means that a larger fraction of the labour force needs to change sector in order to be in line with the average municipality in Sweden (i.e. more specialised).

Figure 2: Survey results showing the major regional links of manufacturing firms (2014). The figure shows the percentage of firms that indicate that their local region was the major source region for that specific type of input. A major source is defined as being more than 50% of that input category. See Gullstrand (2016) for more information.
support (e.g. legal advice, accounting and technical support) was from the local region (see figure 2). If we compare this with intermediate goods, then our results show that only around 30% of the firms indicated that the local market was their major source. This finding matches the results in Gervais and Jensen (2015), which found that services in general, but not for all, are less tradable than manufacturing (see also Jensen (2011)). Hence, services are harder to trade over distance — that may be especially important for non-standardised services that require a high degree of knowledge and direct communication. A body of literature has also found that local business linkages matter for (complex) inputs in a globalised world.\textsuperscript{14} One specific example of this local nature is found in Bennett, Bratton, and Robson (2000), who showed that firms hire business advisors in over 60% and 80% of cases within 10 and 25 kilometres of their location, respectively.

Services are not only less tradable, Lodefalk (2013) shows that services are also a highly integrated but external part of manufacturing production. If one breaks down manufacturing firms’ expenditure on services into internal and external services, then external services account for 75% of total service costs during the 2001-2006 period.\textsuperscript{15} Additionally, using Swedish input-output tables, he finds that 83% of service inputs are sourced from domestic suppliers.\textsuperscript{16} The servicification of manufacturing and the significance of short distances to service input suppliers suggests that we should find important local input-output linkages. We also found tentative evidence for this by calculating coagglomeration indexes between sectors.\textsuperscript{17} The results show that the average pairwise coagglomeration between service and manufacturing sectors was the most pronounced; it was even stronger than between sectors

\textsuperscript{14}See Bernard, Moxnes, and Saito (2015), Hillberry and Hummels (2008), Hummels and Schaur (2013), Iammarino and McCann (2013), Keller and Yeaple (2013), and Wrona (2015) See also Ellison, Glaeser, and Kerr (2010) who find that, of the three Marshall theories of agglomeration, input-output linkages are found to be particularly important. See also Meliciani and Savona (2015) and Dinteren (1987) for an early descriptive analysis of the role of business services in the local economy.

\textsuperscript{15}He finds that expenditure on services in general increased while the share of external services was stable, suggesting that external and internal services grew in tandem.

\textsuperscript{16}We replicate the aggregate figure of Lodefalk (2013) and found additionally large differences across sectors. If we focus on business services, then the domestic share of external service inputs increases to 89%, while it falls to 73% for other services.

\textsuperscript{17}We used the Ellison, Glaeser, and Kerr (2010) metric in order to measure coagglomeration (EG-index), and we used the 2-digit level of the Swedish Industry Classification system.
within manufacturing, and much stronger than between manufacturing and other types of economic activity (e.g. mining, agriculture, wholesale and retail or public services).

For our identification, we make use of the foregoing discussion that the manufacturing sector is spatially specialised and that there are important local input-output linkages between manufacturing and services firms. An idiosyncratic industry specific shock on manufacturing exports will therefore be transmitted to local service firms and impact their volume of sales. As service firms are much more evenly distributed over space, we will observe large variations within the service sector; due to varying exposure to the same shock.

### 3.3 Localised Export Exposure

To identify the link between manufacturing and service firms we therefore localise manufacturing exports; this helps to capture the fact that manufacturing demand for services inputs is influenced by their distance to the service firm. In other words, we make use of the highly detailed SAMS areas (see discussion in section 3.1) and construct a variable called Localised Export Exposure (LEE) by spatially weighing manufacturing exports so that they become location specific.\(^{18}\) The Localised Export Exposure \((D_{jt})\) is constructed by first calculating the total manufacturing export of each SAMS area \(j\), \(X_{jt} = \sum_i X_{i(j)t}\). Then, in order to account for the impact of distance on the demand for services in SAMS area \(j\), we use a spatial weight so that SAMS level exports \((X_{jt})\) are deflated by distance between the pair of SAMS areas \(j\) and \(m\). Hence, the localized export exposure to services (specific for each SAMS area), \(D_{jt}^{19}\), equals the distance weighted sum of

---

\(^{18}\)The use of the SAMS areas is a great strength of the analysis, as even very short distances have been found to have a large deterring effect on business relationships. See, for example, Hillberry and Hummels (2008) who stressed the advantage of highly detailed geographic data as distance is found to have a pronounced effect on a firm’s trade, even over very short distances within a municipality or other administrative areas.

\(^{19}\)Alternative formulation of this shock is the following: \(WD_t = [D_{jt}]\). Here \(W\) is a spatial weight matrix with the dimension \(J \times J\) (\(J\) is the number of SAMS areas in Sweden) and \(D_t\) is a \(J \times 1\) matrix with SAMS-specific exports for year \(t\).
all SAMS level exports:

\[ D_{jt} = \sum_{m} \frac{X_{mt}}{d_{jm}} \]  \hspace{1cm} (4)

where \( d_{jm} \) is the distance (in km) between the centroids of SAMS areas \( j \) and \( m \). Note that the distance within a SAMS area, \( d_{jj} \), is estimated to be the circle-radius of the SAMS area to account for their varying size. The specialisation pattern of manufacturing and product-specific idiosyncratic shocks on the world market imply that the demand for services varies considerably across SAMS areas. The heterogeneity of the Localised Export Exposure \( (D_{jt}) \) is visible in the top row of the figure 3, which shows the annual percentage change of \( D_{jt} \) for each SAMS area during the 2004-2011 period.

### 3.4 Instrumenting for the Localised Export Exposure

A potential concern of using actual export flows of nearby manufacturing firms as a source of variation, is that input-output linkages between manufacturing and service firms imply that the characteristics of the service sector in the proximity of manufacturing firms may influence their export performance. A potential endogeneity problem therefore arises. Evangelista, Lucchese, and Meliciani (2015) found for example, by using European input-output data, that business services “exert a positive impact on the international competitiveness of manufacturing industries”. In order to address this concern of simultaneity, we build our identification strategy on an instrument for the Localized Export Exposure in equation 4.
Figure 3: Yearly percentage growth in the SAMS level Localised Export Exposure, $D_{jt}$ (top row) and the instrument for Localised Export Exposure, $D^*_{jt}$ (bottom row), between 2005 and 2011. The yearly percentage growth is calculated as: $\Delta D_{jt} = \ln(D_{jt}) - \ln(D_{jt-1})$ and $\Delta D^*_{jt} = \ln(D^*_{jt}) - \ln(D^*_{jt-1})$. 

\[
\begin{align*}
\Delta D_{jt} &= \ln(D_{jt}) - \ln(D_{jt-1}) \\
\Delta D^*_{jt} &= \ln(D^*_{jt}) - \ln(D^*_{jt-1})
\end{align*}
\]
To construct the instrument we first create a firm-specific instrument, using a similar methodology as Hummels, Jørgensen, Munch, and Xiang (2014), which we aggregate to the SAMS level. To create the firm-level instrument we begin by calculating pre-sample shares \( s_{ick} \) of the export flow of product \( k \) to destination \( c \) in total export of firm \( i \). The next step is to use data from the UN Comtrade database, about bilateral trade flows at the HS 6-digit product-destination level, in order to create a product-destination level demand shocks \( I_{ckt} \) by using the total imports (except from Sweden) of each country at the product level. The time varying firm-specific instrument is then calculated by multiplying the firm-product-destination specific shares with the product-destination country specific import demand \( I_{ckt} \) and then aggregate over all products and destinations. The firm specific instrument therefore equals:

\[
I_{it} = \sum_{kc} s_{ick} \times I_{ckt}. \tag{5}
\]

The next step is to aggregate the firm-specific instrument, \( I_{it} \), to the SAMS level:

\[
X^*_mt = \sum_i I_{it} \tag{6}
\]

Similarly to equation 4, we finally create a time varying instrument for each SAMS area \( j \) by weighing shocks by the inverse distance between SAMS areas:

\[
D^*_jt = \sum_m \frac{X^*_mt}{d_{jm}}. \tag{7}
\]

This variable, \( D^*_jt \), is thereafter used as an instrument for the Localised Export Exposure, \( D_{jt} \) in equation 4. For robustness we consider using inverse distance squared as a alternative distance weight. The alternative instrument is defined as, \( D^*_jt = \sum_m X^*_jt \times \frac{1}{(d_{jm})^2} \). The LEE, \( D_{jt} \), is adjusted in the same manner.

---

20 This is either 2003 or the first year a firm exists in the dataset.

21 For robustness we consider using inverse distance squared as a alternative distance weight. The alternative instrument is defined as, \( D^*_jt = \sum_m X^*_jt \times \frac{1}{(d_{jm})^2} \). The LEE, \( D_{jt} \), is adjusted in the same manner.
time in the exposure measure. The growth of the Localised Export Exposure was, for example, very high in the western part of Sweden in 2010 while the northeastern part stagnated. In 2011 one could see a reversed pattern with high growth in the northeastern part of Sweden. One could even identify differences in the downturn and also some regional pockets of positive changes during the big freeze (i.e. during the financial crisis 2008-09). This detailed and heterogeneous pattern of Localised Export Exposures across Sweden is the central component in our identification strategy. If there is an important channel or a feedback effect from manufacturing firms to nearby service firms, then we would expect a positive change in the Localised Export Exposure to increase sales of service firms. Table A2 in appendix A shows summary statistics for both the Localised Export Exposure, $D_{jt}$, and the Localised Export Exposure instrument, $D_{jt}^\star$.

4 The Effect of Manufacturing Exports on Services

The objective of this paper is to analyse the linkages between manufacturing and services firms. For our empirical identification we use an instrumental variable approach were we instrument for the exposure of service firms to changes in exporting. If we consider the validity of the instrument, then the first stage regression shows a strong positive correlation between the Localised Export Exposure and our Localised Export Exposure instrument, see table 2. The first stage F-statistic is above 400 in our estimates.

The main result on how business services firm’s sales respond to changes in manufacturing exporting are shown in table 3. From the theoretical motivation in section 2 our theoretical prior regarding the responsiveness of services firms’ sales to exporting, was an elasticity on par with the export intensity of the manufacturing sector. In other words, if we use the export intensity of the manufacturing sector in Sweden as a benchmark, then a 1% increase of manufacturing exports should increase services’ sales by around 0.14%. If we consider the results from our IV-regressions in table 3, then we find that a 1% increase in exporting (Localised Export Exposure) increases
Table 2: First-stage for baseline results (in table 3) and alternative instrument (in table B3, ID sq.). Dependent variable is the Localized Export Exposure of the SAMS area ($D_{jt}$) regressed on the instrument for the Localized Export Exposure ($D^{*}_{jt}$) or the alternative instrument ($D^{**}_{jt}$).

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>ID sq.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D_{jt}$</td>
<td>$D_{jt}$</td>
</tr>
<tr>
<td>LEE Instrument, ($D^{*}_{jt}$)</td>
<td>0.537$^a$</td>
<td>0.537$^a$</td>
</tr>
<tr>
<td></td>
<td>(0.0255)</td>
<td>(0.0256)</td>
</tr>
<tr>
<td>LEE Alt. instrument, ($D^{**}_{jt}$)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nr. obs.</th>
<th>237653</th>
<th>237653</th>
<th>236244</th>
<th>236244</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>0.4850</td>
<td>0.4850</td>
<td>0.4830</td>
<td>0.3537</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>443.4</td>
<td>441.2</td>
<td>446.7</td>
<td>51.5</td>
</tr>
<tr>
<td># clusters</td>
<td>105</td>
<td>105</td>
<td>103</td>
<td>103</td>
</tr>
<tr>
<td>Firm-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-Year FE</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LMA-year FE</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LMA-Sector-year FE</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^a p < .01$. Standards errors are clustered on labour market areas (LMA) level. For the alternative instrument, $D^{**}_{jt}$, inverse distance squared is used as a weight, $1/(d_{gm})^2$ instead of inverse distance. Note that for the alternative instrument the $D_{jt}$ is also adjusted by the different distance weight. LEE stands for Localized Export Exposure.

Table 3: Baseline sample: Main results using both IV and OLS specification. Dependent variable is domestic sales (log) for firms supplying business services (EU definition).

<table>
<thead>
<tr>
<th></th>
<th>IV Sales</th>
<th>OLS Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEE</td>
<td>0.201$^a$</td>
<td>0.0569$^a$</td>
</tr>
<tr>
<td></td>
<td>(0.0164)</td>
<td>(0.0111)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>237653</td>
<td>237661</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>-0.0002</td>
<td>0.0003</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>443.4</td>
<td>n.a</td>
</tr>
<tr>
<td># clusters</td>
<td>105</td>
<td>105</td>
</tr>
<tr>
<td>Firm-FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-Year FE</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LMA-year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>LMA-Sec-year FE</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>IV Sales</th>
<th>OLS Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEE</td>
<td>0.197$^a$</td>
<td>0.0888$^a$</td>
</tr>
<tr>
<td></td>
<td>(0.0159)</td>
<td>(0.0117)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>237653</td>
<td>237653</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>-0.0002</td>
<td>0.0005</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>441.2</td>
<td>n.a</td>
</tr>
<tr>
<td># clusters</td>
<td>105</td>
<td>105</td>
</tr>
<tr>
<td>Firm-FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-Year FE</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LMA-year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>LMA-Sec-year FE</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^a p < .01$. Standards errors are clustered on labour market areas (LMA) level. LEE stands for Localized Export Exposure.
sales made by services around 0.2%. Hence our results suggest that an idiosyncratic shock on the world market will not only have a significant impact on those exporters facing this shock, but also on services (and other parts of the economy) through input-output linkages. This result is also robust to different types of fixed effects, even with our most stringent specification when we include LMA-sector-year fixed effects and firm fixed effects.

We find the results from the IV-regression very plausible, compared to the OLS found in table 3, since one reason for using an IV approach was that the structure of the local service sector may in itself influence manufacturing exports. If firm fixed effects correlates with location specific externalities bewteen manufactring and services, then we would expect a low OLS estimate; this we find in our sample. The instrument, on the other hand, is based on the variation in demand of arm’s-length trading partners, and hence the variation becomes cleaner.

4.1 Are Linkages Local?

A natural extension of the results presented above is to investigate the reach of this transmission mechanism. Since our data includes highly detailed information about firm location, we can explore if there is a distance decay in how a fluctuation in manufacturing exports is transmitted to the local economy. We split the Localised Export Exposure faced by service firms into several smaller shocks depending on their distance away from the firm. We use the following distance ranges; 0-20km, 20-100 km, 100-200 km, 200-300 km, 300-400 km and 400 km+. This allows us to investigate whether shocks closer to the service firm are more significant in comparison to those further away; as we expect due to significant trade costs in services.

We run a regression similar to before, except now we include an instrument for multiple measures of export exposures based on distance.\textsuperscript{22} The same fixed effects are included as in the baseline. The result is presented in a coefficient plot in figure 4, and more detailed results can be found in table B1.

\textsuperscript{22}Effectively we create Localised Export Exposure and Localised Export Exposure instruments for each interval. For the first interval it becomes, $D_{jt,0−20km}$ and $D^*_{jt,0−20km}$ etc. In a single regression we use the $D^*_{jt}$’s as an instrument for each $D_{jt}$ separately.
Figure 4: Coefficient plot: IV-regression results when log firm service sales are regressed on the Localised Export Exposure for each distance range (six-separate exposures in a single regression). The figure shows the coefficient estimate and 95% confidence interval. More detailed information on this regression can be found in table B1 column 1 in appendix B.
in appendix B. The figure shows the coefficient for each interval (included in a single regression) and the 95% confidence intervals. A clear distance decay is present and the results suggest that the links are highly local. The link between service firms and manufacturing exporters is driven by changes in the exporting of firms located within 20 kilometres of the services firm. Thereafter, the relationship disappears. These results are also robust for the inclusion of an alternative instrument when inverse distance squared (ID sq., see section 3.4) is used instead of inverse distance, see table B1 in appendix B. In other words, services firms are highly influenced by manufacturing firms in their proximity while arm’s-length manufacturing firms have little influence.

4.2 Robustness

For the baseline specification we perform a number of robustness checks. First we include business services firms that report zero employment (excluded in the baseline) and find a lower elasticity than before (0.156 compared to 0.2 baseline, see table 4). This change is not surprising, since micro-firms without employment may be dormant firms, or they may consist of entrepreneurs with multiple employments. Alternatively, we alter the definition of services to embrace a much broader scope, and include both business services and other types of services.23 The results for this broad definition show a highly significant, but slightly smaller elasticity, than for business services. This is also expected since these other types of services firms may have a broader customer base outside manufacturing, when compared to business services. See table 4.

In order to test for differences between business services firms and other services firms, we used the total sample consisting of service firms with positive employment and then interacted the Localised Export Exposure instrument with an indicator for business services. The result did not, however, support any significant differences between businesses and other services, see table B2 in appendix B. A possible explanation may be, as discussed by Gervais and Jensen (2015), that there is a considerable variation

23For more information on the sectors included in the broad definition see table 1. Firms that report zero employment are also included.
Table 4: Alternative definitions of services: IV results using a broad definition of service firms and compared to business service firms only. Note that in both cases firms reporting zero labour are included (unlike the baseline sample). Dependent variable is domestic sales (log).

<table>
<thead>
<tr>
<th>Broad Definition</th>
<th>BS (incl. zero empl.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sales</td>
</tr>
<tr>
<td>LEE</td>
<td>0.141&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.0167)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>1243958</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.84</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>-0.0001</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>589.0</td>
</tr>
<tr>
<td># clusters</td>
<td>105</td>
</tr>
<tr>
<td>Firm-FE</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-Year FE</td>
<td>No</td>
</tr>
<tr>
<td>LMA-year FE</td>
<td>Yes</td>
</tr>
<tr>
<td>LMA-sec.-year FE</td>
<td>No</td>
</tr>
</tbody>
</table>

<sup>c</sup> $p < .10$,  <sup>b</sup> $p < .05$,  <sup>a</sup> $p < .01$. Standards errors are clustered on labour market areas (LMA) level. LEE stands for Localized Export Exposure.

within service sectors when it comes to their tradability over space.

A second robustness test was to use an alternative spatial weight when we calculated the Localised Export Exposure and the instrument. We used the inverse distance squared as an alternative (see section 3.4), which implies that the decay function becomes steeper; therefore exports in close proximity have a relatively higher weight. Since the result discussed above suggests that exports in the proximity are more important than those at arm’s-length, we expect the elasticity to be higher when shocks in this proximity have a greater weight. This is also what we find, see table B3 in appendix B. We also test if there are some unobserved trends that may be contributing to the results. We replace the fixed effects with sector and LMA trends; the results are unchanged (see table B3 in appendix B).

One concern with the baseline specification may be that services firms set up a contract with manufacturing firms where they specify a bulk purchase of services during the year. If this is the case, then the responsiveness may be lagged, since fluctuations in exports may not influence the sales of services until the year after. In order to control for this, we introduced a lag-structure,
which is presented in table B3 in appendix B. The results suggests that there is both an immediate and a lagged effect; using only lagged shocks suggests that the relationship becomes slightly weaker, although it is still highly significant.

A final robustness test is to investigate whether export fluctuations develop into more lasting effects and influence employment within service firms. Hence we re-estimate equation 3 after we have replaced the dependent variable, ln(firm sales), with average employment, ln(employment). We find the same pattern as before when it comes to the comparison between the IV-regression and the OLS-regression, as well as when we used different lag-structures. The major, and expected, difference is that the magnitude of the elasticity drops. We now find that a 1% increase in exporting (LEE) leads to a 0.06% increase in employment of a nearby business services firm. Hence, not only is there a spillover to firm sales, but there are also labour market effects to services providers. See table B4 in appendix B.

5 Conclusion

The last few decades have been characterised by larger and more global manufacturing firms dominating the export flows of countries and regions. In addition to more global manufacturing firms, manufacturing itself is being transformed by a ‘servicification’ process. Manufacturing firms are bundling goods and services to a higher degree in the production process, by using predominantly service inputs from external but geographically local services providers. This suggests that the local economy becomes more vulnerable to idiosyncratic global shocks. This is because it will first be faced by exporters and thereafter it will be transmitted to local firms supplying exporters with services.

The aim of this paper is to assess and quantify the linkages between manufacturing exporters and service providers. We make use of three stylised facts in order to identify this link: first, manufacturing firms are spatially specialised while services are more dispersed; second, there are important input-output linkages between manufacturing and services; and third, service firms tend to supply locally — hence we will observe large variations within
the services sector across space, in their exposure to changes in exporting.

Our results show that a 1% increase of manufacturing exports (LEE) translates into increased sales made by service providers by 0.2%. Interestingly we find that this effect is extremely local, since the main effect of exports on a services provider is their exposure within 20 km of its location. Notably, exporting makes a significant impact on employment — it was found that a 1% increase in exporting increases local employment by 0.06%. Our results therefore suggest that a global idiosyncratic shock may deeply penetrate into the local economy through manufacturing exports to local services firms. Hence we have established a sizeable transmission mechanism from manufacturing exporters to services providers; it may help to explain regional differences in growth and employment performance.
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Appendices

A Descriptive Statistics

Table A1: Summary statistics for the exporting firms.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St. dev.</th>
<th>Min</th>
<th>Max</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log Firm Sales</td>
<td>16.6</td>
<td>2.0</td>
<td>6.49</td>
<td>25.5</td>
<td>165296</td>
</tr>
<tr>
<td>Firm Labour</td>
<td>51.3</td>
<td>367.1</td>
<td>0</td>
<td>21842</td>
<td>165296</td>
</tr>
<tr>
<td>Log Total Exports</td>
<td>12.7</td>
<td>3.2</td>
<td>0</td>
<td>25.0</td>
<td>165296</td>
</tr>
<tr>
<td>Exports/Sales</td>
<td>0.14</td>
<td>0.2</td>
<td>1.3e-10</td>
<td>1</td>
<td>165296</td>
</tr>
<tr>
<td></td>
<td># firms</td>
<td>37825</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td># SAMS areas</td>
<td>6419</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Man. sect. share</td>
<td>0.830</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note that a small number of observations are dropped for the descriptive statistics as firm sales are reported to be higher than firm exports. These observations only impact the descriptive statistics on export intensity. If we assume that all sales of these firms are exported (export intensity of 1) then the export intensity of all firms changes to 0.15. Man. sect. share shows that 83% of the value of exports are from firms in the manufacturing sector, 17% from firms in other sectors.

Table A2: Summary statistics for the logs of Localized Export Exposure, \( \ln(D_{jt}) \), the Localized Export Exposure instrument, \( \ln(D_{jt}^*) \), and the alternative Localized Export Exposure instrument, \( \ln(D_{jt}^{**}) \).

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St. dev.</th>
<th>Min</th>
<th>Max</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln(D_{jt}) )</td>
<td>22.2</td>
<td>0.70</td>
<td>20.0</td>
<td>25.7</td>
<td>69122</td>
</tr>
<tr>
<td>( \ln(D_{jt}^*) )</td>
<td>24.7</td>
<td>0.80</td>
<td>22.4</td>
<td>27.6</td>
<td>69122</td>
</tr>
<tr>
<td>( \ln(D_{jt}^{**}) )</td>
<td>21.4</td>
<td>2.18</td>
<td>15.5</td>
<td>30.4</td>
<td>69122</td>
</tr>
<tr>
<td></td>
<td># SAMS areas</td>
<td>8939</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure A1: The number of business service firms (baseline definition, left side) and the number of service firms (broad definition on right side, excluding firms reporting zero employment) located in each SAMS area.
## Results Appendix

Table B1: Business Service firms (baseline-definition): IV and OLS results using different distance bands. Dependent variable is domestic sales (log) for firms supplying business services.

<table>
<thead>
<tr>
<th>Distance Band</th>
<th>IV</th>
<th>OLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ID</td>
<td>ID sq.</td>
</tr>
<tr>
<td>LEE, 0-20 km</td>
<td>0.0437(^a)</td>
<td>0.0419(^a)</td>
</tr>
<tr>
<td></td>
<td>(0.00636)</td>
<td>(0.00411)</td>
</tr>
<tr>
<td>LEE, 20-100 km</td>
<td>-0.0204</td>
<td>-0.0194</td>
</tr>
<tr>
<td></td>
<td>(0.0238)</td>
<td>(0.0159)</td>
</tr>
<tr>
<td>LEE, 100-200 km</td>
<td>-0.0209</td>
<td>-0.0215</td>
</tr>
<tr>
<td></td>
<td>(0.0239)</td>
<td>(0.0224)</td>
</tr>
<tr>
<td>LEE, 200-300 km</td>
<td>-0.0321</td>
<td>-0.0318</td>
</tr>
<tr>
<td></td>
<td>(0.0404)</td>
<td>(0.0385)</td>
</tr>
<tr>
<td>LEE, 300-400 km</td>
<td>-0.00363</td>
<td>-0.00543</td>
</tr>
<tr>
<td></td>
<td>(0.0414)</td>
<td>(0.0359)</td>
</tr>
<tr>
<td>LEE, 400 km +</td>
<td>-0.0308</td>
<td>-0.0399</td>
</tr>
<tr>
<td></td>
<td>(0.0824)</td>
<td>(0.0619)</td>
</tr>
</tbody>
</table>

Nr. obs. 236699 236699 236699 236699  
\(R^2\) 0.81 0.81 0.81 0.92  
Within \(R^2\) 0.0004 0.0010 0.0008 0.0017  
First stage F stat. 6.9 7.8 n.a. n.a.  
# clusters 104 104 104 104  
Firm-FE Yes Yes Yes Yes  
Sector-Year FE Yes Yes Yes Yes  
LMA-year FE Yes Yes Yes Yes  

\(^c\) \(p < .10\), \(^b\) \(p < .05\), \(^a\) \(p < .01\). Standards errors are clustered on labour market areas (LMA) level. ID,: inverse distance, as in original specification. ID sq.: equals \(1/(d_{gm})^2\). LEE stands for Localized Export Exposure.
Table B2: All service firms (broad-definition, only firms with positive labour). Comparison of impact on business services compared to other services. Dependent variable is domestic sales(logs).

<table>
<thead>
<tr>
<th></th>
<th>IV</th>
<th>OLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Localized Export Exposure</td>
<td>0.146&lt;sup&gt;a&lt;/sup&gt; (0.0523)</td>
<td>0.0697&lt;sup&gt;a&lt;/sup&gt; (0.0161)</td>
</tr>
<tr>
<td>LEE × EUBS</td>
<td>0.0529 (0.0485)</td>
<td>0.0143 (0.0138)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Sales</th>
<th>Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr. obs.</td>
<td>483617</td>
<td>483617</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>-0.0003</td>
<td>0.0004</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>53.4</td>
<td>n.a.</td>
</tr>
<tr>
<td># clusters</td>
<td>105</td>
<td>105</td>
</tr>
<tr>
<td>Firm-FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-Year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>LMA-year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>c</sup> $p < .10$, <sup>b</sup> $p < .05$, <sup>a</sup> $p < .01$. Standards errors are clustered on labour market areas (LMA). The interaction, LEE × EUBS interacts the Localized Export Exposure instrument and a dummy equalling 1 the firm is providing business services (EU definition).

Table B3: Business Service firms (baseline-definition): IV results using lagged effects, alternative instruments and trends. Dependent variable is domestic sales(log).

<table>
<thead>
<tr>
<th></th>
<th>Lags</th>
<th>ID sq.</th>
<th>Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sales</td>
<td>Sales</td>
<td>Sales</td>
</tr>
<tr>
<td>Localized Export Exposure</td>
<td>0.124&lt;sup&gt;a&lt;/sup&gt; (0.0156)</td>
<td>0.262&lt;sup&gt;a&lt;/sup&gt; (0.0334)</td>
<td>0.186&lt;sup&gt;a&lt;/sup&gt; (0.0167)</td>
</tr>
<tr>
<td>Localized Export Exposure 1-lag</td>
<td>0.131&lt;sup&gt;a&lt;/sup&gt; (0.0201)</td>
<td>0.179&lt;sup&gt;a&lt;/sup&gt; (0.0229)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Sales</th>
<th>Sales</th>
<th>Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr. obs.</td>
<td>208631</td>
<td>208631</td>
<td>236244</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.83</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td>Within $R^2$</td>
<td>-0.0003</td>
<td>-0.0002</td>
<td>-0.0015</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>188.6</td>
<td>479.8</td>
<td>51.5</td>
</tr>
<tr>
<td># clusters</td>
<td>103</td>
<td>103</td>
<td>103</td>
</tr>
<tr>
<td>Firm-FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>LMA-Sector-year FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector time-trend</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LMA time-trend</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

<sup>c</sup> $p < .10$, <sup>b</sup> $p < .05$, <sup>a</sup> $p < .01$. Standards errors are clustered on labour market areas (LMA) level. ID sq.: inverse distance squared, equals $1/(d_{gm})^2$. 
Table B4: Business Service firms (baseline-definition): Employment effects results using both IV and OLS specification. Dependent variable is firm average employment (log).

<table>
<thead>
<tr>
<th></th>
<th>IV</th>
<th>OLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEE</td>
<td>0.0629&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0395&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.00442)</td>
<td>(0.00557)</td>
</tr>
<tr>
<td>LEE 1-lag</td>
<td>0.0360&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0513&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.0055)</td>
<td>(0.0054)</td>
</tr>
<tr>
<td>Nr. obs.</td>
<td>236244</td>
<td>208631</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.92</td>
<td>0.93</td>
</tr>
<tr>
<td>Within R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>-0.0003</td>
<td>-0.0003</td>
</tr>
<tr>
<td>First stage F stat.</td>
<td>446.7</td>
<td>188.6</td>
</tr>
<tr>
<td># clusters</td>
<td>103</td>
<td>103</td>
</tr>
<tr>
<td>Firm-FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector-Year FE</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LMA-year FE</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LMA-Sec.-year FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>c</sup> p < .10, <sup>b</sup> p < .05, <sup>a</sup> p < .01. Standards errors are clustered on labour market areas (LMA). LEE stands for Localized Export Exposure.
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