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Ecce Homo

Ja, ich weiss, woher ich stamme!
Ungesättigt gleich der Flamme
Glühe und verzehr ich mich.
Licht wird alles, was ich fasse,
Kohle alles was ich lasse:
Flamme bin ich sicherlich!

Friedrich Nietzsche
Abstract

In this work the steady and unsteady flamelet models have been applied to soot formation in laminar and turbulent diffusion flames. The aim was to study how different model parameters affect soot formation in diffusion flames. It was shown that certain assumptions are more crucial in laminar diffusion flames than in turbulent ones. The soot formation in turbulent diffusion flames is more sensitive to the surface dependence of the particle and altering the active site parameter, than in laminar flames. This is due to the fact that the flame is laminar and the turbulent mixing, which supplies the particle with radicals, does not affect the process. The active site parameter decreases in the absence of radicals [1]. The modelling of complex diffusivity of all species is more relevant in laminar diffusion flames than in turbulent diffusion flames. All transient effects investigated in this work were shown to affect soot formation, which is itself transient. It was shown that these effects are more relevant for laminar flames than for turbulent flames. The steady flamelet model allows the inclusion of many transient processes and thereby loses in accuracy compared with the unsteady model. Finally, the process of the formation of agglomerates was included in the unsteady model and it was shown that the soot volume fraction is affected when this process is considered.
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Nomenclature

\( c \) \( \text{mol/m}^3 \) Molar concentration
\( c_p \) \( J/kg \ K \) Heat capacity
\( d \) \( m \) Particle diameter
\( d^* \) \( m \) Critical particle diameter
\( D \) \( m^2/s \) Diffusion
\( D_f \) — Fractal dimension
\( E \) \( J/mol \) Activation energy
\( f \) — Branching coefficient
\( f_V \) \( m^3/(m^3) \) Soot volume fraction
\( g \) — Termination coefficient
\( g_0 \) \( 1/s \) Collapse of soot nucleus due to collision
\( h \) \( kJ/kg \) Enthalpy
\( I_t \) \( W/m^2 \) Turbulence intensity
\( k_B \) \( JK^{-1} \) Bolzmann constant
\( k_i, \ i = b, f \ (\text{mol, s, m}) \) Reaction velocity of reaction i,
backward (b) or forward (f) reaction
\( k_I \) \( J \) Turbulence kinetic energy
\( L \) \( m \) Macroscale, length of a vortex
under laminar conditions
\( l_I \) \( m \) Integral scale,
length of the largest turbulent vortex
\( l_\lambda \) \( m \) Taylor microscale
\( l_K \) \( m \) Kolmogorov microscale
\( M_r \) \( 1/m^3 \) Statistical moment of soot particles
of \( r^{th} \) order
\( n_0(T) \) \( 1/s \) Rate of spontaneous formation of soot nuclei
\( N \) \( 1/m^3 \) Number density
PAH  −  Polyaromatic hydrocarbon
PSA  −  Particulate secondary aerosol
PM  −  Particulate matter
$[P_{i,j}]$  mol/m$^3$  PAH concentration of polymerization stage i and structure j
$P_t$  $1/m^3$  Statistical moment of primary soot particles of $r^{th}$ order
$P$  bar  Pressure
$Q$  -  conditional mean
$r$  m  Radius
$R$  J/mol K  Universal gas constant
$S$  $m^2/m^3$  Soot surface density
$S_r$  J/s  Radiation source
$S_L$  m/s  Laminar flame velocity
$S_T$  m/s  Turbulent flame velocity
$S_{\Psi}$  1/s  Source term of variable $\Psi$
$t$  s  Time
$t_c$  s  Chemical time scale
$t_L$  s  Laminar time scale
$t_K$  s  Kolomogrov time scale
$t_I$  s  Macroscopical time scale
$TSI$  −  Threshold sooting intensity
$u$  m/s  Velocity
$\overline{u}$  m/s  Reynolds averaged velocity
$u'$  m/s  Reynolds velocity fluctuations
$u''_r = \sqrt{u'^2}$  m/s  Velocity root mean square
$u_K$  m/s  Kolmogorov velocity
$v'$  m/s  Integral, fluctuation velocity
$y$  -  Fluctuation
$Y$  -  Temporal fluctuation
$Y_i$  kg/kg  Mass fraction for species $i$
$X_i$  mol/mol  Mole fraction for species $i$
$x = (x_i, i = 1, 2, 3)$  m  Spatial vector
$x_i$  m  Spatial coordinate
$Z$  -  Mixture fraction
$\tilde{Z}$  -  Mean of the mixture fraction
$Z''_r$  -  Variance of the mixture fraction
Sub- and Superscripts

\[-\text{pin} - \text{Particle inception}\]
\[-\text{sg} - \text{Surface growth}\]
\[-\text{ox} - \text{Oxidation}\]
\[-\text{ac} - \text{Agglomerate coagulation}\]
\[-\text{coag} - \text{Coagulation}\]
\[-r - \text{Order of statistical moment}\]
\[-c - \text{Continuum regime}\]
\[-f - \text{Free molecular regime}\]
\[-\text{pp} - \text{Primary particle}\]
\[-S - \text{Soot}\]

Numbers

\[-\text{Da} - \text{Damköhler number}\]
\[-\text{Ka} - \text{Karlovitz number}\]
\[-\text{Kn} - \text{Knudsen number}\]
\[-\text{Le} - \text{Lewis number}\]
\[-\text{Pr} - \text{Prandtl number}\]
\[-\text{Re} - \text{Reynolds number}\]

Greek letters

\[-\delta_L - \text{Laminar flame thickness}\]
\[-\delta_T - \text{Turbulent flame thickness}\]
\[-\epsilon - \text{J/s Energy dissipation}\]
\[-\lambda - \text{W/(m K) Thermal conductivity}\]
\[-\mu_r - \text{kg/(m s) Dynamic viscosity}\]
\[-\mu_{i,j} - \text{reduced mass}\]
\[-\nu_r = \mu_r/\bar{\rho} - \text{m}^2/s \text{ Turbulent viscosity}\]
\[-\nu - \text{m}^2/s \text{ Characteristic kinematic viscosity}\]
\[-\dot{\omega} - \text{mol/s reaction rate i terms of concentration}\]
\[-\Psi - \text{Extensive variable}\]
\[-\rho - \text{kg/m}^3 \text{ Density}\]
\[-\rho I - \text{Density}\]
\[-\rho_S = 1860\text{kg/m}^3 \text{ Soot density}\]
\[-\tau_r - \text{Reynolds stress tensor}\]
\[-\varepsilon - \text{W/s Velocity of the turbulent energy dissipation}\]
Chapter 1

Introduction

The universe was born out of fire and explosion. Taming fire and making use of it has been very important for mankind. The earliest known evidence of fire used by hominids is from 700,000 BCE \cite{2}. The first to study fire was the philosopher and scientist Empedocles (484 BCE) \cite{3} who defined the species of all matter to be the four elements: fire, earth, air and water. He identified fire to be the rarest and most powerful of the elements, the soul of the world. Since then combustion has been of great interest to philosophers and scientists from many fields.

1.1 General Background

Combustion serves as an important energy source but is also the source of a large number of emissions such as soot. The effect of combustion on humankind and the environment is the subject of this section.

1.1.1 Combustion - A Source of Energy

The energy released in combustion processes has been the fundament of our society and technical development. As shown in figure 1.1 combustion accounted for 89\% of the total global energy consumption in 1987. The energy gained from combustion serves us in our homes, for transportation, industrialization and in wars. Developing combustion devices as well as fuels has always occupied scientists and engineers. The world energy demand has increased from 3.5 Gtoe\footnote{1 \textit{PJ} = 10^6 \textit{GJ} = 2.778 \textit{GWh} = 0.2388 \textit{toe}, [\textit{toe}] \sim \text{tons of oil equivalent}} in 1960 to about 10 Gtoe at 2001 \cite{4}. The Western world consumes

\footnote{1 \textit{PJ} = 10^6 \textit{GJ} = 2.778 \textit{GWh} = 0.2388 \textit{toe}, [\textit{toe}] \sim \text{tons of oil equivalent}}
almost half of the commercial fuels (Table 1.1.1). The average citizen in the USA consumes more than 23 times the amount of commercial fuel of an African citizen. Our increasing dependence on energy, combustion and fuel can be seen in the latest wars.

![Figure 1.1: Distribution of the world energy consumption in 1987 [5].](image)

### 1.1.2 Soot Particles and the Greenhouse Effect

Emissions have a considerable impact on health and the environment [6, 7]. They can be classified into two groups: gasified species and particulate matter (PM) of different sizes, such as soot. Soot particles constitute a large fraction of aerosols (airborne particles). Aerosols affect the earth’s temperature and climate by altering the radiative properties of the atmosphere. Black elemental carbon is of special interest because it absorbs sunlight, heats the air, and contributes to global warming, unlike most aerosols, which reflect sunlight and have a global cooling effect [8]. The lifetime of soot in the atmosphere is limited, since it is affected by rainout or washout or is removed by sedimentation. In the troposphere, soot particle lifetimes are generally 1-3 weeks. Small soot particles may reach the stratosphere, where their lifetime is significantly extended, since rainout does not occur there. These lifetimes are still
Table 1.1: World Resources Consumption 1988.

<table>
<thead>
<tr>
<th>Country, Continent</th>
<th>Per capita consumption of commercial fuels [PJ]</th>
<th>Consumption [GJ]</th>
<th>Share in total world consumption [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>12</td>
<td>7109</td>
<td>2.6</td>
</tr>
<tr>
<td>USA</td>
<td>278</td>
<td>60760</td>
<td>22.0</td>
</tr>
<tr>
<td>South America</td>
<td>30</td>
<td>8109</td>
<td>3.0</td>
</tr>
<tr>
<td>Asia</td>
<td>20</td>
<td>58114</td>
<td>21.0</td>
</tr>
<tr>
<td>Europe</td>
<td>130</td>
<td>64177</td>
<td>23.0</td>
</tr>
<tr>
<td>UDSSR</td>
<td>187</td>
<td>52671</td>
<td>19.0</td>
</tr>
<tr>
<td>World</td>
<td>56</td>
<td>273201</td>
<td>100.0</td>
</tr>
</tbody>
</table>

less than that of CO$_2$ (50-95 years) since soot particles in the stratosphere are still subject to sedimentation, whereas CO$_2$ molecules are not. In a recent study, Jacobsen [7] predicted that eliminating all fossil fuel black carbon and organic matter could eliminate 20-45% of the earth’s net warming within 3-5 years due to the short lifetime of soot in the atmosphere. It would take 50-200 years to reach the same result by CO$_2$ reduction, if emissions are reduced to one third. Jacobsen has shown [9] that the magnitude of the direct radiative forcing (direct forcing is the enhancement of the greenhouse effect due to the molecule) itself exceeds that due to CH$_4$, suggesting that black carbon may be the second most important component in global warming after CO$_2$ in terms of direct forcing. Jacobsen claims that the multiple-distribution direct forcing for soot of 0.55 Wm$^{-2}$ falls between estimates for CH$_4$ of 0.47 Wm$^{-2}$ and CO$_2$ of 1.56 Wm$^{-2}$. The Kyoto protocol of 1997 does not consider the emissions of soot at all [10].

1.1.3 Combustion Affects Environment and Health

It has been shown that lung function and bronchitis symptoms are associated with PM and PSA (particulate secondary aerosol). Furthermore it has been shown that exposure to traffic-related air pollution is related to fatal respiratory health diseases. Large particles are responsible for inflammatory disorders, while small particles can be even more harmful. Mortality may result from ultrafine particles with a diameter smaller than 4 µm, which are able to penetrate deep into the respiratory system. Ultrafine particles have the ability to pass
through the body barrier by translocation from the lungs into the interstitium and beyond [6]. New studies have linked PM exposure to cardiac diseases [11]. Several studies have shown associations between lung function and respiratory symptoms and ambient PM air pollution or traffic-related air pollution. Depending on its size and the weather conditions, particulate matter, including soot particles smaller than $3.2 \, \mu m$, has the ability to travel in air from 2 up to 60 hours. High concentrations of PM are detected in urban areas. The PM content in air varies greatly with geography and season. Research shows that the particle source types associated with mortality are vehicle emissions, coal burning and vegetative burning [6]. The understanding of reactive flows is therefore highly relevant for the design of combustion devices and the definition of fuel.

1.1.4 Combustion Devices

The production of soot and other emissions indicates poor combustion efficiency, since a larger amount of the energy gained is used to produce and heat soot particles. Using knowledge of combustion mechanisms in order to reduce soot increases the effect. In combustion devices soot is deposited on the walls and injectors. These deposits harm the device and disturb the combustion process.

1.1.5 Fire

Combustion is not always a desirable phenomenon. The understanding of flame spread in fires is crucial to save lives. The field of flame spread is dominated by research on turbulent flow. The mortality rate in fires is dominated by intoxication [12]. Hence, the chemical perspective of combustion modelling is needed in combination with studies of turbulent flow. The toxic properties of soot do not play such a significant role in fires as the physical properties. Flame spread velocities and flame height from solid fuels have been studied among other parameters since the early 1970s [13]. The presence of soot in fires lowers the visibility and reduces the possibility of evacuation. The radiative heat of soot particles affects flame spread. Hence research on reactive flows is of great interest also in this field [14]. Besides life-threatening effects, there are considerable economic consequences of the emission of soot from fires on buildings and electronic equipment. Soot particles are small enough to enter any installation. They are then adsorbed onto surfaces shortening the lifetime of the object.
1.2. EXPERIMENTAL RESEARCH

1.1.6 Soot Formation in outer Space

Carbon atoms, the main component of soot, are generated by nuclear fusion reactions in evolved stars, which later turn into red giants. Astronomers such as Feigelson and Frenklach \[15\] state that stellar winds transport the so-called interstellar dust, molecules containing carbon, from the giants into outer space. These interstellar clouds are very dense, have masses up to \(10^6\) times the solar mass and temperatures of about \(1000\ K\). Spectral lines of PAH’s (polyaromatic hydrocarbons) and light scattered by particles thought to be soot are detected on earth. Simulations \[15\] using the PAH mechanism developed by Frenklach \[16\] for combustion processes, show that soot could be formed in interstellar clouds under the prevailing conditions.

Interstellar clouds cease to exist due to either the gravitational collapse of the cloud or due to the dispersion of the cloud resulting in the birth of young stars. This is the way our solar system was born about \(4\frac{1}{2}\) billion years ago.

1.1.7 The Carbonblack Industry

Soot is not only an undesirable product. Soot is produced by the carbonblack industry and used for the reinforcement of materials in tyres and shoes \[17\].

1.2 Experimental Research

Another important role in combustion research is played by experimentalists. Experimental data are used to help out where models fail to give results within reasonable time. Semi-empirical models are of interest in several areas, such as fire spread and the definition of the soot point \[18, 19\]. Experimental results furthermore serve validation purposes. Various experimental techniques have been developed and applied in order to measure physical and chemical properties. Some techniques useful for measuring parameters and relevant for the formation of pollutants such as soot will be presented briefly in this section. Measurements of mixture fraction, scalar dissipation rate, species concentrations, density, temperature, soot volume fraction and soot size distribution, as well as the size and shape of agglomerates, are of great interest in this field. They are needed for the validation and the development of combustion models. Measuring soot volume fraction is a relevant but difficult task, since soot particles reduce the transmission of all wavelengths and non-spherical soot agglomerates scatter light diffusely.
1.2.1 Experimental Techniques and their Applications

Experimental techniques can be subdivided into five groups, see Figure 1.2. Some of the methods will be presented in this section.

Light scattering and absorption measurements

The light scattering and absorbing measurements discussed in this section are based on lasers as light sources (Mie, Rayleigh and Raman scattering) and scattering by electron beams (mass spectroscopy and electron microscopy). The measurements are based on recording the intensity or the change in wavelength of scattered or transmitted light. Some techniques e.g. Mie scattering and electron microscopy are applicable for larger objects such as particles. Techniques such as Rayleigh and Raman scattering, and mass spectroscopy are tools successfully applied to molecules extracted from the gas phase.

Mie scattering: This is a process in which light emitted from a light source is elastically scattered by particles. The scattered light has the same wavelength as the incident light. The light intensity is proportional to the fourth power of
the diameter of the scattering particles:

\[ I \propto \left( \frac{d}{\lambda} \right)^4 \]  \hspace{1cm} (1.1)

There is a strong angular dependency of the scattered intensity. The method requires that the particle size is large compared with the wavelength. The technique can be used to analyse particle size, distribution and, to a certain degree, particle shape. The method is applicable for flow and spray analysis including particle size distribution and spray geometry. Mountain and Mulholland [21] applied Mie scattering to measure two parameters, which are required to determine the number of primary particles in an agglomerate, (see Equation 2.65):

1. the radius of gyration \( [22] \), \( R_g = \sqrt{\frac{1}{n} \sum_i r_i^2} \), where \( r_i \) is the distance from the \( i^{th} \) primary particle to the centre of mass of the aggregate,

2. the fractal dimension \( d_f \) of agglomerates.

Soot particle sizes and number densities were measured by Bonczyk et al. in 1991 using Mie scattering [23].

**Rayleigh scattering:** This is also a process in which radiation is emitted from a light source and scattered by molecules. As in Mie scattering, the scattered light has the same wavelength as the incident light, but targets are small compared with the wavelength. The light intensity is proportional to the intensity of incident light, a material-dependent constant and the number density of particles. The method is well suited for gases. The signal from Rayleigh scattering is much weaker than that from Mie scattering.

The method has applications in the detection of pollutant formation and in investigations of the total gas density and temperature fields, see Section 1.2.1.

**Raman spectroscopy:** In contrast to Rayleigh scattering, energy exchange takes place in this inelastic scattering process. Light from a UV laser is scattered by molecules, that have been excited into vibrational modes. The emitted wavelength differs from the incoming wavelength, and the molecule gains energy. Spectral analysis of the scattered light shows spectral lines positioned below the Rayleigh scattering peak at the incident frequency, the so-called Stokes lines. The spectral response of the molecules is shifted from the laser line. This shift is characteristic of Raman active molecules and allows measurements of species concentrations as well as temperatures and mixture fraction.
Laser-induced fluorescence: Laser-induced fluorescence (LIF) differs from Mie, Rayleigh and Raman scattering in that it is an absorption and wavelength conversion process, measuring spontaneous emission. A molecule is excited by electromagnetic radiation of a precise wavelength originating from a laser. This induces a molecular energy jump from the fundamental lower to a higher electronic energy level. The excited molecule spontaneously emits radiation of another wave-length in all directions. The energy of the emitted photons corresponds to the energy difference between the two levels. Hence, it generates a species-unique spectrum, which allows to detect and identify molecules. The intensity of the fluorescence indicates the species concentration. The LIF signal is weakened by internal and external processes such as the conversion between different vibrational and rotational electronic states of the molecule as well as through collision processes. The technique can be used to identify species and thereby pollutant formation. It is used for rotational or vibrational temperature measurements. Laser-induced fluorescence is a tool for species concentration measurements. Temporal resolution down to ns as well as spatial resolution down to 0.1-1.0 mm can be obtained [24]. The LIF technique has been used to perform PAH measurements [25], Sutton et al. [26] and Su [27] extracted information about the scalar dissipation rate from planar laser induced fluorescence (PLIF) measurements of the mixture fraction.

Laser-induced incandescence: Laser-induced incandescence (LII) is a technique in which a laser beam is focussed onto particulate matter such as soot. The soot particles absorb energy and emit black-body radiation up to the point where vaporization occurs. Recording the emitted radiation gives information on the soot volume fraction, see for example Axelsson et al. [28] and Walewski et al. [29].

Mass spectrometry: This is a technique in which a sample of gas is extracted and bombarded with an electron beam fragmenting the molecule. The positively charged fragments are accelerated in a vacuum through a magnetic field and sorted on the basis of mass-to-charge ratio. Since the majority of the ions produced in the mass spectrometer carry a unit positive charge, the value is equivalent to the molecular weight of the fragment. Species can then be identified.

Transmission electron microscopy: In order to apply transmission electron microscopy (TEM), a sheet of matter must be extracted from the combustion chamber. This can be done via thermophoresis, by allowing matter, e.g. soot particles, to condense on a cold plate. The sample irradiated with a
monochromatic, focussed electron beam. Since the light beam is transmitted through certain parts of the sheet, a negative picture of the matter is produced and can be enlarged. The size of particles can be determined down to nanometres. Zhang et al. studied the morphology of soot agglomerates [30]. A series of studies on soot nucleation, surface growth and oxidation using TEM was performed by Faeth et al. [31, 32, 33, 34]. Furthermore, Faeth et al. performed studies on the shape, structure and size of agglomerates and primary particles [33, 35].

Other techniques

A number of relevant measurement techniques, which don’t involve optical equipment are presented in this section.

Thermocouples: The method of thermocouples was first introduced by Nichols in 1900 [36], and is still in use today. A thermocouple consists of two metals, joined together at one end, which produce a certain voltage at a given temperature. This voltage is measured and interpreted by a thermocouple thermometer. Thermocouples consist of combinations of different metals. Depending on the material and diameter of the wires, thermocouples can indicate different temperature ranges.

Filters: Measurements of particle densities and sizes can be made with filters made of materials such as paper, tissue quartz [37] or silicon nitrid/parylene with pore sizes down 6 µm [38]. Another filtering technique are Micro-Orifice Uniform Deposit Impactors (MOUDI), cascade impactors. The filter makes use of the mass and diameter dependent centrifugal forces of the soot particles. The impactor consist of up to 10 impactor stages, walls, which are parallel aligned and perpendicular to the air-flow in a tube. The particles are transported in an air-flow through the tube. Since larger particles are more inert than smaller particles, they are more likely to attach to the walls. This way particles of a certain diameter are filtered and their mass ratio can be determined. The cut-off diameter in each stage depends on the air velocity and geometry of the walls. The MOUDI impactor can separate particles down to a size of 0.4 µm [39]. Filters, such as electrostatic filters [40], and traditional centrifugal filters [41], are used to remove soot particles reduce emissions.

Measuring relevant parameters

The determination of some of the relevant parameters often involves experiments based on the combination of the of several techniques mentioned above.
Some of the relevant parameters are presented here.

- Species concentrations have been measured successfully by combining LIF and Raman imaging [42].

- Mixture fractions in terms of the fuel mass fraction, $Y_{F,\text{fuel}}$, and the enthalpy assuming unity Lewis number and one-step chemistry were measured by Starner et al. [43]. $Y_{F,\text{fuel}}$ was determined using Raman and Rayleigh imaging.

- Investigations on soot formation in an acetylene/air premixed flame were performed by Choi et al. [44]. The experiments compared light extinction techniques such as LII with gravimetric techniques such as filters. The error in the light extinction technique was determined to be less than 6%.

- The size of uniform primary particles in agglomerates and the fractal dimensions of the agglomerates were the subject of experiments involving Rayleigh scattering performed by Dobbins and Megaridis [45].

- Measurements of temperature, gas species and soot volume fraction involving probe methods such as thermocouples and gas sampling techniques as well as Rayleigh scattering, were performed by McEnally et al. [46] 1998.

- An experimental group whose experimental set-up and choice of techniques is directed towards model development rather than the development of sophisticated measuring techniques is that of Moss at Cranfield University, UK. Their studies include temperature measurements with thermocouples, mixture fraction determination using mass spectroscopy and soot volume fraction with laser extinction measurements [47, 48, 49, 50]. These are very valuable for the validation of models and furthered the development of semi-empirical soot models.

### 1.2.2 Experiments used for Validation

The modelling described in this thesis was validated using experimental measurements of soot formation in turbulent and laminar diffusion flames. The work was performed using two different combinations of the above mentioned techniques.
1.2. EXPERIMENTAL RESEARCH

Table 1.2: Mole fraction and flow rate for the laminar acetylene/nitrogen/air diffusion flame.

<table>
<thead>
<tr>
<th></th>
<th>Mole fraction</th>
<th>Flow rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₂H₂</td>
<td>16.85%</td>
<td>4.4</td>
</tr>
<tr>
<td>N₂</td>
<td>83.15%</td>
<td>21.7</td>
</tr>
<tr>
<td>Air</td>
<td>100.00%</td>
<td>94.7</td>
</tr>
</tbody>
</table>

1.2.3 Measuring the Characteristics of a Turbulent Ethylene/Air Diffusion Flame

The experiments were performed by Young et al. [49]. The set-up was a rim-stabilized C₂H₄ turbulent jet diffusion flame with a fuel nozzle diameter of 3.1 mm and a flow velocity of 24.5 m/s, and an initial temperature of 298 K at atmospheric pressure. The soot volume fraction was measured by laser absorption. Microprobe sampling was used to measure the mixture fraction. Temperature measurements were performed applying fine wire thermocouples.

1.2.4 Measuring the characteristics of a Laminar Acetylene/Nitrogen/Air Diffusion Flame

The experiments were performed by Xu and Faeth [33]. The experimental set-up was an air-co-flow-stabilized C₂H₂/N₂ laminar diffusion flame. The burner was 300 mm long. It had an inner port with a diameter of 34.8 mm and a co-annular port with a diameter of 60 mm. The purpose of the air co-flow was to prevent flame oscillations. The flame compositions and flow rates are given below. The measurements were done at an initial temperature of 294±2 K and a pressure of 98±1 kPa. The burner exit consisted of a honeycomb element that allowed lithium chloride particles to pass through, which were needed for the measurement of H concentrations. The honeycomb had 1 mm cell sizes with a length of 20 mm. The experiments were limited to measurements along the axes of buoyant laminar co-flowing jet-diffusion flames. The soot volume fraction was determined by deconvoluting laser extinction measurements at 632.8 nm. Species concentrations were determined by iso-kinetic sampling and analysis of gas chromatography.
1.3 Numerical Modelling

Combustion models for premixed combustion and non-premixed combustion differ. In premixed combustion a blend of oxidizer and fuel is ignited, whereas in non-premixed combustion the fuel and oxidizer are mixed during the combustion process. A stoichiometric mixture is reached in a domain between the two flows. This thin zone has a high chemical reactivity which leads to heat release and an increase in temperature. Combustion is possible in this domain, defined as the reaction zone. There is a fast decrease in temperature outside the reaction zone, caused by the diffusive mixture of the hot and the cold gas. This retards the reaction and puts an end to the combustion process. This work focuses on non-premixed combustion. In this section laminar combustion is considered to be a grade of turbulence.

There are two primary constituents in a numerical turbulent combustion model:

- models describing the physics of flow,
- and models describing the interaction between the chemical reaction zone and physical flow.

Numerical models are based on a set of equations describing the conservation of the extensive variable $\psi(t)$. Depending on the system $\psi$ may denote energy, momentum or an other characteristic variable. In general, $\Psi(t)$ can be defined as follows:

$$\Psi(t) = \int_{\Omega} \psi(x, t) dV$$

(1.2)

where $x$ is the spatial coordinate vector. The density of $\Psi(t)$ is defined as:

$$\psi(x, t) = \frac{d\Psi(t)}{dV}$$

(1.3)

The general definition of the conservation equation is given by:

$$\frac{\partial}{\partial t} (\rho \psi) = -\frac{\partial}{\partial x_j} (u_i \rho \psi) + \frac{\partial}{\partial x_j} (D_{ij} \frac{\partial \psi}{\partial x_i}) + S_\psi$$

(1.4)

in words the tidal variation of $\Psi$ is: - the convective transport of $\Psi$ + the diffusion of $\Psi$ + the source term of $\Psi$,

where $D_{ij}$ is the diffusion, $S_\psi$ is the source term. The specific conservation equations for relevant extensive variables are defined in Equation 1.5, 1.6 and 1.7.

$$\frac{\partial p u_j}{\partial t} = -\frac{\partial p u_i u_j}{\partial x_j} - \frac{\partial p}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j}$$

(1.5)
The continuity equation is:
\[ \frac{\partial \rho}{\partial t} = - \frac{\partial \rho u_j}{\partial x_j} \] (1.6)

The energy equation, in terms of enthalpy \( h \) is:
\[ \rho \frac{\partial h}{\partial t} = -\rho v_i \frac{\partial h}{\partial x_i} + \frac{\partial}{\partial x_i} \left( \rho D_z \frac{\partial h}{\partial x_i} \right) + \frac{\partial p}{\partial t} + S_r \] (1.7)

The species conservation equation, for species \( I \) is:
\[ \rho \frac{\partial Y_I}{\partial t} = -\rho u_i \frac{\partial Y_I}{\partial x_i} - \frac{\partial}{\partial x_i} \left( \rho Y_I V_{iI} \right) + \dot{\omega}_I \] (1.8)

### 1.3.1 Turbulent Scales

In order to describe turbulent systems several length and time scales, as well as three dimensionless numbers, the Reynolds number, the Karlowitz number and the Damköhler number, are introduced. The Reynolds number is a measure of turbulence. A system in which the Reynolds number is greater than 1500 is a turbulent system. It is defined as the ratio of inertial forces to viscous forces \[\text{[51]},\] or as:
\[ \text{Re} = \frac{\text{Velocity} \cdot \text{Length scale}}{\text{Kinematic viscosity}} \] (1.9)

**Length scales**

Length scales relevant for physical and chemical interactions are:
- \( L \) the macroscale
- \( l_I \) the integral scale or the Taylor macroscale
- \( l_\lambda \) the Taylor microscale
- \( l_K \) the Kolmogorov microscale
- \( l_c \) the scale for chemical reactions
- \( \delta_L \) the laminar flame thickness
- \( \delta_T \) the turbulent flame thickness

The macroscale, \( L \), is the largest possible diameter of an eddy, e.g. the diameter of the pipe wherein the flow is contained. Being the size of the space wherein the flow is contained, it is no longer a measure of turbulence but of laminar flow. The Reynolds number based on the mean flow velocity can be defined using this length scale. It is not, however, a measure of turbulence. The largest
turbulence length scale is the Taylor macroscale or integral length scale $l_I$. This scale is a measure of the largest wrinkles and the largest turbulent eddies in the system are:

$$l_I = \int_0^\infty R_x(x)\,dx$$

(1.10)

where:

$$R_x(x) = \frac{u'(0)u'(x)}{u'_{r.m.s}(0)u'_{r.m.s}(x)}$$

(1.11)

The definition of Taylor’s microscale $l_\lambda$ was his attempt to find the smallest turbulent scale [52]. Instead he defined the mean size of the eddies in a flow. It has the same magnitude as $l_I$. Taylor’s microscale (Equation 1.12) represents the maximum distance between two points at which there is still a correlation between the fluctuating velocities [53].

$$l_\lambda = \frac{\nu l_0}{v' r.m.s.} = \frac{l_0^2}{R_t}$$

(1.12)

It is related to the energy dissipation per unit volume in an isotropic turbulent system as:

$$\epsilon \propto \nu \frac{v'^2}{l_\lambda^2}$$

(1.13)

The Kolmogorov microscale scale, $l_K$, is the smallest turbulent length scale. It represents the scale at which the dissipation of the turbulent kinetic energy to internal fluid energy occurs. Molecular interactions are relevant on this scale. This is a domain of unity Reynolds number (see Section 1.3.1). The Kolmogorov length scale is related to the energy dissipation by:

$$l_K \approx \left( \frac{\nu^3}{\epsilon} \right)^{\frac{1}{4}}$$

(1.14)

where $\nu$ is the molecular kinematic viscosity. The energy dissipation is related to the turbulent kinetic energy per unit mass, $ke_{turb}$ as follows [52]:

$$\epsilon \equiv \frac{\partial (ke_{turb})}{\partial t} \approx \frac{3v'_{r.m.s}^2}{2l_I}$$

(1.15)

The smallest length scale $l_c$ is the scale at which chemical reactions can occur without being disturbed by turbulence. It is smaller than the smallest eddy and is thus unaffected by the turbulence of the flow.
The flame thickness: The flame thickness is not a classical length scale. However, it is a measure of the size of the reaction zone. The laminar and turbulent flame thickness are differentiated as described below. The laminar flame thickness, $\delta_L$, is related to the chemical reactions and the flame velocity $S_L$ [54]:

$$\delta_L \approx \frac{a}{S_L}$$  \hspace{1cm} (1.16)

where $a = \frac{\lambda}{\rho c_p}$ is the thermal diffusion coefficient, $\lambda$ is the thermal conductivity, $\rho$ the density and $c_p$ the heat capacity. The turbulent flame thickness, $\delta_T$, is mainly controlled by the turbulent diffusion. Using the maximum gradient method the flame thickness can be estimated to be a function of density:

$$\delta_T = \rho_u - \rho_b \left( \frac{\partial \rho}{\partial x} \right)_{max}$$  \hspace{1cm} (1.17)

where $\rho_u$ is the density of the unburned mixture and $\rho_b$ is the density of the burned mixture.

Time scales

Chemical and physical events occur on different time scales and in different time intervals (see Figure 1.3). There is an interval where physical events such as flow affect the chemical reactions. Relevant turbulent time scales are defined in relation to the largest and the smallest length scales. The integral time scale is approximated by:

$$t_I \approx \frac{l_I}{u'}$$  \hspace{1cm} (1.18)

where the integral velocity $u'$ is a function of velocity fluctuations $u''$: 

$$u' = \sqrt{\frac{1}{2} \overline{u''^2}}$$

The Kolmogorov time scale is defined as a function of the molecular kinematic viscosity and the dissipation rate.

$$t_K = \frac{\nu}{\epsilon}$$  \hspace{1cm} (1.19)

The Kolmogorov length scale and velocity are related to the kinematic viscosity:

$$l_K = \sqrt[4]{\frac{\nu^3}{\epsilon}}$$  \hspace{1cm} (1.20)
Fast time scales: Formation of radicals
Intermediate time scales: CO oxidation
Slow time scales: soot and NO\textsubscript{x} formation

Chemical time scale:

Physical time scales:

Figure 1.3: Chemical and physical time scales (after Maas and Pope [55]).

and:

\[ u_K = \frac{l_K}{t_K} = \frac{1}{4\sqrt{\nu\epsilon}} \]  \hspace{1cm} (1.21)

The chemical time scale is related to the flame thickness and is approximated by [52]:

\[ t_c \approx \frac{\delta_L}{S_L} \]  \hspace{1cm} (1.22)

where \( t_c \) depends on the scalar dissipation rate, \( \chi \), as follows [56]:

\[ t_c = \frac{Z_{st}^2(1 - Z_{st})^2}{\chi_{st}} \]  \hspace{1cm} (1.23)

Velocities: The definitions of lengths and times lead to the a number of corresponding velocity estimates. The laminar flame speed is defined as [53]:

\[ S_L \approx \sqrt{\frac{\omega}{\rho c_p \epsilon}} \]  \hspace{1cm} (1.24)
1.3. NUMERICAL MODELLING

The turbulent flame velocity \( S_T \) can be expressed as the laminar flame velocity with an additional fluctuation term by:

\[
S_T = S_L + u'
\]

where the turbulence fluctuation velocity reads \[54\]:

\[
u' = 4\sqrt{2k_I \rho_I} \quad (1.26)
\]

here, \( k_I \) is the turbulence kinetic energy and \( \rho_I \) the density.

**Dimensionless numbers**

Three dimensionless numbers indicate different domains of combustion: the Reynolds number, the Karlowitz number and the Damköhler number. Three different turbulent Reynolds numbers can be defined by the turbulent length scales. The Reynolds number of the integral scale:

\[
Re_{I} \equiv u'_{rms} \frac{l_I}{\nu} \quad (1.27)
\]

The Reynolds number of the Taylor microscale:

\[
Re_{\lambda} \equiv u'_{rms} \frac{l_{\lambda}}{\nu} \quad (1.28)
\]

The Reynolds number of the Kolmogorov scale:

\[
Re_{K} \equiv u'_{rms} \frac{l_{K}}{\nu} \quad (1.29)
\]

The three turbulent length scales are related through the Reynolds number of the macroscale.

\[
\sqrt{Re_I} = \frac{l_I}{l_{\lambda}} \quad (1.30)
\]

\[
\frac{3^{1/4}}{\sqrt{Re_I}} = \frac{l_I}{l_K} \quad (1.31)
\]

Another measure of turbulence is the dimensionless Karlowitz number, \( K_a \).
It provides an expression for the relation between the largest time scale, the integral time scale, and the smallest, the Kolmogorov time scale:

\[
K_a = \frac{l_I}{l_K} \quad (1.32)
\]
The smallest eddies penetrate the laminar flamelet preheated zones at Karlovitz numbers close to unity. In this region the flame thickness and the flame velocity are those of the smallest scales: \( \delta_L \approx l_K \) and \( S \approx u_K \).

The Damköhler number indicates whether chemistry is fast, \( (Da \gg 1) \), or slow, \( (Da \ll 1) \), relative to the turbulence time scales. The Damköhler number expresses the relation between the integral timescale and the timescale wherein the chemical reactions occur as:

\[
Da = \frac{t_{\text{flow}}}{t_{\text{chem}}} \quad (1.33)
\]

The Damköhler number can be given in terms of the velocity ratio \( \frac{S_L}{w'_{\text{rms}}} \) and the length scale ratio \( \frac{l_0}{\delta_L} \):

\[
Da = t_0 \frac{t_{\text{flow}}}{l_0} = \left( \frac{l_0}{\delta_L} \right) \left( \frac{S_L}{w'_{\text{rms}}} \right) \quad (1.34)
\]

These turbulent dimensionless numbers help in defining limits for different domains in combustion. The Borghi diagram illustrates the different regimes for premixed combustion distributed in space (Figure 1.4). The space coordinates

\[ \frac{u'}{S_L} \]

Figure 1.4: Borghi diagram: Different zones of combustion in a space as a function of turbulent vs. laminar velocity length scale (after [53]).
are defined the turbulent vs. laminar velocity- and the turbulent vs. laminar
length axis.
In the domain where $Re < 1$, the flame front is laminar and undisturbed. For
large Reynolds numbers four different zones can be identified by their tur-
bulence intensities $\frac{u'}{\bar{u}}$, $Ka$ and $Da$ [51]. Before analysing the different regimes
it should be mentioned that the following classification only presents a quan-
titative estimate, which is based on some additional simplifications such as
neglecting transient effects. Studies show that the classification defined here
can not strictly be limited to the domains. Nevertheless they provide some
understanding of the validity of the existing models.

Laminar flame regime: $Re \to 0$
The laminar flame represents combustion in a non-turbulent flow field. Chemi-
cal reactions takes place undisturbed by turbulent interactions. The differential
diffusion of species affects the chemistry in this domain. Figure 1.5 shows an
element of a laminar diffusion flame, a candle.

\begin{center}
\includegraphics[width=0.3\textwidth]{figure15.png}
\end{center}

\textbf{Figure 1.5:} Laminar diffusion flame [57].

Wrinkled laminar flame regime: $Da > 1$, $Ka < 1$ and $\delta_L \leq l_K$.
In this domain the chemical reactions occur in thin sheets. Depending on the
turbulent Reynolds number, $Re_t$, the fast chemistry assumption is valid. This
implies that the chemical reactions are faster than the influence of the tur-
bulent flow field. For moderate Reynolds and Damköhler numbers the turbulent
velocity is of the order of the laminar flame speed, \( u' \approx S_L \). The only effect of the turbulence is the wrinkling of the flame. Figure 1.6 shows an example for a wrinkled flame. The limit \( Ka = 1 \) is used to define the Klimov-Williams criterion, separating two combustion domains. Peters has shown for domains where \( Ka > 1 \) that the inner structure of the flames, but not necessarily the reaction zone, are affected by turbulence [58].

![Figure 1.6: Turbulent flame [57].](image)

**Flamelet regime:** \( Ka < 1 \) and \( Da > 1 \)

The flame is divided into an ensemble of small laminar flames in the flow field. The conservation equations are solved for the ensemble. For turbulent Reynolds number numbers converging to 0 the flame turns into a laminar flame and the approach is exact. For higher Reynolds numbers, the concept is valid for fast chemistry. This approach was studied in the present work and ways were sought to expand it to a larger domain. Methods will be introduced to model slow chemistry and other transient effects with this method. The approach will be analysed in more detail below.
**Figure 1.7:** Diagram of a diffusion flame consisting of a family of flamelets.

**Distributed reaction regime:** \( l_I/\delta_L < 1 \) and \( Da < 1 \)
The turbulence length scales in this domain are within the reaction zones. The process can be described by a well stirred reactor. It is questionable whether flames have a chance to survive in this region.

**Flamelet in eddies regime:** \( Da \approx 1, \quad I_T \gg 1 \) and \( l_I > \delta_L > l_K \)
The flow in this domain can be divided into two zones. A large-scale zone and a zone containing the reaction zone, which is smaller than a Kolmogorov eddy. Combustion occurs within a quasi laminar flow inside an eddy. Fluctuations may be neglected in this domain. The scalar dissipation rate, \( \chi \), defined in Section 3.2.5 and its statistical distribution must be considered. The fluctuations for the larger scales are removed by applying a filter to the original conservation equations [56]. This leads to conservation equations in the flamelet space wherein fluctuating variables, among those the reaction rate, are neglected. Hence, the conserved variable, the mixture fraction, \( Z \), and the density \( \rho \), can be averaged within large scales. This domain occurs in practical combustion devices. The flamelet model, which is the subject of this work is valid for large Damköhler numbers and small Karlovitz numbers. The flame changes its shape depending on its thickness:
1.3.2 Numerical Modelling of Turbulent Flows

Turbulent flows can be characterized by the presence of random vortices, the so-called eddies. Eddies vary temporally in size and direction. Large eddies contain small eddies. They obtain turbulence energy from the flow field, the largest scale comparable to the characteristic system dimensions. The kinetic energy is redistributed in the so-called turbulence energy cascade through non-linear instabilities. It is dispersed through a hierarchy of smaller and smaller flow structures. Ultimately, it is dissipated at the smallest scale, the Kolmogorov dissipation scale. The energy associated with the eddy of scale $l = \frac{2\pi}{k}$ is:

$$kE(k)$$  \hspace{1cm} (1.35)

The velocity is given by:

$$u(k) = \sqrt{kE(k)}$$  \hspace{1cm} (1.36)

And the strain is defined by:

$$s(k) = \sqrt{kE(k)} \frac{1}{l} = \sqrt{k^3 E(k)} \frac{1}{2\pi}$$  \hspace{1cm} (1.37)

where:

$$E(k) \approx k^{-5/3}$$  \hspace{1cm} (1.38)

so that:

$$s(k) \approx k^{2/3}$$  \hspace{1cm} (1.39)

An increase in strain at the smallest scales results in heat production. Different approaches can be found in the literature to describe turbulent flows. The models can be coupled to detailed chemical calculations, as described in Section 1.3.3.

Reynolds averaged Navier-Stokes concept

The Reynolds averaged Navier-Stokes (RANS) concept is based on time averaging the conservation equations and modelling the remaining, the so-called Reynolds stress terms. By doing this the turbulent field is separated into a mean and a fluctuation component [51]. This can be done by resolving the extensive variable $\Psi$ into it’s mean $\overline{\Psi}$ and a fluctuating part $\Psi'$ by Reynolds decomposition as:

$$\Psi(x, t) = \overline{\Psi}(x, t) + \Psi'(x, t)$$  \hspace{1cm} (1.40)

For flows with non-constant density the Favre average, a mass-weighted average, $\overline{\Psi}$, is introduced as:

$$\overline{\Psi} = \frac{\rho \Psi}{\overline{\rho \Psi}}$$  \hspace{1cm} (1.41)
\[ \Psi(x_i, t) = \tilde{\Psi}(x_i, t) + \Psi''(x_i, t) \]  

(1.42)

where \( \Psi'' \) is the fluctuating part. This method removes turbulent fluctuations by constructing the average value. The fluctuations are then accounted for through the Reynolds stress tensor.

\[ -\rho \dot{u}_i \dot{u}_j \]  

(1.43)

A general formulation of the averaged Navier-Stokes equation for the extensive variable \( \Psi \) is given below.

\[ \frac{\partial}{\partial t} \rho \tilde{\Psi} = -\frac{\partial}{\partial x_i} (\rho \tilde{u}_i \tilde{\Psi}) + \frac{\partial}{\partial x_i} (\rho D_{ij} \frac{\partial}{\partial x_j} \tilde{\Psi}) - \rho \dot{u}_i \dot{u}_j + S \]  

(1.44)

**Closure problem:** The RANS method has the advantage that it is based on the main flow symmetry and it therefore only requires the steady-state solution of the mean flow field. This implies that the method is not able to consider time-dependent phenomena, which are frequent in turbulent fields. Another problem is that new correlations appear due to the process of averaging \[52\]. An example is the averaged non-linear momentum flux.

\[ \rho \tilde{u} \odot \tilde{u} = \rho \tilde{u} \odot \tilde{u} + \rho \dot{u} \odot \dot{u} \]  

(1.45)

The correlation between the velocity fluctuations in the turbulent stress tensor is:

\[ \tau = \rho \dot{u} \odot \dot{u} \]  

(1.46)

cannot generally be expressed analytically as a function of the mean field variables such as \( \tilde{u} \). The goal is to derive a closed system of equations for the mean quantities. This has not yet been achieved. To obtain a system with a sufficient number of equations for all unknowns, closure approximations are introduced. They replace the unknown correlations with explicit functions of the mean quantities. A number of heuristic closure approximations have been developed in recent years. These models rely on a gradient diffusion approximation for the turbulent transport terms. The Reynolds average Navier-Stokes concept was originally developed to describe the physics of flow. However, more general approaches including equations for mass and energy have been introduced. The flamelet model is an applicable approach to supply the model with information on combustion chemistry.
Algebraic turbulence models: Algebraic turbulence models are also-called 0-equation models since they do not introduce additional conservation equations in order to solve the closure problem. Algebraic turbulence models divide the system into compact packets of turbulent fluids, which traverse a characteristic length, \( l_{mix} \), relative to the mean flow \([59]\). The packets carry fluctuations of extensive variables such as the energy and momentum to other fluid regions. Energy and momentum are strongly dependent on the mixing length and the amplitude of the fluctuations in the small field. The system is closed relative to the mixing length, a term which has to be modelled. Different heuristic models exist to determine the mixing length and they cannot be considered as turbulent flow closures. Most algebraic models are designed for special systems and are not applicable for more general multi-dimensional flow situations. Algebraic models are also linear eddy viscosity models, which follow:

\[
\epsilon = \mu_t \rho
\]  
(1.47)

\[
\frac{\mu_t}{\rho} \propto \langle \text{velocity} \rangle \langle \text{length} \rangle
\]  
(1.48)

One-equation models. One-equation models are based on the Reynolds- or Favre-averaged equations. They are closed by one additional partial differential equation. Those models assume that the turbulent kinetic energy critically influences the net turbulent transport. The definition of a characteristic length, \( l_\tau \), or time scale, \( t_\tau \), of turbulence leads to the determination of the turbulent viscosity, \( \nu_\tau \), Equation 1.50, as a function of the kinetic energy \( k \):

\[
\nu_\tau = \frac{\mu_\tau}{\rho} = \frac{\rho \sum u_i^2}{2} \quad \nu_\tau \sim l_\tau \sqrt{k}
\]  
(1.49)

\[
\bar{k} = \frac{1}{2} \frac{\rho \sum u_i^2}{\rho}
\]  
(1.50)

One-equation models give the possibility to derive an equation for the turbulent kinetic energy, as done by Wilcox \([60]\).

\[
\frac{\rho}{\rho} \frac{\partial k}{\partial t} + \bar{\rho} \hat{u} \cdot \nabla \bar{k} = \bar{\rho} \tau_\tau : \nabla \bar{u} - \bar{\rho} \tau_\tau : \nabla u^r + \nabla \cdot \left( \frac{\rho}{\rho} \tau_\tau : \nabla u^r - \rho \tau_\tau \frac{u_i^2}{2} - \rho' u_i^2 \right) - \bar{u}_r \cdot \nabla \bar{p} + \rho' \nabla \cdot u^r
\]  
(1.52)
Part of the closure model can be based on exact information. A number of terms in the system must again be modelled. One- and two-equation models differ in the way in which they obtain the second missing dimensional characteristic length scale $l_\tau$ or $t_\tau$. One-equation models assess the mixing length through an algebraic formula (similar to algebraic models). This formula must generally explicitly incorporate some specific reference to the flow configuration considered [59]. One-equation models are not closed in a general way. They cannot be solved by supplying initial and boundary conditions. The model equations must be changed from one set of input to another through adjustment of the mixing length and the associated variations in the turbulent transport coefficients.

Two-equation models; the $k$--$\epsilon$ model: Two-equation models introduce an additional transport equation for the mixing quantity [59]. Existing approaches vary from modelling the characteristic turbulent mixing length, $l$, to the product $kl$ or the inverse, $\omega$, of a characteristic turbulent time scale. [61, 62, 63]. These lead to $k$--$l$, $k$--$kl$ or $k$--$\omega$ models. The most popular approach is the $k$--$\epsilon$ model. The $k$--$\epsilon$ model describes the specific turbulence kinetic energy $k$, and its dissipation rate, $\epsilon$, by one PDF (see Section 1.3.4) as.

$$k = \frac{1}{2} \overline{u_i' u_i'} = \frac{2}{3} \overline{u^2}$$  \hspace{1cm} (1.53)$$

$$\epsilon = \nu \frac{\partial \overline{u_i' u_i'}}{\partial x_k}$$  \hspace{1cm} (1.54)$$

Here $k$ and $\epsilon$ are modelled with one PDF each in addition to the averaged versions of the continuity and momentum equations

$$\frac{\partial \rho k}{\partial t} + \hat{u}_j \frac{\partial \rho k}{\partial x_j} = -\overline{\rho \hat{u}_i' u_j'} \frac{\partial \hat{u}_i}{\partial x_j} - \overline{\rho \epsilon}$$ \hspace{1cm} (1.55)$$

$$+ \frac{\partial}{\partial x_j} \left( \left( \mu + \mu_T \frac{Pr}{Pr_k} \right) \frac{\partial k}{\partial x_j} \right) - \frac{\mu_T}{\rho^2} \frac{\partial \rho}{\partial x_i} \frac{\partial \rho}{\partial x_i}$$

$$\frac{\partial \rho \epsilon}{\partial t} + \hat{u}_j \frac{\partial \rho \epsilon}{\partial x_j} = -C_{\epsilon 1} \frac{\epsilon}{k} \left( \overline{\rho \hat{u}_i' u_j'} \frac{\partial \hat{u}_i}{\partial x_j} + \frac{\mu_T}{\rho^2} \frac{\partial \rho}{\partial x_i} \frac{\partial \rho}{\partial x_i} \right)$$ \hspace{1cm} (1.56)$$

$$-C_{\epsilon 2} \overline{\epsilon^2} \frac{\epsilon}{k} + \frac{\partial}{\partial x_j} \left( \left( \mu + \mu_T \frac{Pr}{Pr_k} \right) \frac{\partial \epsilon}{\partial x_j} \right)$$

The turbulent Prandtl numbers, $Pr_k = 1.0$ and $Pr_\epsilon = 1.3$, as well as $C_{\epsilon 1} = 1.44$ and $C_{\epsilon 2} = 1.92$ are model constants [64]. The eddy viscosity equation is given
by:

$$\mu_T = \frac{\rho C_\mu k^2}{\epsilon}$$  

(1.57)

The constant $C_\mu$ is set at 0.09. This equation satisfies a governing equation containing unclosed terms that are difficult to measure or define. The method is generally valid for homogeneous, isotropic systems with no abrupt changes in the strain. This method can be extended to non-constant density and weakly compressible flows, if equations describing mass and energy balances are introduced. A number of new effects arise that lead to new unclosed terms [59] such as:

- turbulent heat fluxes,
- dilatation-induced dissipation of kinetic energy, for $\nabla \cdot \vec{v} \neq 0$, and
- pressure changes due to velocity fluctuations.

Since there are more unknowns than equations the system cannot be closed. Different methods have been suggested in order to solve this problem. The most common is the Reynolds stress model, which will be described below.

**The Reynolds stress model:** Reynolds stress models (RSM) solve transport equations for the unclosed terms. Conservation equations for quantities $\rho u'_i u'_j$ in all directions are added to the mass, momentum and energy balances. This approach is much more general than those mentioned in previous sections. It offers a wide range of applicability without fine tuning. The stress transport equations are derived from the original equations. In addition, the transport equation for the Reynolds stresses follows the Wilcox [60] formulation:

$$\frac{\partial \tau_{ij}}{\partial t} + \overline{u_i} \cdot \nabla \tau_{ij} = -\tau_{ij} \cdot \overline{u_i} - (\tau_{ij} \cdot \nabla \overline{u_i})^t + \epsilon - \Pi + \nabla \cdot (\nu \nabla \tau_{ij} + C)$$  

(1.58)

where:

$$\Pi = \frac{\rho'}{\rho} (\overline{\nabla u'} + (\overline{\nabla u'})^t)$$  

(1.59)

with:

$$\epsilon = 2\nu (\overline{\nabla u'})^t \cdot \overline{\nabla u'}$$  

(1.60)

and

$$\rho \nabla \cdot C = \rho u' \cdot u' (\nabla \cdot u') + \nabla (\rho u') (\nabla (\rho u'))^t$$  

(1.61)

The Reynolds stress transport model accounts for effects that are lost in the simplified algebraic, one- and two-equation models. The model provides the desired enhanced capabilities and more general applicability. These include [59]:

- turbulent heat fluxes,
- dilatation-induced dissipation of kinetic energy, for $\nabla \cdot \vec{v} \neq 0$, and
- pressure changes due to velocity fluctuations.
• effects of flow history,
• convection, production and body force effects, and
• unequal normal stresses, allowing proper adjustment under sudden non-isotropic changes in strain rates.

Closure is required for the determination of parameters $II, C$ and $\epsilon$. The most popular Reynolds stress model introduces explicit closure for the pressure strain and triple correlations covered by $II$ and $C$, but retain an additional dynamic equation for the dissipation tensor $\epsilon_{ij}$. In order to obtain the full dissipation tensor, $\epsilon_{ij}$, it is necessary to model the time evolution of its trace, $\epsilon$, from Equation 1.57. This is done by including either a dissipation evolution equation, as in a $k-\epsilon$ model, or by modelling the evolution of a characteristic turbulence time scale, $\gamma_t \sim 1/\omega$, through an $\omega$ equation. This method has a much higher accuracy than the algebraic, one- and two-equation models but requires much more computational effort.

Large eddy simulations

Large eddy simulations (LES) model the physics of flow by solving the conservation equations in a discretized field. This implies that the large scales are resolved, while small scales, scales smaller than the size of the mesh, are removed by applying a spacial grid filter before the equations are discretized. Defining the mesh size is equivalent to defining the smallest scale wherein homogeneity and isotropy are assumed. The accuracy of the model can be increased by decreasing the mesh size, which implies a significant increase in CPU time. The contribution of small-scale turbulent fluctuations and other unsteady turbulence phenomena is accounted for by introducing the sub-grid scale model (SGS) into the balance equations. The SGS represents the interaction between resolved, large scales and unresolved, small scales. The concept of filtering is a characteristic of all LES models. Given a filter definition one can proceed to derive new governing equations for the filtered quantities (the new LES variables) by applying the filter to the original conservation equations. The filter defines the boundary between the larger and the smaller structures of the system. The turbulent energy cascade is assumed to be valid and model fluctuations are ignored, while energy dissipation is considered. The model can be coupled to detailed chemical calculations, as described in Section 1.3.3. The LES has its disadvantages, however, since it requires considerable computational effort, especially for the description of large-scale systems. Another problem is that the concept of the energy cascade, the fundamental assumption of the method, is not valid for all systems, such as multiple fluid phases.
Direct numerical simulation

Direct numerical simulation (DNS) [65] is the most detailed approach for describing combustion systems. All scales are resolved in both time and space down to the smallest scale, the Kolmogorov scale. DNS has been applied to studies on flame-flow interactions. For a flow characterized by the Kolmogorov scale, \( l_K \), the number of uniformly spaced nodes \( N_{\text{nodes}} \) is of the order of \( \left( \frac{\mu}{\eta} \right)^3 \approx Re^{9/4} \). DNS is very expensive in CPU time and is thereby limited to low Reynolds numbers, small grid size and thicker flame zones. The CPU time needed for the simplest models exceeds the order of \( Re^3 \) (see Table 1.3.2). Because of its limitations due to high computational cost, DNS is not very practical. Other methods make use of assumptions in order to speed up the computation process.

Table 1.3: Estimates for nodes and time step requirements for DNS simulation of a channel flow [57].

<table>
<thead>
<tr>
<th>( Re_{1/3} )</th>
<th>( N_{\text{nodes}} )</th>
<th>( N_{\Delta t} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 300</td>
<td>( 6.7 \cdot 10^6 )</td>
<td>32 000</td>
</tr>
<tr>
<td>30 800</td>
<td>( 4.0 \cdot 10^7 )</td>
<td>47 000</td>
</tr>
<tr>
<td>61 600</td>
<td>( 1.5 \cdot 10^8 )</td>
<td>63 000</td>
</tr>
<tr>
<td>230 000</td>
<td>( 2.1 \cdot 10^9 )</td>
<td>114 000</td>
</tr>
</tbody>
</table>

1.3.3 Interface for flow and chemical models

The previously introduced flow models do not consider non-linear phenomena such as the chemical reactions occurring in all combustion process. The flamelet model is a suitable way to introduce chemical models into the physics of the flow. The chemistry considered in this work is based on the unsteady and the steady flamelet models (Section 3.2 and 3.3). The approaches couple differently to the flow calculations. A detailed description of their implementation can be found in Sections 3.2.6 and 3.3.2. A general coupling strategy is schematically described in Figure 1.8. Parameters relevant for the interface, such as the scalar dissipation rate, mixture fraction and enthalpy, are determined by the flow code and introduced into the flamelet calculations where chemical terms are calculated.

- The unsteady flamelet model (Section 3.2) solves time-dependent conservation equations, among these, the species conservation equation. The species are formed through detailed chemical reactions. The approach
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<table>
<thead>
<tr>
<th>Physical model</th>
<th>Chemical models:</th>
</tr>
</thead>
<tbody>
<tr>
<td>· $k$-$\epsilon$</td>
<td>· Simple chemical models</td>
</tr>
<tr>
<td>· RANS</td>
<td>· Detailed chemical models:</td>
</tr>
<tr>
<td>· LES</td>
<td>· flamelet model</td>
</tr>
</tbody>
</table>

**Interface:**
Model dependent coupling between the chemical and the physical model involving the coordinates $Z$ and $\chi$.

**Figure 1.8:** Coupling detailed chemical models to flow models.

considers transient effects such as the process of soot formation and radiation effects. Transport and diffusion effects are included to the model via the time-dependent scalar dissipation rate at stoichiometry, calculated by the flow code. The conditional scalar dissipation rate, $\chi_{st}(t)$, is a parameter describing the evolution of the flamelet.

- The steady flamelet model, Section 3.3, is a special case of the general formulation, the unsteady flamelet model, omitting the time derivative. The model is based on the fast chemistry assumption. Emissions such as soot and $NO_x$ are formed slowly and therefore the steady flamelet approach is used to calculate source terms for these species and store them in libraries. The concentrations and volume fractions are then determined by the flow code, where transport equations for these species are solved. The model can be implemented as shown in Figure 1.9.

1. The mass fraction, $Y_i(Z, \chi, \alpha)$, for species $i$ is precalculated in flamelet space, $Z, \chi$, using the flamelet method. The $\alpha$ denotes the radiation factor, which is of special interest for soot formation. $Y_i(Z, \chi)$ can be stored in libraries.
2. The precalculated species mass fractions are averaged with a $\beta$-PDF for the mixture fraction, $Z$, (Equation 1.74) and the log-normal distribution or delta function of $\chi$.

3. The chemistry is introduced into the flow model.

A more schematic example of the coupling to large eddy simulation is presented in Figure 1.9. [66, 67]. Filtered reaction rates, $\overline{\omega}_i$, for species $i$ for the LES code are calculated from flamelet libraries as functions of the precalculated species mass fractions and the $\beta$-PDF for the mixture fraction, $Z$, as well as the log-normal distribution or delta function of $\chi$.

- The coupling to the steady flamelet library approach can be further simplified by compressing the libraries using e.g. polynomial fits. Subroutines containing the polynomials can then be introduced into the CFD-code and easily provide the chemical information.

1.3.4 Numerical Modelling of Reactive Flows

The chemical source term of species $i$, $\dot{\omega}_i$, is needed in order to solve the conservation equations, describing combustion processes. The basis of this investigation is the simple irreversible reaction between species $A$ and $B$ which forms the single product $P$.

$$A + B \rightarrow P$$

The instantaneous chemical source term is given by:

$$k_P = AT^\beta \exp(-E_P/RT)$$

where $k_P$ is given by the Arrhenius expression:

$$\dot{\omega}_A = \dot{\omega}_B = -k_P Y_A Y_B$$

The mass fraction, $Y_i$, of species $i$ is a function of the partial molar mass of species $i$, $m_i$, and the total molar mass, $m = \sum_{i=1}^{n} m_i$:

$$Y_i \equiv \frac{m_i}{m}$$

The mass fraction can be expressed as a function of the molar mass $X_i$, the average mass, $M$, and the molar mass of species $i$, $M_i$.

$$Y_i = \frac{M}{M_i} X_i$$

Different models exist to close the chemical source terms $\dot{\omega}_i$. 

Flamelet library
Species mass fractions $Y_i(Z), f_v(Z)$

↓

$\beta$-PDF and log-normal distribution of coordinates $Z, \chi$

↓

Filtered reaction rates:
calculated from flamelet libraries and distributed according to $\beta$-PDF for $Z$ and log-normal distribution of $\chi$

↓

LES-Model:
filtered Navier-Stokes equations including SGS and the flamelet chemistry representation $Y_i$.

**Figure 1.9:** Coupling of the flamelet method to large eddy simulations.
Conserved scalar: Bilger was the first to define species concentration as a function of a coupling variable, the so-called mixture fraction [68]. Assuming that the system can be restricted to a stream of pure fuel and a stream of pure oxidizer, the mixture fraction, $Z$, can be defined:

$$Z = \frac{\text{Mass of material having its origin in the fuel stream}}{\text{Mass of mixture}}$$ (1.67)

Since Equation 1.67 applies to an infinitesimally small value, $Z$ is simply a special kind of mass fraction, formed in relation to fuel mass, oxidizer mass and product mass.

- $Z = 0$ in the oxidizer stream
- $Z = 1$ in the fuel stream

The mixture fraction can be expressed in terms of the mass fractions of species $j$

$$Z_j = \sum_{i=1}^{n} \frac{a_{ij} M_i}{M_j} Y_i$$ (1.68)

A more detailed derivation of Equation 1.68 can be found in Section 3.1.2. The mixture fraction is a conserved scalar, since it has the characteristic property that it is conserved throughout the flow field. The conserved scalar concept greatly simplifies the chemical question, posed by the reacting flow. After the mixture fraction was defined, conservation equations for species as a function of the mixture fraction were developed.

Eddy dissipation models

Eddy dissipation models are empirical and applicable for fast chemistry as well as for moderate reaction rates. They are defined in a domain with $Re \gg 1$ and $Da \gg 1$. The reaction rate is controlled by turbulence dissipation rates. The reaction zone is considered to be a mixture of unburned and burned zones. The reaction rate was derived by Spalding [69]:

$$\bar{\omega}_i = -\frac{C_F}{M} \sqrt{\omega_i} \frac{\bar{\tau}}{k}$$ (1.69)

where $C_F \sim 1$ is an empirical variable. The model does not treat chemical characteristics in detail. It is applied in combination with many commercial flow codes.

Probability density function method

The Probability density function approach (PDF) focuses on the statistical properties of turbulent combustion systems. Such method assumes that the
variables describing the chemical systems are statistically independent and not correlated \[70\]:

\[
P(\rho, T, ..., Y_1, ..., Y_n) = P(\rho) \cdot P(T) \cdot ... \cdot P(Y_1) \cdot ... \cdot P(Y_n)
\]  

(1.70)

with the norm:

\[
\int P(x)dx = 1
\]  

(1.71)

The approach enables the modelling of the temporal evolution of reactive and thermodynamical scalars as well as flow velocities. Hence, integrating the appropriate moments of the PDF, \( P(Y, p, \rho, T, v; x, t) \) gives information on the statistical means and correlations. The functions are based on empirical data and often modelled as clipped Gauss function (Equation 1.72):

\[
P(x) = \alpha \cdot \delta(x) + \beta \cdot \delta(1 - x) + \gamma \cdot \exp \left[ -\frac{(x - \zeta)^2}{2\sigma^2} \right]
\]  

(1.72)

where:

\[
\gamma = \frac{(1 - \alpha - \beta)\sqrt{2\sigma}}{\text{erf} \left( \frac{1 - \zeta}{\sqrt{2\sigma}} \right) + \text{erf} \left( \frac{\zeta}{\sqrt{2\sigma}} \right)}
\]  

(1.73)

or a \( \beta \) function (Equation 1.74):

\[
P(x) = \gamma x^{\alpha - 1} x^{\beta - 1}
\]  

(1.74)

where:

\[
\gamma = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \cdot (\beta)}
\]  

(1.75)

where the constants \( \alpha \) and \( \beta \) are determined by the average and variance of \( x \):

\[
\bar{x} = \frac{\alpha}{\alpha + \beta}
\]  

(1.76)

and:

\[
\bar{x}^2 = \frac{\bar{x}(1 - \bar{x})}{1 + \alpha + \beta}
\]  

(1.77)

**Conditional moment closure**

The conditional moment closure (CMC) method [68] expresses species production by conditional averages and the approximate conditional moment. \((Y_i(x, t)|Z(x, t) = \eta)\). The evolution of species concentrations is considered along a conditional, e.g. stoichiometric iso-Z surface. The transport equations,
the instantaneous mass fraction, \( Y_i \), and the mixture fraction terms (defined in Section 3.1.2) can thus be solved as:

\[
\rho \frac{\partial Y_i}{\partial t} + \rho u \cdot \nabla Y_i - \nabla \cdot (\rho D_i \nabla Y_i) = \dot{\omega}_i
\]  

(1.78)

\[
\frac{\partial Z}{\partial t} + \rho u \cdot \nabla Z - \nabla \cdot (\rho D_Z \nabla Z) = 0
\]  

(1.79)

The instantaneous mass fraction, \( Y_i \), is decomposed into the conditional mean, \( Q \), and the fluctuation, \( y \), around the conditional mean. This can be within a certain mixture fraction range. The result is a function, \( Q \), which is dependent on the mixture fraction, \( Z \), and the position in the flow field \( x \). The fluctuations around the conditional mean, \( Q \), are much smaller than the temporal fluctuation, \( Y \). Angular brackets denote conditional averaging of \( Y \) under the condition to the right of the vertical bar, \( Z(x, t) = \eta \).

\[
Y_i(x, t) = Q_i(\eta, x, t) + y(x, t)
\]  

(1.80)

where:

\[
Q_i(\eta, x, t) \equiv \langle Y_i(x, t) \mid Z(x, t) = \eta \rangle
\]  

(1.81)

and \( y \ll Y' \). Assuming \( Re \gg 1 \), the CMC transport equations for species \( i \) are derived via conditional averaging:

\[
\langle \rho | \eta \rangle \frac{\partial Q_i}{\partial t} = \langle \rho u | \eta \rangle \cdot Q - \frac{1}{2} \frac{\partial D_i}{\partial \eta} \langle \rho x | \eta \rangle \frac{\partial^2 Q_i}{\partial \eta^2} + \nabla \cdot [\rho (D_i - D_\xi) \nabla \xi] \frac{\partial Q_i}{\partial \eta} + \epsilon_{y,i}
\]  

(1.82)

where the fluctuation term \( \epsilon_y \) is given by:

\[
\epsilon_{y,i} \equiv -\langle [\rho \frac{\partial y}{\partial t} + \rho u \cdot \nabla y - \rho D_i \nabla^2 y] | \eta \rangle \chi = 2D_\xi \nabla \xi \cdot \nabla \xi
\]  

(1.83)

All terms on the right-hand-side of Equation 1.82 are unclosed and require modelling. Literature provides suggestions how the terms may be closed.

1. Scalar dissipation \( \chi \) is generally modelled with Girimajis closure assuming local homogeneity [71].

2. The reaction term of reaction \( k \) is modelled using simple first-order closure.

\[
\langle \omega_k | \eta \rangle = \rho_0 k(Q_T Q_i Q_j)
\]
3. The fluctuation term, $\epsilon_y$, is neglected.

The first closure, conditional mean reaction rates are estimated from:

$$\langle \omega_i(Y, T)|\eta \rangle = \omega(Q, Q_T)$$  \hspace{1cm} (1.84)

This approach is valid if the conditional fluctuations of the reactive scalars are small enough for high-order terms to be negligible.

**Second order conditional moment closure:** Second-order closure [72] employs the conditional variances and covariances to improve the estimate of $\langle \omega_i|\eta \rangle$. This has been described in the literature with the Taylor expansion method and the assumed PDF method. The latter is more CPU-demanding but more accurate. In the assumed PDF method, the conditional mean reaction rate terms are calculated by:

$$\langle \omega_i(Y, T)|\eta \rangle = \int_{\Omega_\eta} \omega_i(\zeta_1, ..., \zeta_n; \eta) P(\zeta_1, ..., \zeta_n)|\eta) d\zeta_1...d\zeta_n$$  \hspace{1cm} (1.85)

where $n$ is the number of reactions, $\zeta_i$ is the sample variable for the reaction progress variable, $C_i, i = 1, ..., n$ and $\omega_\eta$ is the sample space of the reaction progress variables $C_i, i = 1, ..., n$, at $\eta$. $P$ is the conditional joint PDF.

**Doubly-conditional moment closure modelling:** In order to model extinction and re-ignition effects in turbulent, non-premixed combustion the doubly-conditional moment closure model was developed [73]. The method is based on Kilmenkoo and Bilger’s multi-conditional moment closure [74]. The scalar dissipation rate is introduced as a second conditioning variable into the first-moment, singly-conditional moment closure model. The source term for $\chi$ states that:

$$\frac{L(\chi)}{\rho} = \left( \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla - D \nabla^2 \right) \chi$$  \hspace{1cm} (1.86)

with constant diffusion $D$ and density $\rho$. The method is better suited to describe two-flow systems and extinction and re-ignition processes, than the single CMC.

**Other CMC methods:** There are several other models within CMC such as the conditional source-term estimation (CSE) model [75] which does not add any dimensionality to the equations. Similarly to LES it can be applied to either spatially filtered equations or Reynolds averaged contexts.
Flamelet modelling

The flamelet approach is the subject of this thesis. The idea that a turbulent, non-premixed flame can be seen as an ensemble of counterflow diffusion flames, so-called laminar flamelets, was first introduced by Williams [76]. Peters [77] extended this theory by comparing the chemical and physical time scales in turbulent flames taking non-equilibrium effects into account. The most important aspect of the laminar flamelet method is the decoupling of the chemistry modelling from the calculations of the flow field.

Such approach is based on the assumption that the chemical reaction time is much shorter than the time scale of the turbulent flow. This implies that the chemical reactions take place so fast that they remain unaffected by the movement in the turbulent flow. The region where the classical flamelet assumption is valid is identified in the Borghi diagram (Figure 1.4), where $D_a > 1$. In this domain the time scale for chemical reactions is smaller than that of the turbulent system. Peters divided the domain into five different states of the flamelet [77]:

1. the steady unreacted initial mixture,
2. the unsteady transition after ignition,
3. the quasi-steady burning state,
4. the unsteady transition after quenching, and
5. the unsteady transition after re-ignition with the stationary states.

States 1 and 3 are time-independent states. The species concentrations and temperature can be calculated using the steady flamelet approach. States 2, 4 and 5 are time-dependent. The must be modelled interactively with a CFD code, which is CPU-demanding. However, relevant pollutants such as NO$_x$ and soot are generated very slowly and the concentrations calculated from the quasi-steady burning state are never reached. Two flamelet approaches were shown to be able to handle this problem.

The unsteady flamelet method was first applied by Pitsch [78] in order to model transient effects such as the slow formation of NO$_x$ as well as other transient effects such as the loss of enthalpy due to radiation. Time-dependent flamelet equations are solved with information from the CFD code. As mentioned before the steady flamelet method (Section 3.3) is a special variant of the unsteady flamelet model (Section 3.2). It can be used to precalculate a library containing source terms of quantities not reaching the quasi-steady burning state, such as enthalpy, NO$_x$ and soot. The transport equations are
1.4. THE SOOT MODEL

then solved with the CFD code. The application of this concept to soot formation has been shown to provide an efficient approximation of the transient process of soot formation. Since the sources are given as functions of the local mixing and strain conditions, mean enthalpy and pressure, the model becomes independent of the flame-flow interaction the model employed in the CFD code. The flamelet model itself can be considered to be a special case of the conditional moment closure method, conditioned at a mixture fraction interval and the scalar dissipation rate at stoichiometry, $\chi_{st}$.

1.4 The Soot Model

Soot is an agglomerate of particles, which vary in structure and size [79]. The main constituent of soot is carbon and some minor amounts of hydrogen and oxygen. Depending on the surrounding gas, other species may adsorb onto the surface of soot. Although many properties of soot have been identified, it has not been possible to uniquely define the chemical composition of soot.

The size of the smallest soot particle follows the limits of experimental research. The size of the smallest primary particle is detected with an electron microscope and has a size of 20 nm [80]. Figure 1.10 shows an electron microscopic image of soot particles from the combustion of pyrolysis gas from wood chips produced at Technical University of Denmark [81]. Soot is produced during the combustion of hydrocarbons under fuel-rich conditions at high temperatures. The emission of soot from a flame is determined by the formation and oxidation of soot. Soot models of today describe the formation of soot in seven steps (Figure 1.11).

1. Reactions in the gas phase: The first step in soot formation is the formation of cyclic benzene $c\text{-}C_6\text{H}_6$ and phenyl $c\text{-}C_6\text{H}_5$ in the gas phase. The cyclic molecules grow further into two-dimensional Polyaromatic hydrocarbons (PAH).

2. Inception of particles: This is the first step wherein two two-dimensional PAHs merge into one three-dimensional particle.

3. Condensation: The particles grow via condensation of a two-dimensional PAH on a three-dimensional PAH.

4. Surface growth: The particles grow via reactions with the gas phase. Acetylene ($C_2H_2$) is mainly responsible for the growth of soot particles.

6. Agglomeration: Large clusters of particles are formed.

7. Oxidation: The soot particle loose mass in reactions with gas phase molecules \(O_2\) and \(OH\).

Source terms of soot formation can be assigned to each steps of soot formation and reduction. Figure 1.12 is taken from Megaridis and Dobbins [82]. It shows that the zone upstream in the flame is dominated by inception and condensation of PAHs previously formed in the gas phase. These are the first soot particles. The particles grow in the reaction with \(C_2H_2\). They coagulate and form large agglomerates. At high temperatures the soot particles interact with the gas phase and oxidation reduces the size of the particles. This Figure is very schematic and does not tell the complete truth. Soot formation occurs even in the horizontal plane of the flame, which does not show in the figure. The single processes of soot formation are dependent of the mixture fraction scalar dissipation rate and enthalpy. They are present at all times, even though the zones are dominated by different processes.

A large number of models have been developed to describe the formation of soot in various combustion situations. These include a number of chemical models, ranging from simple chemical mechanisms, with a few reactions, to large detailed chemical models. They also vary in their description of soot.
formation built in the flow code as a postprocess or interactively with the flow code. Kennedy [83] classified existing models into three groups, a classification which will be followed in this section.

1. Empirical models based completely on experimental data.
2. Semi-empirical computer models containing a mathematical description supplemented with data originating from experimental result.
3. Detailed models seeking to solve the rate equations for the elementary reactions that lead to soot.
Figure 1.11: Process of soot formation.
Figure 1.12: A schematic description of the dominant sources of soot formation in different zones in a flame. The radial components are neglected (after Megaridis and Dobbins [82]).
1.4.1 Empirical Models

The pioneers of the field developed empirical models. Some scientists still work with empirical models since they give rapid results. They are based on experimental results and are designed to model a certain combustion situation and do not describe combustion processes in general. Empirical models do not require complex modelling and are thus easy to develop and require little CPU time. Most empirical models are based on the definition threshold sooting index (TSI). The first to define the TSI as a function of the equivalence ratio were Calcote and Manos $^84$:

$$TSI = a + b\Phi_C \tag{1.87}$$

where $a$ and $b$ are empirical constants and $\Phi_C$ is the critical threshold equivalence ratio. Soot formation is expected to begin when the $C/O$ ratio exceeds unity. Experiments have shown that this event already occurs at $C/O = 0.5$ \cite{1}. The definition of the TSI was further developed by Gill and Olson $^85$ who included a contribution of each component of the fuel to the TSI. The model was extended by Glassman and Takahashi $^86$ who expressed the TSI as a function of an effective equivalence ratio, $\Phi \equiv \frac{2C+H}{2O}$. The models were further developed and applied to different combustion conditions. In 1991 Kahn et al. $^87$ proposed a model describing soot formation in diesel engines. They assumed that the diameter of soot particles formed in engines was constant for all speeds and loads. As a consequence, soot formation became the result of particle inception alone. Particle inception was considered to be a function of pressure, the equivalence ratio of unburned gases and the temperature. Lefebvre $^88$ applied the Kahn model to gas turbines. De Ris et al. $^18$ developed a model describing soot formation in fires in buildings. Their method is based on the measurement of the soot layer thickness, $\delta_S$, through the deposition of soot particles on metal rods placed at different locations in the flame. Megaridis and Dobbins $^82$ found the soot volume fraction to be proportional to the deposition. Curve fits of the measurements resulted in the following definition of the soot volume fraction:

$$f_V\delta_S = -\lambda_0 \ln (1 - \epsilon_0) \tag{1.88}$$

where $\epsilon_0$ is the extinction coefficient taken from Markstein $^18$ and $\lambda_0 \in [0.9, 1.0] \mu m$ is the wavelength. The main interest in the present work was to include the radiative properties of the soot in a simple model.

One may wonder why it is of interest to spend more time on understanding the details of soot formation and oxidation, if such simple models exist? One answer might be the following: In order to be able to counteract the process
of soot formation in combustion, and thereby optimize combustion as well as avoiding emission and pollution due to soot, it is not sufficient to know only where soot is formed in the flame, but also how and why it is generated. Another answer is that it is very exciting to find answers to all the questions that arise in this field. Modellers still struggle to achieve the most detailed description of pollution formation in flames, using as little CPU time as possible. The third answer is that the applicability of simple models is restricted to the exact conditions of a particular combustion process. More detailed models succeed in describing combustion process in a general way.

1.4.2 Semi-empirical Models

Many semi-empirical models focus on reproducing experimental results regarding the formation of soot and its precursors. They are often based on simple chemical models and parameters which are to fit the experimental results. In 1971 Tesner et al. [89], developed a model of soot formation based on simple kinetics and a two-step mechanism for soot production: the formation and reduction of soot nuclei. The aim of the model was to interpret measurements performed by Tesner [90] in an acetylene/hydrogen flame. The rate of particle formation is given by:

\[
\frac{dn}{dt} = n_0 + (f - g)n - g_0 Nn
\]  

(1.89)

where \(n_0\) is the initial number of nuclei, \(f\) and \(g\) are branching and terminating coefficients, \(g_0\), is the rate of loss of nuclei due to collisions with gas molecules and \(N\) is the number density of soot particles given by:

\[
\frac{dN}{dt} = (a - bN)n
\]

(1.90)

Here, \(a\) and \(b\) are adjustable parameters. Tesner’s soot model can be considered to be the foundation of many later soot models. Some of them will be presented here. Soot formation in laminar and turbulent, premixed, co- and counter flow flames is the focus of a great number of numerical and experimental studies. Surovikin [91] developed a more detailed model to describe the formation of soot particles and added oxidation to the model.
Surovikin formulated a model in four steps:

1. formation of radical nucleus,
2. growth of nucleus to incipient particle,
3. growth of incipient particle into carbon particles, and
4. oxidation of the soot particle via $O_2$.

Magnussen et al. [92] extended Tesner’s two-step soot concept with the oxidation of soot and coupled it to a simple eddy dissipation model to calculate a turbulent acetylene flame. Here the reactants were assumed to be homogeneously mixed. Brown and Heywood [93] improved the mixing properties by adding a stochastic mixing model to simulate the inhomogeneous mixing and combustion in a diesel engine. Other flow codes such as the KIVA code have been coupled to Tesner’s two-step soot kinetics. Jensen et al. [94] defined a soot model in five steps. The soot nucleus was answered to consist of $C_2$ or $C_2H$ molecules. The steps to soot formation applied in this model are:

1. Reversible gas phase mechanism containing 11 reactions, wherein soot nuclei are formed,
2. Coagulation,
3. Soot surface growth,
4. Oxidation,

Graham [95] assumed that the first steps of soot formation took place by the pyrolysis of aromatic hydrocarbons. Dobbins et al. [82] suggested that soot particles were formed in a graphitization process of liquid droplets. Mulholland [96] formulated a simple reaction mechanism for the soot formation process in Arrhenius form, where large nuclei were formed during pyrolysis of the fuel. The surface growth was assumed to be proportional to the area of the soot surface. The fuel itself was considered to be responsible for the surface growth. Kennedy et al. [83] formulated an equation to describe soot formation in which the number density was assumed to be constant. Moss’ soot model [48] is of special interest since it is based on the flamelet concept to model soot formation in diffusion flames, which is also the focus of this thesis. The model accounts for: particle inception causing an increase in number density; surface growth; coagulation as well as oxidation through $O_2$ and $OH$. The source terms for the number density and the soot volume fraction are expressed as functions of
temperature and mixture fraction. The model consists of two soot equations for the number density, $N$, and the soot volume fraction $f_V$.

$$\frac{d}{dt}\left(\frac{n}{N_0}\right) = \alpha(Z) - \beta(Z)\left(\frac{n}{N_0}\right)^2 \quad (1.91)$$

$$\rho_S \frac{df_V}{dt} = \gamma(Z)n + \delta(Z) \quad (1.92)$$

The source terms $\alpha$, $\beta$, $\gamma$ and $\delta$ for the number density are given by:

$$\alpha = C_\alpha \rho^2 \sqrt{T} X_{fuel} \exp\left(-\frac{T_\alpha}{T}\right) = \frac{\delta}{144} \quad (1.93)$$

$$\beta = C_\beta \sqrt{T} \quad (1.94)$$

$$\gamma = C_\gamma \sqrt{T} X_C \exp\left(-\frac{T_\alpha}{T}\right) \quad (1.95)$$

where $n_0$ is the initial number of nuclei, $T$ is the temperature and $T_i$ is the activation temperature. $X_{fuel}$ is the mole fraction of the fuel. $C_\alpha$, $C_\beta$ and $C_\delta$ are parameters used to calibrate the model to experimental results obtained by Young et al. [97] in ethylene/air flames. Syed et al. [98] coupled the model to a parabolic $k$–$\varepsilon$ turbulence model. Another approach relevant the present work was done by Lindstedt [19, 99]. Lindstedt developed soot models for laminar and turbulent diffusion flames. He also applied the flamelet approach to compute species concentrations and a simple soot model to predict soot volume fractions in diffusion flames. The flamelet model was coupled to a CFD code. He made the crucial contribution to model evolution by making $C_2H_2$ mainly responsible for the nucleation process. The effect of acetylene on soot formation is now a well-studied phenomenon [100].

$$C_2H_2 \rightarrow 2C_{soot} + H \quad (1.96)$$

His model contained the usual steps: nucleation, surface growth, coagulation and oxidation and and a few chemical reactions for the gas phase. The result was adjusted to experimental data by parameter variations. A number of modellers are occupied with studying the reduction of soot, since this is a very relevant phenomenon. Among these are Harries et al. [101], who formulated a simple $OH$, $O_2$ oxidation mechanism containing the enduct $CO_2$ and implementing the Nagel–Strickland–Constable [102] formula of $O_2$-oxidation. Mechanisms for different fuels and species have been defined, such as a methane mechanism by Smooke et al. [103] and a mechanism involving $C_2$ chemistry by
Frenklach [104]. The chemical mechanism, which were developed grew larger with an increasing number of reactants. Numerical methods were developed in order to solve non-linear differential equations balancing the chemistry. Another contribution to this field, of relevance in this thesis is that of Kollmann et al. [105]. A PDF transport model was used to simulate the reacting turbulent flow in a sooting ethylene diffusion flame. Kollmann et al. calculated the process of soot formation using a simple soot model based on experimental chemical source terms [105]. In this approach the source terms are functions of the mixture fraction.

1.4.3 Detailed Chemical Models

In order to provide predictions that are generally valid for any combustion condition, modellers have began to work on models that are free from experimental input parameters. Experiments serve for validation in this context. This aim is to define mechanisms for the complete process, and thus increase our understanding of the formation of soot and soot precursors such as $C_2H_2$ and PAHs. One of the biggest contributions in this field comes from Frenklach and co-workers. The soot model applied in this thesis is based on the work by Frenklach et al. and others, and will be discussed in Chapter 2.
Chapter 2

The Chemical Soot Model

The different steps of soot formation introduced in the previous chapter is the foundation of this work. They are modelled using chemical and statistical methods which will be presented in this chapter.

2.1 Chemical and Statistical Methods

Different concepts were used in this work to model the formation of soot particles. The generation of soot can be described by chemical mechanisms. Almost one hundred species and about a thousand reactions are involved in the chemical reactions taking place in the gas phase. Even more reactions would be needed to model the generation of soot particles completely. In order to limit the computational demands, some of these reactions have been replaced by a statistical approach. Hence, the characteristics of the formation of soot particles are conveniently described by particle size distribution functions (PSDFs). The smallest unit of the particle size distribution function for soot is the carbon atom, the basic constituent of soot. All physical and chemical processes affecting the PSD must be included in the description. The statistical method of moments introduced by Frenklach et al. [106] and described in Section 2.1.2, makes it possible to solve soot particle size distribution functions.

2.1.1 Chemical Methods

The first steps in soot formation are chemical reactions of species present in the gas. The work presented in this thesis was based on a detailed chemical
model, which is the subject of this chapter. Global reactions of the type:

$$Enduct(A) + x_1 Enduct(B) \rightarrow x_2 Product$$

are broken down into elemental reactions of the type

$$A + B \rightarrow C + D \quad (2.1)$$

where $A$, $B$, $C$ and $D$ are species in the gas. The reaction rate at which $A$ is produced in Equation 2.1 is a function of the concentrations of species $A$, $[A]$ and $B$, $[B]$ and the reaction coefficient $k$:

$$\frac{d[A]}{dt} = -k[A][B] \quad (2.2)$$

where the reaction coefficient in low-temperature domains can be defined through the Arrhenius form.

$$k(T) = A \exp \left( -\frac{E_A}{RT} \right) \quad (2.3)$$

At higher temperatures, an equation in non-Arrhenius form 2.4 is used:

$$k(T) = AT^\beta \exp \left( -\frac{E_A}{RT} \right) \quad (2.4)$$

where $T$ is the temperature in Kelvin, $E$ the energy and $R$ the universal gas constant. The species balance equation is solved for every species involved in the combustion process.

$$\rho \frac{\partial Y_i}{\partial t} = -\rho u_{\alpha} \frac{\partial Y_i}{\partial x_{\alpha}} + \frac{\partial}{\partial x_{\alpha}} \left( \rho D \frac{\partial Y_i}{\partial x_{\alpha}} \right) + \dot{\omega}_i \quad (2.5)$$

### 2.1.2 Statistical Method - Method of Moments

The statistical methods which will be introduced in this section replace a great number chemical reactions for soot formation. The formation of soot particles can be broken down to an infinite number of collision processes of particles of all sizes. The particle size distribution function (PSDF) is one approach to describe the number density, $N_i$, of particles of all size classes, equations for the number densities of all size classes $i = 1, \ldots, \infty$ with the mass $m_i = i \cdot m_1$, based on the mass of the smallest unit is the mass of the carbon atom $m_c$.

$$N_i = f(d_i, t, T, \ldots) \quad (2.6)$$
where \( N_i \) is a function of diameter \( d_i \), time \( t \), temperature \( K \) and others. The process of growth is divided into discrete classes. The moments of the PSDF can be solved using the statistical method of moments [107] and [106] where:

\[
M_r = \sum_{i=1}^{\infty} m_i^r N_i \quad r = 0, 1, 2, ... \tag{2.7}
\]

The method of moments is applied to describe the distribution of the size classes. The method is based on the fact that the direct simulation of the particle size distribution can be replaced by an infinite set of equations describing the statistical method of moments. In this work only a few moments are used in order to save CPU time, and the validity of this is discussed in Section 4.1.1. In general the moment \( r \) of the size class \( M \) is defined as the sum of the probability density function and size distribution:

\[
M_r = \sum_{i=1}^{\infty} x_i^r p_i \tag{2.8}
\]

where \( x_i^r \) is random variable, e.g. the mass of the particles in size class \( i \), the PAH and \( p_i \) the probability density function, e.g. the number density of the particles in size class \( i \). The physical interpretation of the variables will be discussed in the following sections. The method of moments is valid if the sum converges. The first and second moments have mathematical and physical meanings. The first moment

\[
M_1 = \sum_{k=1}^{\infty} x_k p_k \tag{2.9}
\]

is the expectation value of \( M \), and the second moment:

\[
M_2 = \sum_{k=1}^{\infty} x_k^2 p_k \tag{2.10}
\]

is the variance of \( M \). They may also be interpreted in a physical context as will be shown in Section 2.3.

### 2.2 The Gas Phase Reactions

The formation of soot particles starts out with heterogeneous reactions in the gas phase, where the first nucleus is built. Those reactions, the formation of the first polyaromatic hydrocarbons and the further growth of the PAHs is described in this section.
2.2.1 The Formation of PAHs

Extensive chemical mechanisms are involved when the first building blocks of soot, the cyclic polyaromatic hydrocarbons benzene \( c-C_6H_6 \) and phenyl \( c-C_5H_6 \), are formed. The mechanisms applied in this work are based on a mechanism developed by Warnatz et al. [51]. It includes \( H_2/O_2 \) chemistry and mechanism for \( C_1-C_4 \), as well as the formation of \( H_2-CO \) and oxidation via \( O_2 \) and \( OH \). The kinetics developed by Warnatz are valid for lean combustion conditions. They have been adjusted by Frenklach et al. [16] to rich combustion conditions, which are of special interest in soot formation (see Table 2.1). Frenklach included a mechanism which leads to the formation of cyclic polyaromatic hydrocarbons benzene and phenyl. The molecule mainly responsible for the process of growth of the rings is acetylene. The mechanism was developed by Frenklach and Mauss [104, 108]: Another path for the formation of benzene in fuel-rich high-temperature domains is via the species propagyl \( (C_3H_3) \) [109, 110, 111, 112] as shown in Table 2.2: Soot particles in flames are subjected to formation as well as reduction processes. Hydrocarbons which were formed during the formation of benzene and phenyl are reduced in oxidation via \( O_2 \) (see Table 2.3) and \( OH \). Since flame velocities and species profiles are affected by these processes it is important to include a detailed description of the oxidation of higher order hydrocarbons. Slagle et al. [113], Warnatz [51] and Westmoreland [114] have studied these processes. In the present work the detailed chemical reaction scheme of Chiang et al. [115] and Balthasar [116] was applied in the reaction mechanism. In this work two different were fuels considered, acetylene/nitrogen and ethylene. The chemical reactions for

**Table 2.1:** Reactions with acetylene, which is mainly responsible for the growth of PAH and soot.

\[
\begin{align*}
C_2H_3 &+ C_2H_2 \leftrightarrow n-C_4H_5 \\
n-C_4H_5 &+ C_2H_2 \leftrightarrow n-C_6H_6 + H \\
C_3H &+ C_2H_2 \leftrightarrow n-C_4H_3 \\
n-C_4H_3 &+ C_2H_2 \leftrightarrow c-C_6H_5
\end{align*}
\]

**Table 2.2:** \( C_3 \) reactions.

\[
\begin{align*}
C_3H_3 &+ C_3H_3 \leftrightarrow c-C_6H_6 \\
C_3H_3 &+ C_3H_3 \leftrightarrow c-C_6H_5 + H \\
C_3H_3 &+ C_3H_4 \leftrightarrow c-C_6H_6 + H
\end{align*}
\]
Table 2.3: Oxidation in reaction with $O_2$.

\[
\begin{align*}
n-C_4H_3 + O_2 & \rightarrow C_2H + HCO + HCO \\
I-C_4H_3 + O_2 & \rightarrow C_2H + CH_2O + CO
\end{align*}
\]

both fuels rely on the mechanism described above. A detailed description of the mechanism can be found in [108].

### 2.2.2 Growth of PAHs

After small polyaromatic hydrocarbons benzene $c$-$C_6H_6$ and phenyl $c$-$C_6H_5$ are formed they grow in further reaction with the gas phase species. This growth is a chemical process, beginning with one stable PAH, and can be described by a complicated chemical mechanism. Instead, Frenklach [16, 117] divided the growth of PAHs into different stages, associated with different size classes of PAHs. Growth from one size class to the next is assumed to be identical. The reversible reactions repeat in cycles of growth (Figure 2.1). The mechanism can be restricted to the so-called HACA mechanism, Table 2.4, which is a reversible reaction scheme. This describes the growth of a PAH by hydrogen abstraction through reactions with $H$, $O$ or $OH$, acetylene addition, further hydrogen abstraction, followed by the addition of an acetylene molecule, which completes the next ring on the PAH (Figure 2.2).

Table 2.4: The HACA mechanism.

\[
\begin{align*}
(1) & & C_{i,soot}^o - H + H & \xrightleftharpoons{k_{1,i}} & C_{i,soot}^o - * + H \\
(2) & & C_{i,soot}^o - * + H & \xrightarrow{k_2} & C_{i,soot}^o - H \\
(3) & & C_{i,soot}^o - * + C_2H_2 & \xrightarrow{k_{3,i}} & C_{i,soot}^o - H \\
(4) & & C_{i,soot}^o - * + O_2 & \xrightarrow{k_{4,i}} & \text{Products} \\
(5) & & C_{i,soot}^o - H + OH & \xrightarrow{k_{5,i}} & \text{Products}
\end{align*}
\]

The statistical method of moments is used to solve the size distribution. One general reaction rate, $P_{i,j}$, is introduced. It employs the translation from one stage to the next, where $i$ denotes the size class and $j$ one stage of the molecular structure in the polymerization cycle. The resulting set of equations has the dimension of the number of distinct chemical structures within one cycle. Mauss [108] suggested reducing the system even more by introducing the method of fast polymerization, which implies that the PAHs are in a steady state.

\[
\frac{\partial[P_{i,j}]}{\partial t} = 0 \quad (2.11)
\]
This approach reduces the polymerization reactions and thereby the computational effort required for the calculation of the moments of the size distribution. The $r^{th}$ moment of the PAH size distribution is defined as:

$$[M_r^{PAH}] = \sum_{i=1}^{\infty} \sum_{j=1}^{6} n_{r,i,j} [P_{i,j}] = 0, 1, \ldots, \infty \quad (2.12)$$

where $n_{r,i,j}$ is the number of monomer units, which is one C-atom and $[P_{i,j}]$ the concentration of the PAH structure $j$ at stage $i$. The transport equation for the density-weighted moments $M_r^{PAH}$ for a laminar premixed flame is given by Balthasar [116],

$$\rho v \frac{\partial M_r^{PAH}}{\partial x} - \frac{\partial}{\partial x} (\rho D_1) \frac{\partial M_r^{PAH}}{\partial x} = \sum_{i=1}^{\infty} \sum_{j=1}^{6} n_{r,i,j} L \left( \nabla (P_{i,j}) \right) \quad (2.13)$$

where $L \left( \nabla (P_{i,j}) \right)$ is the convective diffusive operator of the PAH moment continuity equation.

$$L \left( \nabla (P_{i,j}) \right) = r_{pi} + r_{con} + r_{reac} \quad (2.14)$$

It is balanced by the source terms of particle inception, condensation and the chemical reactions.


**2.3. THE SOOT MODEL**

The formation of soot particles in this work is assumed to go on in seven different steps via reactions with molecules in the gas (Figure 1.11). The modelling of the separate steps to soot formation will be studied closely in this section. Gas phase reactions and the formation of two dimensional PAHs proceed the first step of soot formation.

1. Inception of particles is the initial step of soot formation, where the first and the smallest soot nucleus is built. Particle inception describes the process where two two-dimensional PAHs, which were formed in the gas phase, merge into one three-dimensional particle.

2. Condensation: Here the gas phase reactions are not explicitly involved. One two-dimensional PAH condense on a three-dimensional PAH. The process involves collisions of molecular structures of different sizes.

3. Surface growth: involve heterogenous reactions with molecules in the gas. Acetylene, \( C_2H_2 \), has been shown to dominate this process of growth. Surface growth is dependent on the constituency of the surface, which will be shown to be strongly model dependent.
4. Coagulation: This process describes the merging of two spherical soot particles into one larger spherical soot particle. The process is treated statistically.

5. Agglomeration: Large clusters of particles are formed in this process. The soot particles are not assumed to be spherical anymore. The particles turn into fractal shapes.

6. Oxidation: The soot particle looses mass in heterogenous reactions with gas phase molecules \(O_2\) and \(OH\). The reactions lead to abstraction of a hydrogen radical.

Even in this context the method of moments (see Section 2.1.2) is used to describe the size distribution of the soot particles. The \(r^{th}\) moment of the size distribution function is defined as a function of the particle \(i\) and the number density of particle \(i\) with the mass given by:

\[
m_i = i \cdot m_1
\]  

(2.15)

where \(m_1\) is the mass of the smallest soot particle.

\[
M_r = \sum_{i=1}^{\infty} m_i^r N_i
\]  

(2.16)

The particle mass, \(m_i\), is the physical interpretation of the random variable, \(x_i\), presented earlier and the number density, \(N_i\), corresponds to the probability density function, \(p_i\). The first moment, \(M_0\), is defined below:

\[
M_0 = \sum_{i=1}^{\infty} N_i = N
\]  

(2.17)

The physical interpretation of this variable is the total particle density. The second moment, \(M_1\), is of interest as well, as it resolves the soot volume fraction.

\[
M_1 = \sum_{i=1}^{\infty} i N_i = f_V \frac{\rho}{m_1}
\]  

(2.18)

A transport equation for the density-weighted moments of the size distribution, \(S_M_r\), can be defined analogously to the previous chapter:

\[
\rho \nu \frac{\partial S_M_r}{\partial x} - \frac{\partial}{\partial x} \left( \rho D_{p,1} \frac{\partial}{\partial x} S_M_{r-2/3} \right) + \frac{\partial}{\partial x} \left( 0.55 \rho \nu T \frac{\partial}{\partial x} S_M_r \right) = L \left( S_M_r (N_A) \right)
\]  

(2.19)
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$L \left( \overline{S^M_r(N_A)} \right)$ is the source term of the $r^{th}$ moment:

$$L \left( \overline{S^M_r(N_A)} \right) = \overline{S^M_{r,pi}} + \overline{S^M_{r,con}} + \overline{S^M_{r,coag}} + \overline{S^M_{r,sg}} + \overline{S^M_{r,ox}}$$  \hspace{1cm} (2.20)

where: $pi =$ particle inception, $con =$ condensation, $coag =$ coagulation, forming either spherical or fractal particles, $sg =$ surface growth and $ox =$ oxidation.

2.3.1 Inception of Particles

Particle inception describes the initial step of soot formation in which the first particle is formed. The gas phase is left behind and the phase of condensed material is entered when two two-dimensional PAHs merge and form the first three-dimensional structure. The size of this first particle is still a matter of discussion. As mentioned above the latest experimental techniques are used to define the smallest soot particle [80]. The Smoluchowski equation describes the interaction of two PAHs of the same type as is the case in particle inception. The transient particle number for each size class, $i$, is described by Equation 2.21. The equation consists of a particle-producing term and a particle-consuming term. Particles of size class $i$ are produced when two particles of smaller size, class $i - k, 0 < k \leq i$, merge. Particles of larger size class $i + k, 0 \leq k < N - i$, are produced by consuming particles of size class $i$.

$$\dot{N}_i = \frac{1}{2} \sum_{j=1}^{i-1} (\beta_{j,i-j}N_jN_{i-j}) - \sum_{j=1}^{\infty} (\beta_{j,i}N_iN_j)$$  \hspace{1cm} (2.21)

The frequency factor $\beta_{j,i-j}$ is a probability weight for the production of particles of size class $i$ by particles of size class $j$ and $i-j$. Factor $\beta_{i,j}$ is a probability weight for the consumption of particles of size class $i$ by particles of size class $j$ and $i$. The frequency factor is given by:

$$\beta_{i,j} = \epsilon_{ij} \sqrt{\frac{8\pi k_B T}{\mu_{i,j}}} (r_i + r_j)^2$$  \hspace{1cm} (2.22)

where $k_B$ is the Stefan Bolzmann constant, $\mu_{i,j}$ the reduced mass, $r_i$ the radius of particles in class $i$ and finally $\epsilon_{ij}$ is the size-dependent Van der Waals enhancement factor due to either the attractive or repulsive forces between the particles. However, this section deals with the inception of particles which
is a growth process. Therefore, only the production of particles in class $i$ is considered:

$$\dot{N}_{i,pi} = \frac{1}{2} \sum_{j=1}^{i-1} (\beta_{j,i-j} N_j N_{i-j})$$  \hspace{1cm} (2.23)

Frenklach et al. [117] suggested replacing the Smoluchowsky equation for all particle size classes by the statistical method of moments of size distribution for the particles. Multiplying Equation 2.23 by $i^r$ and summing over all size classes results in the following formulation of the PAH size distribution.

$$s^{M}_{r,pi} = \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} ((i+j)^r \beta_{i,j} P N_i P N_j)$$  \hspace{1cm} (2.24)

The well-known relation between particle volume, $V_i$, particle mass, $m_i$, and soot density, $\rho_s$:

$$V_i = \frac{m_i}{\rho_s} = \frac{i m_1}{\rho_s}$$

leads to the following definition of the frequency factor:

$$\beta_{i,j} = C \cdot \sqrt{i^{1/3} + j^{1/3}}^2$$  \hspace{1cm} (2.25)

where:

$$C = \epsilon_{i,j} \sqrt{\frac{6k_B T}{\rho_s}} \left( \frac{3m_1}{4\pi \rho_s} \right)^{1/6}$$  \hspace{1cm} (2.26)

Kennedy et al. [101] set the Van der Waals enhancement factor for particle inception, condensation and coagulation, $\epsilon_{i,j} = 2.2$, which leads to the $C$ factor given below.

$$C = 2.2 \cdot \sqrt{\frac{6k_B T}{\rho_s}} \left( \frac{3m_1}{4\pi \rho_s} \right)^{1/6}$$  \hspace{1cm} (2.27)

The PAHs involved in particle inception are assumed to be members of the same size class $i = j$, based on the smallest unit, carbon monomers. This leads to the following frequency factor.

$$\beta_{i,j} = \sqrt{32} \cdot C \cdot i^{1/6}$$  \hspace{1cm} (2.28)

The source terms for the moments with respect to particle inception can be formulated as a function of the moments for the soot particle and PAH size distribution. $P$ denotes the PAH distribution.

$$s^{M}_{r,pi} = \frac{1}{2} C \sum_{k=0}^{r} \binom{r}{k} (P M_{k+\frac{r}{2}, k} M_{r-k})$$  \hspace{1cm} (2.29)
The moments $P^0 M_0 - P^r M_r$ result in the fast polymerization model for PAH growth. Moments of fractional order are obtained by Lagrange interpolation.

### 2.3.2 Condensation

Condensation is the process in which one two-dimensional PAH join onto a three-dimensional soot particle. As for particle inception, the Smoluchowski equation is used to describe this process.

\[
\dot{N}_{i,\text{con}} = \sum_{j=1}^{i-1} (\beta_{j,i-j} P N_j S N_i) - \sum_{j=1}^{\infty} (\beta_{j,i} S N_i P N_j) \tag{2.30}
\]

\[
S^\dot{M}_{i,\text{con}} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (i+j)^r \beta_{j,i} P N_i S N_i - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (i+j)^r \beta_{j,i} S N_i P N_j \tag{2.31}
\]

Condensation describes the interactions between particles of different size classes. Assuming that one of the particles is much larger that the other ($i \gg j$) the collision frequency is given by:

\[
\beta_{i,j} = C j^{-\frac{1}{2}} i^{\frac{3}{2}} \tag{2.32}
\]

The resulting source terms for the moments with respect to condensation can be formulated as a function of the moments for the soot particle and PAH size distribution.

\[
S^\dot{M}_{r,\text{con}} = C \sum_{k=0}^{r-1} \binom{r}{k} (P M^k_{r-k} M_{r-k}) \tag{2.33}
\]

### 2.3.3 Surface Growth and Oxidation

Surface growth and oxidation are heterogeneous reactions in which the soot particles interact with the gas phase to either gain or reduce mass. Different approaches have been undertaken to define the rate of surface growth. The models are based on the assumption that the rate of surface growth is dependent on either the soot volume fraction, or on the surface area of the soot particles. In the latter case the fractal dimension of the surface is of relevance. Wagner [118] gave an empirical expression of the rate of surface growth as a function of soot volume fraction, $f_v$:

\[
\frac{df_v}{dt} = k(f_{v,\infty} - f_v) \tag{2.34}
\]
Table 2.5: The HACA-mechanism

(1) \( C_{\text{soot}}^i H + H \xrightleftharpoons[k_1,\infty]{k_2} C_{\text{soot}}^i + H \)
(2) \( C_{\text{soot}}^i * + H \xrightarrow{k_3} C_{\text{soot}}^i - H \)
(3) \( C_{\text{soot}}^i * + C_2H_2 \xrightarrow[k_4,\infty]{k_5} C_{\text{soot}}^i + H \)
(4) \( C_{\text{soot}}^i * + O_2 \xrightarrow{k_6} \text{Products} \)
(5) \( C_{\text{soot}}^i H + OH \xrightarrow{k_7} \text{Products} \)

where \( k \) is the empirical rate constant for the surface reactions and \( f_{v,\infty} \) is the final value of the soot volume fraction. A model based on the soot surface has been presented by Harries and Weiner [119]. This empirical formulation of the rate of surface growth was found to be:

\[
\rho \frac{df_v}{dt} = k_S S [C_2H_2]
\] (2.35)

where \( k_S \) is the empirical rate constant for the surface reactions, \( S \) is the surface area of the soot particle and \( \rho \) the soot density. It was shown that the rate of surface growth decreases with increasing size of the particle, which coincides with the age of the particle. A chemical reaction path for the surface reactions has been given by Frenklach and Wang [104]. The principle of active sites on soot particles was introduced in this context. The active site parameter indicates the reaction activity of the soot surface and allows the particle to take part in the gas phase reactions. An active site on the surface of the soot particle is a \( C \) atom, bound to a hydrogen radical, namely the atom \( C_{\text{soot}}^i H \) and the radical active site \( C_{\text{soot}}^i * \). The surface reaction constants are then obtained from the PAH reactions. The growth rate can be formulated as follows.

\[
\rho \frac{df_v}{dt} = k_3 [C_2H_2] [C_{\text{soot}}^i - *]
\] (2.36)

Assuming that the reaction with the surface is fast, and assuming that the concentration of the active radical sites is in steady state, the concentration can be determined.

\[
[C_{\text{soot}}^i - *] = \left( \frac{k_1 [H]}{k_1 [H] + k_2 [H] + k_3 [C_2H_2] + k_4 [O_2]} \right) \cdot [C_{\text{soot}}^i - H]
\] (2.37)

The concentration of active sites, \( C_{\text{soot}}^i H_\chi \), on the soot surface, which is the sum of \( [C_{\text{soot}}^i - *] \) and \( [C_{\text{soot}}^i - H] \), can be calculated with the help of the surface density, \( S \), the number of sites, \( \chi_{\text{soot}} \), and the fraction of active sites, \( \alpha \):

\[
C_{\text{soot}}^i = \frac{\chi_{\text{soot}} - \alpha S}{N_A}
\] (2.38)
Table 2.6: The HACARC-mechanism.

(1.a) \[ C_{\text{soot},i}H + H \xrightleftharpoons[\text{(1.a)}]{k_{1a}} C_{\text{soot},i}^* \quad + H_2 \]
(1.b) \[ C_{\text{soot},i}H + OH \xrightleftharpoons[\text{(1.b)}]{k_{1b}} C_{\text{soot},i}^* \quad + H_2O \]
(2) \[ C_{\text{soot},i}^* + H \xrightarrow[\text{(2)}]{k_2} C_{\text{soot},i}H \]
(3.a) \[ C_{\text{soot},i}^* + C_2H_2 \xrightleftharpoons[\text{(3.a)}]{k_{3a}} C_{\text{soot},i}C_2H_2 \]
(3.b) \[ C_{\text{soot},i}C_2H_2 + \xrightarrow[\text{(3.b)}]{k_{3b}} C_{\text{soot},i+1}H \quad + H \]
(4.a) \[ C_{\text{soot},i}^* + O_2 \xrightarrow[\text{(4.a)}]{k_{4a}} C_{\text{soot},i-1}^* \quad + 2\text{CO} \]
(4.b) \[ C_{\text{soot},i}C_2H_2 + O_2 \xrightarrow[\text{(4.b)}]{k_{4b}} C_{\text{soot},i}^* \quad + 2\text{CHO} \]
(5) \[ C_{\text{soot},i}H + OH \xrightarrow[\text{(5)}]{k_5} C_{\text{soot},i-1}^* \quad + \text{CH} \quad + \text{CHO} \]

where:

\[ S = \sum_{i=1}^{\infty} S_i N_i \quad \text{(2.39)} \]

In this work the HACARC mechanism (see Table 2.6), the so-called hydrogen-abstraction-carbon-addition-ring-closure-mechanism described by Mauss [120] was used:

The concentration of the active radical sites, \( C_{\text{soot}}^* \), and \( C_{\text{soot}}^*C_2H_2 \), is found, as mentioned previously, based on the assumption of a quasi-stationary state:

\[ [C_{\text{soot}}] = \sum_{i=1}^{\infty} \alpha \frac{\chi_{\text{soot}}}{N_A} S_i N_i \quad \text{(2.40)} \]

where \( S_i \) is the surface area and \( N_i \) the number density of particles of size class \( i \). \( \alpha \) is the fraction of the active sites available for chemical reactions. \( \alpha \) is a steric factor, that accounts for the probability of the gaseous species colliding with the reactive prismatic planes of a soot particle [121]. It was found to quantify the temperature dependent morphology of the soot particles [122]. The value of \( \alpha \) is still a matter of discussion and will be considered in Chapter 4. Appel et al. [122] developed a temperature formulation of the active site parameter for premixed flames:

\[ \alpha = \tanh \left( \frac{a}{\log \mu_1} + b \right) \quad \text{(2.41)} \]

where \( \mu_1 \) is the first size moment of the soot particle distribution, and \( a \) and \( b \) are fitted parameters given by:

\[ a = 12.65 - 56.3 \cdot 10^{-4} \cdot T \quad \text{(2.42)} \]
and
\[ b = -1.38 + 6.8 \cdot 10^{-4} \cdot T \quad (2.43) \]

As mentioned above the surface annealing of aging soot particles is a result of a decreasing \( H \) atom concentration and the ensuring reduction in radical sites \([104]\). Frenklach and Wang \([104]\) claimed that \( \alpha \) must decrease with temperature. They argued that at high temperatures soot particle crystallites align themselves in such a way that the active sites of neighbouring crystallites face each other, and thereby thus the access of gaseous species. Each benzene molecule contained in a soot particle is assumed to have one active site, \( \chi_{\text{soot}} S_1 \), which results in the following expression for the active sites:
\[ \chi_{\text{soot}} S_i = \chi_{\text{soot}} S_1 i^{2/3} = i^{2/3} \quad (2.44) \]

where \( i \) is the size class of the molecule. The source terms of surface growth and oxidation for the soot moments follow the formulation of Balthasar \([116]\):
\[ \dot{S} M_{0,sg} = 0 \quad (2.45) \]
\[ \dot{S} M_{r,sg} = \alpha k_{3a,f} [C_2H_2] J_{3a} A \]
\[ \cdot \sum_{k=0}^{r-1} \binom{r}{k} M_{k+\frac{2}{3}} 2^{r-k}, \quad r = 1, 2, ... \quad (2.46) \]

and for oxidation:
\[ \dot{S} M_{0,ox} = -\alpha(k_{4a}[O_2]A + k_5[OH])N_x \quad (2.47) \]
\[ \dot{S} M_{r,ox} = \alpha(k_{4a}[O_2]A + k_5[OH]) \]
\[ \cdot \sum_{k=0}^{r-1} \binom{r}{k} M_{k+\frac{2}{3}} (-2)^{r-k}, \quad r = 1, 2, ... \quad (2.48) \]

where:
\[ A = \frac{k_{1a,f}[H] + k_{1b,f}[H] + k_5[OH]}{k_{1a,b}[H_2] + k_{1b,b}[H_2O] + k_2[H] + k_{3a,f}[C_2H_2] + k_{4b}[O_2]} \quad (2.49) \]

In order to achieve closure of the system the number density of the smallest size class must be known. Hence, the probability of the burn-out of the soot particles is assumed to be proportional to the mean particle size. This results in a rate of oxidation for the zero\(^{th}\) moment:
\[ \dot{S} M_{0,ox} = -(k_{4a}[O_2]A + k_5[OH]) S M_{-\frac{1}{3}} \quad (2.50) \]
2.3.4 Coagulation

Coagulation is the merging of two spherical particles into one larger spherical particle. The number density decreases in this process while the soot volume fraction remains constant. It is still unclear if small or large particles are responsible for the coagulation process [109, 110, 111]. However, when describing coagulation, three different cases must be considered. They are connected to the "crowdedness" of the space, which is expressed by the Knudsen number:

\[ Kn = \frac{2\lambda}{d} \]  \hspace{1cm} (2.51)

\( d \) is the diameter of the particles, and \( \lambda \) is the mean free path.

1. The free molecular regime, \( Kn \gg 1 \): The path between the particles is much larger than the particle diameter. The particles in this regime are free to move around.

2. The transition regime, \( 0.1 < Kn < 10 \): This is the state between the free molecular and the continuum regime.

3. The continuum regime, \( Kn \ll 1 \): The path between the particles is much smaller than the particle diameter. The regime is quite crowded. The movement in this regime is close to a continuous flow.

However, the Smoluchowski equation 2.21 is valid in all three regimes, with collision frequencies adjusted to the crowdedness of the regime.

\[ \dot{N}_{i,\text{coag}} = \frac{1}{2} \sum_{j=1}^{i-1} (\beta_{j,i-j} S N_j S N_{i-j}) - \sum_{j=1}^{\infty} (\beta_{j,i} S N_i S N_j) \]  \hspace{1cm} (2.52)

The coagulation in terms of the statistical moments of the soot particle size distribution is given below.

\[ S \dot{M}_{i,\text{coag}} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} ((i + j)^\prime \beta_{j,i} S N_j S N_{i-j}) - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (i^\prime \beta_{i,j} S N_i S N_j) \]  \hspace{1cm} (2.53)

**Coagulation in the free molecular regime**

The Knudsen number in this regime is much greater than unity, and the particles are free to move. The particle size ranges from \( i = 0 \) to \( i = \infty \). The collision frequency in this regime is given by Equation 2.27 and:

\[ \beta_{i,j}^f = C \sqrt{\frac{i + j}{ij}} \]  \hspace{1cm} (2.54)
In order to obtain closure, Frenklach et al. \[117\] introduced a function \( \langle \Phi_{x,y} \rangle \) and reformulated the source terms of the coagulation for the soot moments:

\[
\dot{S}^f_{M_{r,\text{coag}}} = \frac{1}{2} \sum_{k=1}^{r-1} \binom{r}{k} \langle \Phi_{x,y} \rangle \dot{S}^{M_0^r}
\] (2.55)

where:

\[
\langle \Phi_{x,y} \rangle = C \langle f_{x,y} \rangle
\] (2.56)
and \( \langle f_{x,y} \rangle \) is obtained by \( f_{x,y} \) through the following relation:

\[
f_{x,y} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (i + j)^{\frac{1}{3}} \frac{(i + j)^2}{\sqrt{i j}} i^x j^y n_i n_j
\] (2.57)

where \( n_i = \frac{N_i}{M_0} \) is the fraction of particles of size class \( i \) related to the sum of all particles. \( r f_{x,y} \) (Equation 2.58) is a term of the fractional moments \( \mu_r = \frac{S_{M_r}}{S_{M_0}} \).

It is obtained by applying Lagrange interpolation between the logarithms of \( f_{x,y} \), \( 1 f_{x,y} \), \( 2 f_{x,y} \), ..., \( r f_{x,y} \), \( r = 0, 1, 2, ... \) [116].

\[
r f_{x,y} = \mu_{(k+x+\frac{1}{2})} \mu_{(r+y-k-\frac{1}{2})} + 2 \mu_{(k+x-\frac{1}{2})} \mu_{(r+y-k+\frac{1}{2})} + \mu_{(k+x-\frac{1}{2})} \mu_{(r+y-k+\frac{1}{2})}
\] (2.58)

Coagulation in the continuum regime

The Knudsen number in this regime is much less than unity and we are dealing with a continuous flow. The collision frequency in this regime is given by:

\[
\beta_{ij}^c = K \left( \frac{C_i}{i^{\frac{1}{3}}} + \frac{C_j}{j^{\frac{1}{3}}} \right) (i^{\frac{1}{3}} + j^{\frac{1}{3}})
\] (2.59)

where \( c \) denotes the continuum regime and:

\[
K = \frac{2k_B T}{3\eta}
\] (2.60)

where \( \eta \) is the viscosity of the gas, and the Cunningham slip correction factor, \( C_i \), is given by:

\[
C_i = 1 + 1.257 Kn(i)
\] (2.61)

Van der Waals forces are small in this regime [123], which is the reason why no enhancement factor is included. The source terms for the coagulation of soot
2.3. THE SOOT MODEL

Particles in terms of the moments are given by:

\[
\dot{S}M_{r,\text{coag}} = \frac{1}{2} K \sum_{k=1}^{r-1} \binom{r}{k} \cdot \left[ 2 \dot{S}M_k \dot{S}M_{r-k} \right. \\
+ \left. \dot{S}M_{(k+\frac{1}{2})} \dot{S}M_{(r-k-\frac{1}{2})} + \dot{S}M_{(k-\frac{1}{2})} \dot{S}M_{(r-k+\frac{1}{2})} \right] \\
+ 2.514 \lambda \left( \frac{\pi \rho_s}{6m_1} \right)^{\frac{3}{2}} \cdot \left( \dot{S}M_{(k-\frac{1}{2})} \dot{S}M_{(r-k)} + \dot{S}M_{(k+\frac{1}{2})} \dot{S}M_{(r-k-\frac{1}{2})} \right) \\
+ \dot{S}M_{(k-\frac{3}{2})} \dot{S}M_{(r-k+\frac{3}{2})} \right) 
\]  

(2.62)

Coagulation in the transition regime

The Knudsen number in this regime is between 0.1 and 10. This state is between the free molecular and the continuum regimes. The semi-empirical formula of Fuchs [124] was developed to describe the coagulation in the transient regime:

\[
\tilde{\beta}_{ij} = \tilde{\beta}_{ij}^c \left[ \frac{1}{Kn(i)} + \frac{1}{Kn(j)} \right]^{-1} \\
- \frac{1}{Kn(i)} + \frac{1}{Kn(j)} + 2 \sqrt{\bar{\delta}_i^2 + \bar{\delta}_j^2} \right]^{-1} + \frac{\zeta \bar{\beta}_{ij}^c}{\bar{\beta}_{ij}^f} 
\]  

(2.63)

where:

\[
\zeta = \frac{1}{3} \sqrt{\frac{K\rho}{\lambda \eta}} \\
\bar{\delta} = \frac{1}{Kn} \left[ \frac{(1 + \frac{\pi}{\zeta \sqrt{Kn} \lambda})^3 - (1 + \left( \frac{\pi}{\zeta \sqrt{Kn} \lambda} \right)^2)^{3/2}}{3 \left( \frac{\pi}{\zeta \sqrt{Kn} \lambda} \right)^{3/2}} - 1 \right] \\
\bar{\beta}_{ij}^f = \sqrt{Kn(i)^3 + Kn(j)^3 \left( Kn(i)^{-1} + Kn(j)^{-1} \right)^2} \\
\bar{\beta}_{ij}^c = \sqrt{C_i Kn(i) + C_j Kn(j) \left( Kn(i) + Kn(j) \right) (C_i Kn(i) + C_j Kn(j))} 
\]

A simpler approach was applied by Frenklach [106], inspired by Partsinis [125], who approximated the coagulation rate of particles of the same size by the harmonic mean of the continuum and the free molecular rate. Frenklach [106] first extended the approach to a wide particle size distribution.

\[
\dot{S}M_{r,\text{coag}} = \frac{\dot{S}M_{f,\text{coag}}}{\dot{S}M_{r,\text{coag}}} = \frac{\dot{S}M_{f,\text{coag}}}{\dot{S}M_{r,\text{coag}}} + \frac{\dot{S}M_{c,\text{coag}}}{\dot{S}M_{r,\text{coag}}}, \quad r = 0, 2, 3, 4... 
\]  

(2.64)
2.3.5 Agglomeration

After having reached a critical diameter, \( d_c \), soot particles join and form agglomerates, which are large chain-like soot structures. Agglomerates are clusters of at least two primary particles, which differ in size and shape. Soot particles denominate primary particles as well as agglomerates. The number density of primary particles remains constant when agglomerates are formed. A large number of experimental studies aimed at measuring parameters describing the shape and size of agglomerates, have been undertaken since the 1980s \[21, 22, 23, 96, 126, 127, 128, 129\]. Frenklach and Kazakov \[106\] made the first attempt to include this process into their existing model. Their method is based on the assumption that agglomerates are composed of spherical equal-sized primary particles. It is necessary to differentiate between the formation of primary particles on the one hand and the formation of the agglomerates on the other. Agglomerates are subjected to soot formation processes such as condensation of PAH's, surface growth and coagulation with other primary particles and other agglomerates, as well as soot reduction processes such as oxidation via \( O_2 \) and \( OH \). The number of primary particles in an agglomerate may be described via its radius of gyration \[22\], \( R_g = \sqrt{\frac{1}{n} \sum r_i^2} \), where \( r_i \) is the distance of the \( i^{th} \) primary particle from the centre of mass of the agglomerate.

\[
n = k_f \left( \frac{2R_g}{d_p} \right)^{D_f} \tag{2.65}
\]

where \( n \) is the number of primary particles in an aggregate, and \( D_f \) is the fractal or Hausdorf dimension. The fractal dimension has been found to be in the range \([1.7 – 2.07]\) \[130, 127\]. Equation 2.65 was found to be valid if \( D_f \geq 2 \), or if the aggregates have similar size \[106\]. Otherwise the collision frequency is overestimated since small particles sometimes pass through large agglomerates without adsorbing. Mandelbrot \[131\] denoted the first-order lacunarity or fractal prefactor, \( k_f \) as a parameter characterizing the aggregate density and cut-off of fractality. The lacunarity describes the gaps in the surface of the fractal shape of the agglomerate. \( d_p \) denotes the diameter of primary particles.

\[
d_p = \left( \frac{6m_1m}{\pi \rho n} \right)^{1/3} \tag{2.66}
\]

Equation 2.65 is strictly only valid for large agglomerates. Dobbins et al. \[132\] demonstrated the validity of this statistical approach down to small-scale agglomerates containing about 5 particles. Particle agglomeration must be considered in two extremes:
1. The regime of particle coalescence, where particles are formed into perfect spheres.

2. The regime of agglomeration, where fractals are generated with the constants \( D_f \) and \( k_f \).

The mean free path decreases with increasing pressure. This results in coagulation being transformed into the transition and continuum regimes. Soot particles aggregate into fractal agglomerates. In simulating a non-premixed flame, the integration starts with the coalescent limit and changes to the agglomeration limit when the critical diameter \( d_c \) is reached. Instead of instantaneously switching on the formation of agglomerates, the transformation into the regime of agglomerates is done slowly using a \( \tanh(D(d_p)) \) in order to avoid convergence problems (see Chapter 4). \( D(d_p) \propto d_p \) is a function of the particle diameter. Agglomerates are formed through the coagulation process where the particles form fractals. This can be modelled with the method of moments. Again the system has to be divided into three regions: the free molecular regime, the transition regime and the continuum regime.

**Agglomeration formation in the free molecular regime**

The collision frequencies for the free molecular regime, denoted with superscript \( f \), are given by \([106]\):

\[
\beta_{ij}^{f,a} = 2.2 \sqrt{\frac{\pi k_B T}{2m_1} \left( \frac{1}{m_i} + \frac{1}{m_j} \right)} (d_{c,i} + d_{c,j})^2
\]  

(2.67)

Similar to coagulation in the free molecular regime, described in Section 2.3.4, the source terms of the agglomeration for the soot moments may be formulated as functions of \( \langle \Phi_{x,y} \rangle \):

\[
\dot{S}M_{f,ac} = \frac{1}{2} \sum_{k=1}^{r-1} \binom{r}{k} \langle \Phi_{x,y} \rangle \dot{S}M_0^{2}
\]  

(2.68)

where the subscript \( ac \) denotes agglomerate coagulation, and

\[
\langle \Phi_{x,y} \rangle = C( f_{x,y} )
\]  

(2.69)
where \( \langle f_{x,y} \rangle \) is obtained through the following relation:

\[
\langle f_{x,y} \rangle = \frac{1}{M_0^2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (m_i + m_j)^l \left( m_i^{1/3} n_i^{1/3} + m_j^{1/3} n_j^{1/3} \right)^2 m_i^{x-1/2} m_j^{y-1/2} N_i N_j
\]

\[
= \sum_{k=0}^{l} \left( \begin{array}{c} l \\ k \end{array} \right) \left( m_i^{x+k+1} n_i^{1/3} + m_j^{y+k+1} n_j^{1/3} \right) \mu_{x+k-1/2}
\]

\[
+ 2 \left( m_i^{x+k-1/6} n_i^{2/3} + m_j^{y+k-1/6} n_j^{2/3} \right) \mu_{x+k-1/3}
\]

\[
+ \mu_{x+k-1} \left( m_i^{y+k-1/6} n_i^{2/3} + m_j^{x+k-1/6} n_j^{2/3} \right)
\]

\( \langle m^n n' r' \rangle \) are binary moments of a two-dimensional particle size distribution, which is a function of the mass of the agglomerate, \( m \), and the number of primary particles in the agglomerate, \( n \). The binary moments are approximated to functions of the particle mass moments, \( \mu_r \), and the number of primary particles, \( \pi_r \) [106]:

\[
\langle m^n n' r' \rangle \approx \langle m^n \rangle \langle n' r' \rangle = \mu_r \pi_r
\]

where the number of primary particles can be expressed by the moments of the primary particles, defined in Equation 2.77:

\[
\pi_r = \frac{P_r}{P_0}
\]

The value of \( \langle f_{x,y} \rangle \) is determined by Lagrange interpolation as described in Section 2.3.4 which leads to the following formulation of the term:

\[
\begin{align*}
\rho f_{x,y} &= \mu_{(k+x-\frac{1}{2})} \mu_{(r+y-k-\frac{1}{2})} + 2 \mu_{(k+x-\frac{1}{2})} \mu_{(r+y-k-\frac{1}{2})} \\
&+ \mu_{(k+x-\frac{3}{2})} \mu_{(r+y-k+\frac{1}{2})}
\end{align*}
\]

**Agglomeration in the continuum regime**

The collision frequencies for the continuum regime, denoted with \( c \), are given by [106]:

\[
\beta_{ij}^{a} = K \left( \frac{C_i}{d_{c,i}} + \frac{C_j}{d_{c,j}} \right) (d_{c,i} + d_{c,j})^2
\]

where \( K \) is defined in Equation 2.60. The particle diameter \( d'_{c,j} \) is the mobility diameter [133]. In order to avoid discontinuity in \( M_{r,ac} \), the suggestion of Kruis
et al. [134] is followed and the mobility diameter is equated to $d_c$.

$$M_{r,ac}^c = \frac{1}{2} K \sum_{k=1}^{r-1} \binom{r}{k} 2\mu_k \mu_{r-k}$$

\[ \begin{align*}
&+ \langle m^{k+1/3} n_1^{1/D_f-1/3} \rangle \langle m^{r-k-1/3} n_1^{1/3-1/D_f} \rangle \\
&+ \langle m^{k-1/3} n_1^{1/3-1/D_f} \rangle \langle m^{r-k+1/3} n_1^{1/D_f-1/3} \rangle \\
&+ 2.514 \lambda \left( \frac{\pi \rho}{6 \mu_1} \right)^{1/3} \left( \langle m^{k-1/3} n_1^{1/3-1/D_f} \rangle \mu_{r-k} \right) \\
&+ \mu_k \langle m^{r-k-1/3} n_1^{1/3-1/D_f} \rangle \\
&+ \langle m^{k+1/3} n_1^{1/D_f-1/3} \rangle \langle m^{r-k-2/3} n_2^{2/3-2/D_f} \rangle \\
&+ \langle m^{k-2/3} n_2^{2/3-2/D_f} \rangle \langle m^{r-k+1/3} n_1^{1/D_f-1/3} \rangle \right) M_0^2
\end{align*} \]

Agglomeration in the transition regime

The transition regime is the intermediate regime between the free molecular and the continuum regime. As for the coagulation into spheres, Section 2.3.4, the formula of Kazakov and Frenklach [106] can be used to describe the coagulation in the transient regime.

$$S^{\dot{M}_{r,ac}} = S^{\dot{M}_{r,ac}} + S^{\dot{M}_{r,ac}} + S^{\dot{M}_{r,ac}}, \quad r = 0, 2, 3, 4...$$

Moments for primary particles.

In the regime of coalescence, the moments describe the size distribution of soot particles that coincide with the primary particles, since they consist of exactly one primary particle. Entering the regime of agglomeration, soot particles denominate agglomerates as well as single primary particles in the system. An additional source term for the primary particles in terms of the statistical moments must be introduced:

$$P_r = \sum_{i=1}^{\infty} n_i^r N_i$$

where $N_i$ is the concentration of the agglomerate size class $i$, $n_i$ is the number of primary particles in size class $i$ and $P_0 = M_0$ is the total number density of the soot particles in both regimes. For the regime of coalescence this implies that $n_i = 1$ and the moments of the primary particles, $P_r$, coincide with the zeroth soot moment and thus:

$$P_r = P_0 = M_0$$
In the agglomeration regime particles consist of more than one primary particle, 
\( n_i > 1 \), and \( P_1 \) is the total number density of primary particles in the system. They are either free primary particles or joined in an agglomerate. The mean 
number of primary particles in an agglomerate \( \pi \) is given by:

\[
\pi = \frac{P_1}{P_0}
\]  
(2.79)

The source term for the primary particles in terms of the method of moments reads:

\[
\dot{P}_r = R_0 + H_r, \quad r = 2, 3, ...
\]  
(2.80)

where \( R_0 \) is the rate of particle formation described in the previous sections. The first moment is \( \dot{P}_1 = R_0 \), where \( R_0 \) is composed of the moments for particle inception and surface reactions such as oxidation [135]. \( H_r \) arises from the aggregate coagulation, with:

\[
H_r = \frac{1}{2} \sum_{k=1}^{r-1} \binom{r}{k} \left( \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} n_k^i n_j^r \beta_{ij}^a N_i N_j \right)
\]  
(2.81)

where the collision frequency differs for the different regimes.

**Moments for primary particles in the free molecular regime:** In the free molecular regime the moment for aggregate coagulation for the primary particles is:

\[
H_f^r = \frac{1}{2} \langle \psi_r \rangle
\]  
(2.82)

with:

\[
\frac{1}{2} \langle \psi_r \rangle = C \cdot \langle h_r \rangle
\]  
(2.83)

where \( C \) is given in Equation (2.27) and \( \langle h_r \rangle \) can be determined from:

\[
\langle h_r \rangle = \sum_{k=0}^{l} \binom{r}{q} \left( \langle m^{k+1/6} n^{q+2/D_f - 2/3} \rangle \langle m^{l-k-1/2} n^{r-q} \rangle ight)
\]  
(2.84)
Agglomeration in the continuum regime: The statistical moments of the agglomerate coagulation in the continuum regime are similar to Equation 2.3.5.

\[ H^f_r = \frac{1}{2} K \sum_{k=1}^{r-1} \binom{r}{k} \left[ 2 \pi_k \pi_{r-k} \right] \]

\[ + \langle m^{1/3} n^{k+1/D_f-1/3} \rangle \langle m^{-1/3} n^{r-k+1/3-1/D_f} \rangle \]

\[ + 2.514 \lambda \left( \frac{\pi \rho}{6 \pi \lambda} \right)^{1/3} \langle m^{-1/3} n^{k+1/3-1/D_f} \rangle \pi_{r-k} \]

\[ + \pi_k \langle m^{-1/3} n^{r-k+1/3-1/D_f} \rangle \]

\[ + 2.514 \lambda \left( \frac{\pi \rho}{6 \pi \lambda} \right)^{1/3} \langle m^{-2/3} n^{k+2/3-2/D_f} \rangle \langle m^{-1/3} n^{r-k+1/3-1/D_f} \rangle \]

\[ + 2.514 \lambda \left( \frac{\pi \rho}{6 \pi \lambda} \right)^{1/3} \langle m^{-2/3} n^{k+2/3-2/D_f} \rangle \langle m^{-1/3} n^{r-k+1/3-1/D_f} \rangle \] \[ M^2_0 \]

Moments for primary particles in the transition regime: The moments for the transition regime the harmonic mean is built as explained above.

\[ \frac{s \dot{H}_r}{s \dot{H}^f_r + s \dot{H}^c_r}, \quad r = 0, 2, 3, 4... \] \[ (2.86) \]

Surface Reactions Although surface reactions were not studied explicitly in this work, they do affect the value of the soot volume fraction. As stated by Frenklach and Kazakov \[106\], the agglomeration of soot particles affects surface growth since the fractal surface of an agglomerate is larger than the surface of a spherical particle. If the entire surface of an aggregate were to be accessible for reactions to take place, meaning that the primary particles have point contact, then the surface of an agglomerate of size class \(i\) would be given by \[106, 135\]:

\[ S^a_i = n_i \theta_i^{pp} = \pi d_p^2 n_i = \pi \left( \frac{6m_c}{\pi \rho} \right)^{2/3} \frac{2}{3} n_i^{1/3} m_i^{2/3} \]

which leads to the number of active sites of:

\[ s^a_i = \alpha n_i^{1/3} m_i^{2/3} \]

Even though the surface of an agglomerate is larger than of spherical particles, the accessibility of the sites due to geometry could be expected to counterwork the reactivity. Primary particles are assumed to have a narrow size distribution \[106\], which leads to the conclusion that a two-moment model for \(P_1\) and \(P_2\) provides sufficient accuracy.
The laminar flamelet model is a tool which makes it possible to couple the information contained in a thorough physical description of the flow with detailed chemical models. The approach is based on dividing the flame into an ensemble of small laminar counterflow diffusion flames (flamelets) in the flow field (Figures 3.1 and 3.2). The conservation equations for the ensemble are trans-
formed into flamelet space: a space defined on the basis of the mixture fraction coordinate which will be explained in Section 3.1.2. The conserved scalars are calculated in mixture fraction space. Figure 3.3 shows the temperature profile in mixture fraction space at a scalar dissipation rate of $\chi = 5.6680 \, [s^{-1}]$ for the fuel n-decane $\alpha$-methyl naphtalene. Since the flamelet approach is coupled to flow calculations transport properties within the system must be considered. Hence, the scalar dissipation rate, $\chi$, introduces diffusion effects into the chemical calculations. It describes the coupling to the turbulence.

Apart from the general formulation of the flamelet model, referred to as the unsteady flamelet model, a special case of the model, the steady flamelet model where transient effects are neglected, can be formulated. The steady flamelet model was first developed by Moss and co-workers [48].
Peters [77] defined five states for the combustion system, which are relevant for the flamelet:

1. the steady unreacted initial mixture,
2. the unsteady transition after ignition,
3. the quasi-steady burning state,
4. the unsteady transition after quenching,
5. the unsteady transition after re-ignition.

In states 2, 4 and 5, the flamelet is strongly influenced by transient effects. Neither the steady nor the unsteady flamelet model are able to account for these effects. It is possible, to account for some some transient effects in the steady flamelet model. However, for a system without turbulence the flame turns into a laminar flame and the approach is exact. For higher Reynolds numbers, the concept is acceptable for fast chemistry. Soot formation is a slow process. Hence, transient effects are of relevance. The steady flamelet model may be used to calculate source terms for soot formation. The soot volume fraction can be determined in the flow calculations. Another transient effect is the radiative heat loss, which can be included in the model through the introduction of scaling terms.

3.1 The Physical Model

The general mathematical model, including transport properties and the definition of the mixture fraction and scalar dissipation rate will be given in this section, followed by two approaches used in flamelet modelling the unsteady flamelet model, and the steady flamelet model.

3.1.1 Transport Properties

The transport properties were calculated following the formulation for one-dimensional diffusion by Hirschfelder and Curtiss [136].

\[
D_{i} = \frac{1 - Y_{i}}{\sum_{j=1,j\neq i}^{N} X_{j} / \nu_{i,j}}
\]  

(3.2)
where $D_{i,j}$ is the binary diffusion coefficient.

Thermophoretic diffusion, or diffusion due to thermophoresis, is a relevant transport phenomenon, which affects molecules and particles of all shapes and sizes. The thermophoretic diffusion ($\alpha_T, D_T$) of aggregates has been shown to be independent of size and orientation [137] and has been shown to be 8\% of the thermophoretic diffusivity of a primary soot particle. Thermophoretic diffusion of soot particles and agglomerates is of special interest for experimentalists, since the effect is used to extract soot particles from flames using a cold plate. However, the effect presents difficulties for theoreticians. To avoid complicated computations with unreliable results in this work, thermal diffusion was considered for light species only, as recommended by Paul and Warnatz [138]. The modelling problem lies in the definition of the relevant thermal diffusion factor, $\alpha_T$, and the lack of experimental information on this factor. It should be mentioned that Rosner et al. [139] suggested a formulation of the factor. The thermophoretic diffusion for species with small molar mass is given by [108]:

$$v_{T,i} = -\frac{D_T}{X_{i}} \frac{1}{\sqrt{T}} \frac{\partial T}{\partial x}$$  \hspace{1cm} (3.3)

where $T_i$ is the thermodiffusion coefficient. The condition $\sum_{i=1}^{n_s} Y_i v_i = 0$ will be fulfilled by introducing a correction for the mass $v_{c,i}$. The complete definition of the diffusion is then given by:

$$v_i = v_{d,i} + v_{T,i} + v_{C,i}$$  \hspace{1cm} (3.4)

The Lewis number (Le) is a measure of transport:

$$Le_i = \frac{\lambda}{\rho D_i c_p}$$  \hspace{1cm} (3.5)

where $\lambda$ is the thermal diffusivity, $\rho$ the density and $c_p$ the heat capacity. The diffusion for species $i$ can be expressed as a function of the Lewis number:

$$D_i = \frac{\lambda}{\rho Le_i c_p}$$  \hspace{1cm} (3.6)

Different diffusion model are studied in Chapter 4. Depending on the model the Lewis number is assumed to be either unity, constant in space but species dependent or varying in space and being species dependent. Assuming a Lewis number of unity implies that all chemical species diffuse in the same way; we can define the diffusibility using Fick’s law:

$$\rho V_{i,\alpha} Y_i = -\rho D_{i,\alpha} \frac{\partial Y_i}{\partial x_{\alpha}}$$  \hspace{1cm} (3.7)

The effect of this term on soot formation will be explained below.
3.1. Definition of the Mixture Fraction Coordinate

Combustion processes occur when a mixture of a fuel and an oxidizer stream ignite. The mixture fraction $Z$ can be considered as a space coordinate, convenient for the description of combustion processes. $Z$ describes the mixing state of a combustion system, and was first introduced by Bilger [68]. The mixture fraction, $Z$, is defined in the interval $Z \in [0, 1]$. The boundary of the mixture fraction is given by $Z = 1$ in the pure fuel side and $Z = 0$ in the pure oxidizer side (Figure 3.3). According to Bilger [68] the local value of any conserved scalar, $\beta$, can be used to define the mixture fraction:

$$Z = \frac{\beta - \beta_O}{\beta_F - \beta_O}$$  \hspace{1cm} (3.8)

where $\beta_F$ and $\beta_O$ are the values of the conserved scalar in the fuel stream and in the oxidizer stream, respectively. A conserved scalar preferably used for combustion purposes is the mass fraction $Z_j$ of the elements, which is a conserved scalar during this process. The mass fraction $Z_j$ of element $j$ is
related to the mass fraction \( Y_i \) of species \( i \) by:

\[
Z_j = \frac{m_j}{m} = \sum_{i=1}^{n} \frac{a_{ij} \omega_j}{\omega_i} Y_i
\]  

(3.9)

This conserved scalar variable element \( j \) may be defined on the basis of the mass fractions and the molar masses \( \omega_j, \omega_i \), and \( a_{ij} \) is the number of atoms of element \( j \). The application of the operator for the transport equation:

\[
L = \rho \frac{\partial}{\partial t} + \rho v \frac{\partial}{\partial x} \left( \rho D Z \frac{\partial}{\partial x} \right)
\]  

(3.10)

results in the mixture fraction transport equation:

\[
L (Z_j) = \sum_{i=1}^{n} \frac{a_{ij} \omega_j}{\omega_i} \left( \rho D Z_i \frac{\partial}{\partial x} Y_i + \rho V_i Y_i \right) + \sum_{i=1}^{n} \frac{a_{ij} \omega_j}{\omega_i} \dot{m}_i
\]  

(3.11)

**Definition of the mixture fraction for unity Lewis number**

Assuming a Lewis number of unity, Equation 3.11 can be reduced to:

\[
L (Z_j) = \sum_{i=1}^{n} \frac{a_{ij} \omega_j}{\omega_i} \dot{m}_i = \omega_j \sum_{i=1}^{n} \frac{a_{ij} \omega_j}{\omega_i} \dot{m}_i = -\nu_j \omega_j \omega
\]  

(3.12)

In order to define a relevant conserved scalar for the process, we will consider the chemical species of greatest importance for the combustion process:

\[
\nu_C C + \nu_H H + \nu_O O \rightarrow P
\]  

(3.13)

where \( \nu_j \) is the number of atoms \( j \) contained in the enduct. Consequently, we define the conserved scalar variable \( \beta \) to be:

\[
\beta \equiv \frac{Z_C}{\nu_C \omega_C} + \frac{Z_H}{\nu_H \omega_H} - \frac{2 Z_O}{\nu_O \omega_O}
\]  

(3.14)

Applying \( \beta \) in Equation 3.8 allows the mixture fraction coordinate for unity Lewis number to be defined:

\[
Z = \frac{Z_C}{\frac{\nu_C \omega_C}{\nu_C \omega_C}} + \frac{Z_H}{\frac{\nu_H \omega_H}{\nu_H \omega_H}} - \frac{2 Z_O}{\frac{\nu_O \omega_O}{\nu_O \omega_O}}
\]  

(3.15)

For \( Le = 1 \) the transport equation for the mixture fraction is given by:

\[
L (Z) = 0
\]  

(3.16)
which gives:

$$\rho \frac{\partial Z}{\partial t} + \rho v_\alpha \frac{\partial Z}{\partial x_\alpha} - \frac{\partial}{\partial x_\alpha} \left( \rho D \frac{\partial Z}{\partial x_\alpha} \right) = 0$$ (3.17)

The point of stoichiometry is given by:

$$Z_{st} = \frac{Z_{C,fuel}}{\nu C} + \frac{Z_{H,fuel}}{\nu H} - \frac{2 Z_{O,ox}}{\nu O}$$ (3.18)

**Definition of the mixture fraction for preferential diffusion**

Assuming preferential diffusion means that all species diffuse in a different way, which implies the assumption of a non-unity Lewis number, $Le \neq 1$. The mixture fraction transport equation for this condition is given by:

$$\rho \frac{\partial Z}{\partial t} + \rho v_\alpha \frac{\partial}{\partial Z} \left( \rho D \frac{\partial Z}{\partial x_\alpha} \right) = 0$$ (3.19)

Equation 3.18 does not describe the stoichiometric development of the mixture fraction in the case of preferential diffusion [140]. However, since the point of stoichiometry is used as a reference point, we will make use of Equation 3.15. The maximum temperature is reached at the point of stoichiometry and this fact can be used to identify $Z_{st}$.

### 3.2 The Unsteady Flamelet Model

The unsteady flamelet concept was first introduced by Pitsch et al. [78]. It is the most general formulation of the flamelet model and it accounts for transient processes such as ignition and extinction.

#### 3.2.1 Governing Equations

The time-dependent Navier-Stokes equations describe the combustion system. The energy conservation equation in terms of the enthalpy, $h$, in the low-Mach-number approximation is:

$$\frac{\partial h}{\partial t} + \rho v_\alpha \frac{\partial h}{\partial x_\alpha} = \frac{\partial}{\partial x_\alpha} \left( \frac{\lambda}{c_p} \frac{\partial h}{\partial x_\alpha} \right) + \sum_{i=1}^{n} \left( \frac{\lambda}{c_p} h_i \frac{\partial Y_i}{\partial x_\alpha} - \rho D_i \frac{Y_i}{X_i} (h_k - h) \frac{\partial X_i}{\partial x_\alpha} \right)$$

$$= \frac{\partial p}{\partial t} + \frac{\partial q_r}{\partial t}$$ (3.20)
The conservation of species mass fractions, $Y_i$, can be written as:

$$
\rho \frac{\partial Y_i}{\partial t} + \rho v_\alpha \frac{\partial Y_i}{\partial x_\alpha} + \frac{\partial}{\partial x_\alpha} (\rho Y_i v_{i\alpha}) = \dot{\omega}_i
$$

(3.21)

where the diffusion velocity, $V_{i\alpha}$, is given by:

$$V_{i\alpha} = V_{i\alpha}^D + V_{i\alpha}^C
$$

(3.22)

This term is defined by the sum of diffusion, $V_{i\alpha}^D$, and the correction term, $V_{i\alpha}^C$, which compensates for the loss of mass

$$V_{i\alpha}^D = -\frac{D_i}{X_i} \frac{\partial X_i}{\partial x_\alpha}
$$

(3.23)

$$V_{i\alpha}^C = \sum_{k=1}^{n} \frac{Y_k}{X_k} D_k \frac{\partial X_k}{\partial x_\alpha}
$$

(3.24)

The Curtiss-Hirschfelder [136] approximation and a correction term for conservation of mass are used to model neglecting thermodiffusion. Where $\alpha$ denotes the space coordinates, $v$, the velocities and $V_{i\alpha}$ the diffusion velocities. $\omega_i$ are the chemical source terms of species $i$, $n$, the number of chemical species, $\lambda$ the heat conductivity, $c_p$ the heat capacities and $p$ the pressure. $S_r$ is the heat loss due to radiation and $X_i$ and $Y_i$ are mole and mass fraction of species $i$ respectively. The pressure-dependent term can be neglected in open diffusion flames. The conservation equation of the moments in space is defined as:

$$
\rho \frac{\partial M_r}{\partial t} + \rho v_\alpha \frac{\partial M_r}{\partial x_\alpha} = \frac{\partial}{\partial x_\alpha} \left[ \rho D_i \frac{\partial}{\partial x_\alpha} \left( \frac{M_r^{2/3}}{\rho} \right) \right] + \dot{M}_r
$$

(3.25)

The equations can be further simplified by neglecting the Dufour (energy transport due to thermal diffusion) and the Soret effects (mass transport due to thermal diffusion) and by assuming equal diffusiveness for all species and unity Lewis numbers:

$$\rho Y_i V_{i\alpha} = -\rho D \frac{\partial Y_i}{\partial x_\alpha}
$$

(3.26)

$$Le = \frac{\lambda}{\rho D c_p} \equiv 1
$$

(3.27)
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**Reaction zone**

\[ Z = Z_{st} \]

**Geometrical analysis iso-surface**

Study of topology and dynamics of iso-mixture fraction surfaces

**Oxidizer**

\[ Z = 0 \]

**Fuel**

\[ Z = 1 \]

**Turbulent mixing**

Quantification of the molecular mixing using the scalar dissipation rate of \( Z \).

**One-point statistical analysis**

Collection of information at every point in the flow.

**Figure 3.4:** Non-premixed turbulent flame, after [141], visualising the reaction zone where flamelet calculations are performed; the stoichiometric iso-mixture fraction surface; eddies, a consequence of turbulence mixing.
3.2.2 Transformation into Mixture Fraction Coordinates

Navier-Stokes equations can be transformed into the coordinate-free system [77], the first dimension of flamelet space. The chemical reactions in a flame take place mainly in a thin zone around the stoichiometric mixture fraction iso-surface (Figure 3.4). A new coordinate system is defined where \( x_1 \) is replaced by the coordinate \( Z \), which is normal to the surface of the stoichiometric mixture. Defining \( Z_2 = x_2 \), \( Z_3 = x_3 \) and \( \tau = t \), the following transformation rules are obtained.

\[
\begin{align*}
\frac{\partial}{\partial t} & = \frac{\partial}{\partial \tau} + \frac{\partial Z}{\partial t} \frac{\partial \tau}{\partial Z} \quad (3.28) \\
\frac{\partial}{\partial x_1} & = \frac{\partial Z}{\partial x_1} \frac{\partial \tau}{\partial Z} \quad (3.29) \\
\frac{\partial}{\partial x_k} & = \frac{\partial}{\partial Z_k} + \frac{\partial Z_k}{\partial x_k} \frac{\partial \tau}{\partial Z}, \quad k = 2, 3 \quad (3.30)
\end{align*}
\]

3.2.3 Governing Equations in Flamelet Space

The energy conservation equation is:

\[
\rho c_p \frac{\partial T}{\partial \tau} + \frac{\rho \chi}{2} \left[ \frac{\partial}{\partial Z} \left( c_p \frac{\partial T}{\partial Z} \right) + H \right] = \sum_{i=1}^{N} h_i \omega_i + S \quad (3.31)
\]

where \( S \) is the radiative heat loss.

\[
H = \sum_{k=1}^{N} \left( c_{p,k} - c_p \right) \frac{\partial T}{\partial Z} Y_k \frac{\partial X_k}{\partial Z} \quad (3.32)
\]

The species conservation equation is:

\[
\rho \frac{\partial Y_i}{\partial \tau} - \frac{\rho \chi}{2} \frac{\partial F_i}{\partial Z} - \frac{G_i}{4} = - \frac{\partial \omega_i}{\partial \tau} \quad (3.33)
\]

where:

\[
F_i = \frac{Y_i}{Le_i X_i} \frac{\partial X_i}{\partial Z} - Y_i \sum_{k=1}^{N} \frac{Y_k}{Le_k X_k} \frac{\partial X_k}{\partial Z} \quad (3.34)
\]

\[
G_i = \left( F_i - \frac{\partial Y_i}{\partial Z} \right) \left( \frac{\partial \rho \chi}{\partial Z} + \frac{\chi \rho D}{D} \frac{\partial D}{\partial Z} \right) \quad (3.35)
\]
The conservation equation of the statistical soot moments is:

\[ \rho \frac{\partial}{\partial \tau} \left( \frac{M_r}{\rho} \right) - \frac{\rho x}{2} \frac{\partial}{\partial Z} F_S - \frac{G_S}{4} = - \frac{\partial}{\partial \tau} M_r \]  (3.36)

where:

\[ G_S = \left[ F_S - \frac{\partial}{\partial Z} \left( \frac{M_r}{\rho} \right) \right] \left[ \frac{\partial}{\partial Z} (\rho x) + \frac{x}{D} \frac{\partial}{\partial Z} (\rho D) \right] \]  (3.37)

and

\[ F_S = \frac{D p, i}{D} \frac{\partial}{\partial Z} \left( \frac{M_r}{\rho} \right) \]  (3.38)

### 3.2.4 Radiative Heat Loss

The radiative heat loss parameter \( S \) in Equation 3.31 is computed using the Stefan-Boltzmann law. Radiative heat loss plays an important role in soot formation. It also takes place on a long time scale [78] and is therefore a transient effect, which is preferably modelled using the unsteady flamelet approach. It is defined as:

\[ S = \alpha_p S_r \]

\[ = \alpha_p \sigma_s T^4 \]  (3.39)

where:

\[ \alpha_p = \alpha_{p, \text{soot}} f v + \alpha_{p,\text{CO}_2} p_{\text{CO}_2} + \alpha_{p,\text{H}_2\text{O}} p_{\text{H}_2\text{O}} \]  (3.40)

there, \( p_{\text{CO}_2} \) and \( p_{\text{H}_2\text{O}} \) are the partial pressure of \( \text{CO}_2 \) and \( \text{H}_2\text{O} \). The coefficients for the radiative heat loss of these species: \( v_{\text{CO}_2} \) and \( \alpha_{\text{H}_2\text{O}} \), were taken from [108]:

\[ \alpha_{p,\text{CO}_2} = 46.241 \cdot \exp -8.888 \cdot 10^{-4} T \]  (3.41)

\[ \alpha_{p,\text{H}_2\text{O}} = 22.6 \cdot \exp -1.546 \cdot 10^{-3} T \]  (3.42)

\[ \alpha_{p,\text{soot}} = -3.75 \cdot 10^5 + 1.735 \cdot 10^5 T \]  (3.43)

### 3.2.5 Definition of the Scalar Dissipation Rate

The scalar dissipation rate, \( \chi \), is a variable of great relevance for combustion models. There are many physical interpretations of this characteristic inverse diffusion time imposed by the mixing field. The scalar dissipation rate introduces the mixing rate into the chemical calculations. It can be regarded as the
rate at which scalar fluctuations are destroyed. The scalar dissipation rate is a function of the diffusivity, $D$, and the mixture fraction $Z$:

$$\chi = D \nabla Z \cdot \nabla Z$$  \hspace{1cm} (3.44)

Su et al. [27] measured $\chi$ by recording data of the mixture fraction from PLIF experiments. The scalar dissipation rate was defined to be the loss term in the temporal evolution of the mixture fraction, $\frac{1}{2}Z^2$:

$$\left( \frac{\partial}{\partial t} + u \cdot \nabla - D \nabla^2 \right) \frac{1}{2} Z^2 = -D \nabla Z \cdot \nabla Z \equiv -\chi$$  \hspace{1cm} (3.45)

The influence on the flow field to the chemical system is introduced into the conservation equation by the instantaneous scalar dissipation rate $\chi$. It is relevant for the coupling between the chemical calculations and the flow field as already described in Section 1.3.3.

An understanding of the physical evolution of the scalar dissipation rate can be gained by studying the maximum temperature in mixture fraction space as a function of the inverse scalar dissipation rate (Figure 3.5). The figure shows the transition between the lower and the upper quenching point at temperatures $T_2$ and $T_3$. As temperature in a mixture rises from $T_0$, the point of ignition is reached at $T_1$. The reaction rate increases rapidly, which results in a sudden rise in temperature up to $T_3$. The flamelet burns following the upper branch of the S-shaped curve from the ignition point to $\chi_i$ at $T_3$ to the point where the flame is quenched at $\chi_q$ at $T_2$. Starting at ignition, $\chi_i$, an increase in scalar dissipation rate leads to a drop in the maximum temperature due to higher diffusive transport of energy and species from the reaction zone. Soot formation is usually quenched earlier and at lower scalar dissipation rates, as the flamelet itself. It should be noted that the scalar dissipation rate is much lower at the point of ignition than at quenching. The formulation of the scalar dissipation rate is dependent on the combustion process. Its value decreases with $x^{-4}$ along the axis, where $x$ is the height above the burner. Since the scalar dissipation rate has considerable influence on the flamelet, we must assume that the flamelet undergoes rapid changes as it moves downstream. The unsteady flamelet is a function of the flamelet time, which is the time scale in which the flamelet moves upstream. It is related to the height over the nozzle (Figure 3.7).

$$t = \int_0^x \left( u \left( x' \right) \bigg|_{(\tilde{Z} = Z_{st})} \right)^{-1} dx'$$  \hspace{1cm} (3.46)

where $\tilde{Z}$ is the Favre average of the mixture fraction, and $u(x')$ is the axial
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velocity component at along the iso-surface $\tilde{Z} = Z_{st}$ illustrated in Figure 3.4. The transience of the scalar dissipation rate is taken from the flow field solution as a domain average of the conditional scalar dissipation rate at stoichiometric condition $\langle \hat{\chi}_{st} \rangle$. It is defined in Equation 3.65. The unsteady flamelet is calculated and time averaged at every grid point in the flow using the distribution of mixture fraction. The transport equation for a one-dimensional laminar mixing layer is given by:

$$\rho \frac{\partial Z}{\partial t} - \frac{\partial}{\partial x} \left( \rho D_i \frac{\partial Z}{\partial x} \right) = 0$$

with the following initial and boundary conditions:

$$t = 0 : Z = 1 \text{ for } x < 0 \text{ and } Z = 0 \text{ for } x > 0$$
$$t > 0 : Z = 1 \text{ for } x \to -\infty \text{ and } Z = 0 \text{ for } x \to \infty$$

Choosing a reference point at stoichiometry one obtains an expression of the

Figure 3.5: Transition of the inverse scalar dissipation rate between the lower and the upper quenching point.
Figure 3.6: Evolution of the scalar dissipation rate in mixture fraction space.
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\[ \tilde{Z} = Z_{st} \]

**Figure 3.7:** The left side shows the iso-surface at \( Z_{st} t \) in the flow, and the temporal evolution of the scalar dissipation rate. The right side shows a schematic temperature profile in flamelet space for a particular scalar dissipation rate, \( \chi_3 = \chi(t_3) \).

The transient path of the scalar dissipation rate, can be translated into its path in height over the burner. This path is dependent on the chemical properties of the fuel as well as the physical properties of the combustion process.

similarity coordinate \( \eta \):

\[
\eta = \frac{1}{2\sqrt{D_{st} t}} \int_0^x \frac{\rho}{\rho_{st}} dx
\]

which can be solved by:

\[
Z = \frac{1}{2} Erfc^{-1}(\eta)
\]

The resulting scalar dissipation rate can be expressed as a function of time and mixture fraction [77].

\[
\chi(Z, t) = \chi_{st} \frac{f(Z)}{f(Z_{st})}
\]

It can be read as a function of the complementary inverse of the Gaussian error function of the mixture fraction \( Z \).

\[
\chi(Z, t) = \frac{1}{2\pi t} \exp \left( -2Erf^{-1}(2Z)^2 \right)
\]
The time may be considered to be a parameter and related to the known reference value at stoichiometry of the scalar dissipation rate, namely $\chi_{st}(t)$. The scalar dissipation rate can now be expressed as:

$$\chi(Z) = \chi_{st}(t) \exp \left[ 2 \left( \left[ Erfc^{-1}(2Z_{st}) \right]^2 - \left[ Erfc^{-1}(2Z) \right]^2 \right) \right]$$

(3.53)

Assuming constant density, the scalar dissipation rate may be defined as [78]:

$$\chi(Z) = \frac{a_{ox}}{\pi} \exp \left( -2Erfc^{-1}(2Z)^2 \right)$$

(3.54)

Considering potential flows the strain rate $a_{ox}$ may be defined as $a_{ox} = \frac{\partial u}{\partial x}$. The main formulation of the scalar dissipation rate applied in this thesis is given by the equation:

$$\chi(Z) = \langle \chi_{st}(t) \rangle \exp \left( -2Erfc^{-1}(2Z)^2 \right)$$

(3.55)

where $\langle \chi_{st}(t) \rangle$ is taken from the flow code and is derived following the formulation of Pitsch [78] (Equation 3.64).

For the investigations on the laminar diffusion flame, the scalar dissipation rate will be taken from the flow code. Since the broadness of the scalar dissipation rate diminishes with time we substitute $Z = Z/Z_{max}$ where $Z_{max}(t)$ is a decaying function of time (Figure 3.6). It was conditioned at $Z_{max} + 15\%$ to account for the fact that soot is formed in rather fuel-rich domains. The conditions for non-constant density were given by Kim and Williams [142]:

$$\chi(Z) = \frac{a_{ox}}{\pi} 3 \left( \frac{\sqrt{\rho_{ox}/\rho + 1}}{2\sqrt{\rho_{ox}/\rho + 1}} \right)^2 \exp \left( -2Erfc^{-1}(2Z)^2 \right)$$

(3.56)

At $\chi_{st}$ and $Z_{st}$ the strain rate is given by:

$$a_{ox} = \chi_{st} \frac{2R_{st} + 1}{3(R_{st} + 1)^2} \exp \left( 2Erfc^{-1}(2Z_{st})^2 \right)$$

(3.57)

$$\chi(Z) = \frac{2R_{st} + 1}{2R + 1} \left( \frac{R + 1}{R_{st} + 1} \right)^2 \exp \left( 2 \left[ Erfc^{-1}(2Z_{st})^2 - Erfc^{-1}(2Z)^2 \right] \right)$$

(3.58)

where $R = \frac{\sqrt{\rho_{ox}/\rho}}{\rho_{st}}$ and $R_{st} = \sqrt{\rho_{ox}/\rho_{st}}$. The scalar dissipation rate given by Equation 3.51 depends on $Z$ and $\chi_{st}$. The turbulent mean of the scalar
dissipation rate will now be defined assuming that \( Z \) and \( \chi \) are statistically independent variables.

\[
\chi(Z, t) = \chi_{st}(Z, t) \left( \frac{Z}{Z_{st}} \right)^2 \frac{\ln(Z)}{\ln(Z_{st})}
\]

(3.60)

\[
\tilde{\chi} = \int_{\chi_{st}} \chi'_{st} \tilde{P}(\chi_{st}) \ d\chi'_{st} \int_{F} f(Z) \tilde{P}(Z) \ dZ
\]

(3.61)

\[
\tilde{\chi} = \langle \chi_{st} \rangle \int_{F} f(Z) \tilde{P}(Z) \ dZ
\]

where:

\[
\langle \chi_{st} \rangle = \int_{\chi_{st}} \chi'_{st} \tilde{P}(\chi_{st}) \ d\chi'_{st}
\]

(3.62)

is the mean scalar dissipation rate conditioned at \( Z_{st} \). This formulation of the mean scalar dissipation rate may be linked to the following model of the unconditional mean scalar dissipation rate derived by Pope [143].

\[
\tilde{\chi} = \int_{0}^{1} \chi_{st} f(Z_{st}) \tilde{P}(Z_{st}) \ dZ = \frac{c\tilde{\epsilon}}{k^{1/2}} Z^{'2}
\]

(3.63)

Applying Equations 3.61 and 3.63 gives:

\[
\langle \chi_{st} \rangle = \frac{c\tilde{\epsilon} Z^{'2}}{\int_{0}^{1} \frac{f(Z)}{f(Z_{st})} \tilde{P}(Z) \ dZ}
\]

(3.64)

The computation is done over each grid cell and averaging over the total domain. The domain-averaged value of the conditional scalar dissipation rate at stoichiometric mixture is weighted with the surface of the stoichiometric mixture per unit volume.

\[
\langle \tilde{\chi}_{st} \rangle = \frac{\int_{V} \langle \chi_{st} \rangle \frac{3}{2} \tilde{P}(Z_{st}) \ dV'}{\int_{V} \langle \chi_{st} \rangle \frac{3}{2} \tilde{P}(Z_{st}) \ dV'}
\]

(3.65)

### 3.2.6 Coupling to the Flow Field

The conditional, time-dependent scalar dissipation rate, \( \chi_{st}(t) \), and the mixture fraction at the stoichiometric iso-surface, \( Z_{st} \), are the parameters responsible for introducing the transport and turbulence information into the flamelet calculations. The two profiles are determined in the flow and fed into the flamelet
Figure 3.8: Coupling of the unsteady flamelet method to the flow model.

calculations, where soot volume fraction, species concentrations and temperature profiles are calculated in mixture fraction space. The scalars are then transported in the flow field and a new distribution of the interface parameters is determined. After repetition n times, the flow code determines the final distribution in physical space. A schematic description of the method can be seen in Figure 3.8.

3.2.7 The Flow Code

An in-house CFD RANS code developed by Bai [144] was in charge for the flow calculations delivering the values of the time-dependent scalar dissipation
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rate, characteristics of the mixture fraction as well as the stoichiometric iso-
surface. The diffusion flame was modelled by solving Favre-averaged Navier-
Stokes equations with the standard $k - \epsilon$ equation and the Boussinesq gradient-
diffusion hypothesis for the Reynolds stresses and the scalar fluxes. A general
form of the governing equations in Cartesian coordinates is:

$$\frac{\partial \rho \tilde{\Psi}}{\partial t} + \frac{\partial \rho \tilde{u}_j \tilde{\Psi}}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \mu_e \frac{\partial}{\partial x_j} \right) + S_{\tilde{\Psi}}$$  (3.66)

The bar denotes a time- (Reynolds) average and the tilde a mass- (Favre)
averaged quantity. $Pr_t$ is the turbulent Prandtl number and $\mu_e = \mu_L + C_p \rho \frac{\epsilon^2}{\tilde{T}}$ is the
turbulent effective viscosity, while $\mu_L$ is the laminar viscosity. For the
continuity equation we have $\Psi = 1$, and for the energy conservation equation
$\Psi = h$. The source term $S_{\tilde{\Psi}}$ in the energy equation is calculated by assuming
that the medium is optically thin. The code employs a staggered cylindrical
grid system with second-order numerical discretization. Steady-state solutions
are obtained with a pseudo-time-marching technique.

The mean flow field consisting of the Favre mean velocity, enthalpy and
mean and the stoichiometric mixture fraction, as well as scalar dissipation
rate at stoichiometric condition is calculated for every time step. The PDF,$\varphi(Z, \chi)$, is determined. This is done using the the flow information on the
mixture fraction $\tilde{Z}, \tilde{Z}^{\frac{1}{2}}$ and scalar dissipation rate $\mu_\chi, \sigma_\chi$ as well as the flamelet
relation $\rho = \rho(Z, \chi)$.

With $\varphi(Z, \chi)$, the values of $T, f$ and $\rho$ can be found and the calculation is
repeated for the next time step. The values of $Z_{st}$ and $\chi_{st}$ are determined as
an input for the unsteady flamelet calculation.

3.3  The Steady Flamelet Model

Assuming preferential diffusion, the Lewis number varies for all species as a
function of the mixture fraction. The chemical system can be described by the
following conservation equations. The species conservation equation:

$$\frac{\rho_\chi}{2} \frac{\partial F_i}{\partial Z} + \frac{G_i}{4} = \omega_i$$  (3.67)

where:

$$F_i = \frac{Y_i}{Le_i X_i} \frac{\partial X_i}{\partial Z} - \sum_{k=1}^{N} \frac{Y_k}{Le_k X_k} \frac{\partial X_k}{\partial Z}$$  (3.68)

and:

$$G_i = \left( F_i - \frac{\partial Y_i}{\partial Z} \right) \left( \frac{\partial \rho_\chi}{\partial Z} + \chi \frac{\partial \rho D}{D \partial Z} \right)$$  (3.69)
The momentum conservation equation:

\[
\frac{\rho \chi}{2} \frac{\partial F_S}{\partial Z} + \frac{G_S}{4} = \frac{\partial M_r}{\partial \tau} \tag{3.70}
\]

where:

\[
F_S = D_{p,i} \frac{\partial (M_r/\rho)}{\partial Z} \tag{3.71}
\]

and:

\[
G_S = \left( F_S - \frac{\partial (M_r/\rho)}{\partial Z} \right) \left( \frac{\partial \rho \chi}{\partial Z} + \chi \frac{\partial \rho D}{\partial Z} \right) \tag{3.72}
\]

The energy conservation equation:

\[
-\frac{\rho \chi}{2} \left[ \frac{\partial}{\partial Z} \left( c_p \frac{\partial T}{\partial Z} \right) + H \right] = -\sum_{i=1}^{N} h_i \omega_i - q \tag{3.73}
\]

where:

\[
H = \sum_{k=1}^{N} (c_{p,k} - c_p) \frac{\partial T}{\partial Z} \frac{Y_k}{L e_k X_k} \frac{\partial X_k}{\partial Z} \tag{3.74}
\]

Assuming the Lewis number to be constant in mixture fraction space, the chemical system can be described as follows. The species conservation equation:

\[
\frac{\rho \chi}{2} \frac{\partial F_i}{\partial Z} + \frac{G_i}{4} = \omega_i \tag{3.75}
\]

where:

\[
F_i = Y_i \frac{\partial X_i}{\partial Z} - \frac{\partial Y_i}{\partial Z} \tag{3.76}
\]

and:

\[
G_i = \left( F_i - \frac{\partial Y_i}{\partial Z} \right) \left( \frac{\partial \rho \chi}{\partial Z} + \chi \frac{\partial \rho D}{\partial Z} \right) \tag{3.77}
\]

The momentum conservation equation:

\[
\frac{\rho \chi}{2} \frac{\partial F_S}{\partial Z} + \frac{G_S}{4} = \frac{\partial M_r}{\partial \tau} \tag{3.78}
\]

where:

\[
F_S = D_{p,i} \frac{\partial (M_r/\rho)}{\partial Z} \tag{3.79}
\]

and:

\[
G_S = \left( F_S - \frac{\partial (M_r/\rho)}{\partial Z} \right) \left( \frac{\partial \rho \chi}{\partial Z} + \chi \frac{\partial \rho D}{\partial Z} \right) \tag{3.80}
\]
The energy conservation equation:

\[ -\frac{\rho \chi}{2} \left[ \frac{\partial}{\partial Z} \left( c_p \frac{\partial T}{\partial Z} \right) + H \right] = -\sum_{i=1}^{N} h_i \omega_i - q \]  

(3.81)

where:

\[ H = \sum_{k=1}^{N} (c_{p,k} - c_p) \frac{\partial T}{\partial Z} \frac{Y_k}{L_{e_k} X_k} \frac{\partial X_k}{\partial Z} \]  

(3.82)

The unity Lewis number assumption results in the following definition of the momentum conservation equation:

\[ F_i = \frac{\partial Y_i}{\partial Z} \]  

(3.83)

so that the term for \( G_i \) vanishes.

\[ G_i = 0 \]  

(3.84)

This leads to a change in the species conservation equation:

\[ -\frac{\rho \chi}{2} \frac{\partial F_i}{\partial Z} = -\frac{\partial \omega_i}{\partial \tau} \]  

(3.85)

The momentum conservation equations:

\[ \frac{\rho \chi}{2} \frac{\partial F_S}{\partial Z} + \frac{G_S}{4} = M_r \]  

(3.86)

where:

\[ F_S = \frac{D_{p,i} \partial (M_r/\rho)}{D} \]  

(3.87)

and:

\[ G_S = \left( F_S - \frac{\partial (M_r/\rho)}{\partial Z} \right) \left( \frac{\partial \rho \chi}{\partial Z} + \frac{\chi \partial \rho D}{D \partial Z} \right) \]  

(3.88)

The energy conservation equations:

\[ -\frac{\rho \chi}{2} \left[ \frac{\partial}{\partial Z} \left( c_f \frac{\partial T}{\partial Z} \right) + H \right] = -\sum_{i=1}^{N} h_i \omega_i - q \]  

(3.89)

where:

\[ H = \sum_{k=1}^{N} (c_{p,k} - c_p) \frac{\partial T}{\partial Z} \frac{Y_k}{L_{e_k} X_k} \frac{\partial X_k}{\partial Z} \]  

(3.90)
Here \( q \) is the radiative heat loss term, which is computed using the Stefan-Boltzmann law and:

\[
q = \alpha_p q_r = \alpha_p \sigma_s T^4
\]  
(3.91)

where:

\[
\alpha_p = \vec{\alpha} \cdot \vec{P}_{(\text{soot,CO}_2,\text{H}_2\text{O})} = \begin{pmatrix} \alpha_{\text{soot}} \\ \alpha_{\text{CO}_2} \\ \alpha_{\text{H}_2\text{O}} \end{pmatrix} \cdot \begin{pmatrix} f_V \\ \rho_{\text{CO}_2} \\ \rho_{\text{H}_2\text{O}} \end{pmatrix}
\]

Since the soot volume fraction is unknown at this stage, the heat radiation of the soot cannot be determined. Instead, the influence of the soot radiation is accounted for by scaling an external radiation factor \( \alpha \). The value of \( \alpha \) is varied, and a library considering different values of radiation are produced. The flamelet library is coupled to the flow field in terms of the Favre mean of the enthalpy. The enthalpy, \( h \), has been calculated using the flow code from Bai [144], where the energy equation is solved.

\[
\frac{\partial \bar{\rho} \bar{h}}{\partial t} + \frac{\partial \bar{\rho} \bar{u} \bar{h}}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \mu_e Pr_t \frac{\partial \bar{h}}{\partial x_j} \right) + \bar{S}_h
\]  
(3.92)

At each point in the flow field the corresponding field in the library (and radiation factor) is found via the mean enthalpy (comparable to the Moss approach [50]). In this way the local value of \( \alpha \) is determined. The source term, \( \bar{S}_h \), in the energy equation is calculated by assuming that the medium is optically thin. Soot increases the radiation heat loss, which causes a lower flame temperature thereby affecting the flow field.

This approach enables us to account for the radiative heat loss which has been studied since the early 1970 [145]. This takes place on a long time scale [78], and is therefore a transient effect, which is better accounted for by the unsteady flamelet approach.

### 3.3.1 Definition of the Scalar Dissipation Rate

In contrast to the formulation of the scalar dissipation rate presented in Section 3.2.5, it is no longer a function of time and does not contribute to the interaction between flow and chemistry calculations. However, it still introduces the turbulent mixing into the chemical calculations of the of the model. It ranges between the ignition and the quenching limit as already discussed in Section 3.2.5 and presented in Figure 3.5.
3.3.2 Coupling to the Flow Field

The interface of chemistry flamelet- and the flow calculations consists of four terms:

1. the conditional, time-dependent scalar dissipation rate $\chi_{st}(t)$;
2. the mixture fraction $Z_{st}$ at the stoichimetric iso-surface;
3. and the enthalpy and the radiative heat loss.

Figure 3.9 shows the coupling between the flamelet calculations and the flow. The statistical distributions of $\chi$ and $Z$ are determined in the flow and used to identify soot source terms for volume fraction, species concentrations and temperature profiles precalculated in flamelet space. They are assumed to be statistically independent so that the Favre-averaged joint probability density function for $Z$ and $\chi$ can be treated separately as:

$$
\tilde{P}(Z, \chi) = \tilde{P}(Z) \tilde{P}(\chi)
$$

(3.93)

Under the assumption that the scalar dissipation is log-normal distributed, the PDF can be defined as:

$$
\tilde{P}(\chi) = \frac{1}{\chi \sigma \sqrt{2\pi}} \exp \left\{ - \frac{1}{2\sigma^2} (\ln \chi - \mu)^2 \right\}
$$

(3.94)

where the mean and the variance of $\chi$ are given by:

$$
\mu = \ln \tilde{\chi} - \frac{\sigma^2}{2}, \quad \tilde{\chi} = c_{\chi} \frac{Z''^2 \epsilon}{\mu}
$$

(3.95)

$$
\sigma^2 = 0.5 \ln (Re_t^{1/2}), \quad Re_t = \frac{\rho k^2}{\mu t \epsilon},
$$

(3.96)

where $c_{\chi} \approx 2$. The PDF for the mixture fraction is based on the assumption that the coordinate is distributed according to a beta function. In some cases a clipped Gaussian distribution is assumed. Hence, the PDF is defined as:

$$
P(Z) = Z^{(\alpha-1)}(1-Z)^{(\beta-1)} \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)}
$$

(3.97)

where:

$$
\alpha = \tilde{Z} \left( \frac{\tilde{Z}(1-\tilde{Z})}{Z''^2} - 1 \right)
$$

(3.98)

$$
\beta = (1-\tilde{Z}) \left( \frac{\tilde{Z}(1-\tilde{Z})}{Z''^2} - 1 \right)
$$

(3.99)
The mean, $\bar{Z}$, and the variance, $\bar{Z}^{\prime\prime^2}$, of the mixture fraction are determined by the solution of their transport equations in the turbulent flow field:

$$\bar{\rho} \frac{\partial \bar{Z}}{\partial t} + \bar{\rho} \bar{u}_j \frac{\partial \bar{Z}}{\partial x_j} = \frac{\partial}{\partial x} \left( \nu_e \frac{\partial \bar{Z}}{\partial x} \right)$$

$$\frac{\partial \bar{Z}^{\prime\prime^2}}{\partial t} + \bar{\rho} \bar{u}_j \frac{\partial \bar{Z}^{\prime\prime^2}}{\partial x_j} = \frac{\partial}{\partial x} \left( \bar{\rho}D_t \frac{\partial \bar{Z}^{\prime\prime^2}}{\partial x} \right) + 2 \frac{\nu_t}{S_{\bar{Z}^{\prime\prime^2}}} \left( \frac{\partial \bar{Z}}{\partial x} \right)^2 - \bar{\rho} \bar{\chi}$$

(3.100)

(3.101)

where the Schmidt number is assumed to be constant ($S_{\bar{c}} = 0.7$).

By integrating the instantaneous values and the assumed probability density functions of scalar dissipation rate and mixture fraction, the Favre mean for the species mass fractions reads:

$$\bar{Y}_i = \int_0^\infty \int_0^1 Y_i(Z, \chi) P(Z, \chi) dZ d\chi$$

(3.102)

The soot volume fraction is determined by its source terms in the flamelet code. The source terms of surface growth, oxidation and fragmentation are functions of the soot volume fraction. Hence, they must be determined in the flow field. A delta-like distribution is assumed, since only the mean of the soot volume fraction is known in the flow field. This rough assumption was also made in models presented by Moss and co-workers and Leung et al. [48, 146] for the statistical distribution of the soot volume fraction and the number density. However, the soot volume fraction is obtained in the flow code by solving the transport equation for the mean soot mass fraction, $\bar{Y}_s$:

$$\frac{\partial \bar{m}_s}{\partial t} + \bar{\rho} \bar{u}_j \frac{\partial \bar{m}_s}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \nu_e \frac{\partial \bar{Y}_s}{\partial x_j} \right) + \rho_s \frac{d\bar{T}_v}{dt}$$

(3.103)

where:

$$Y_s = \frac{f_r \rho_s}{\rho}$$

(3.104)

The turbulent Prandtl number, $Pr$, for soot is assumed to be 1.4. In order to account for black body-radiation from soot particles radiation must be included in the coupling. Radiative heat transfer from the soot particles and the gas phase species, $CO_2$ and $H_2O$ affects the flame temperature and thus the flamelets. The mean enthalpy is calculated in the flow field in order to include radiation heat losses.

As well as computing the mixture fraction, $Z$, at every point in physical space, the flow code also computes its mean and variance, the scalar dissipation rate, $\chi$, and mean and variance, and mean enthalpies and also identifies the
$F_v(Z, \chi), T(Z, \chi), \ldots$

\[ \beta-\text{PDF and Log-normal distribution of coordinates } Z, \chi, H, \alpha. \]

**Figura 3.9:** Coupling of the steady flamelet method to the flow model.
corresponding library for the different heat loss parameters, \( \alpha \). The temperature decreases with increasing radiation which leads to a change of the rates of soot formation and oxidation.

### 3.3.3 The Flow Code

The flow calculations and the solving of the transport equations for the soot and mixture fraction were done in the CFD code by Bai [144] described in Section 3.2. Soot increases the radiative heat loss and thus affects the flow field. The absorption coefficients are computed in a similar way to that used previously in fires by de Ris [147]. The code starts with initial estimates of the dependent variables. The mean flow field consisting of \( \tilde{u}_j, \tilde{h}, \tilde{Z}, \tilde{Z}^2, \mu_\chi \) and \( \sigma_\chi \), is calculated. The PDF, \( \wp(Z, \chi) \), is determined for different heat loss parameters \( \alpha \). This is done using the the flow information on the mixture fraction \( \tilde{Z}, \tilde{Z}^2 \) and scalar dissipation rate \( \mu_\chi, \sigma_\chi \) as well as the flamelet relation \( \rho = \rho(Z, \chi) \). The enthalpy, \( h(\alpha) \), originating from the flamelet calculations is computed using \( \wp(Z, \chi) \). The assumption that the enthalpy from the flamelet calculations \( h(\alpha) \) coincides with the enthalpy from the CFD code, \( \tilde{h} \), results in the determination of the heat loss parameter, \( \alpha \). With \( \alpha \) and \( \wp(Z, \chi) \), the values of \( T, \frac{\partial T}{\partial t} \) and \( \rho \) can be found and the calculation is repeated until convergence is achieved.
Chapter 4

Results and Discussion

The formulation of combustion models is based on a series of assumptions made to reduce CPU time, as well as to obtain reasonable results. The flamelet concept is such an approach, where compromises are made in the description in order to model soot formation and other species concentrations in combustion processes. The steady flamelet model also has a reasonable accuracy compared with the unsteady flamelet model since it is used as a chemical preprocessor for source terms of soot formation. Since the unsteady flamelet model treats transient effects its accuracy is higher as will be shown in this chapter. A number of assumptions are made in the both models. This chapter describes the validation of the models for the formation of soot in laminar and turbulent diffusion flames. Different properties of soot formation and the dependence of soot formation on different flamelet models were studied. The models used were: the soot model, Section 2.3, the steady laminar flamelet model Section 3.3 and the unsteady laminar flamelet model Section 3.2. The models were coupled to an in-house CFD RANS code developed by Bai [144] (Sections 3.3 and 3.2). The effect of the flow model on the formation of soot is not investigated. The study was performed on two different flames: a turbulent ethylene/air flame and a laminar acetylene/nitrogen/air flame, generated with a mechanism including 855 reactions and 85 chemical species. The mechanism was taken from Mauss and Balthasar [108, 116] without modifications. Agglomeration will be introduced into the unsteady flamelet model and tested for the laminar flame in Section 4.2.3. Until that point the model follows the soot model described in Section 2.3 excluding the formation of agglomerates. Hence soot particles are assumed to be spherical.

Since the comparison of different models is described in this section, the structure of Section 4.1 describing studies on soot formation in turbulent diffu-
sion flames differs from Section 4.2 where soot formation in a laminar diffusion flame is described. This implies that there is much more to do, as discussed in Section 6. Atmospheric pressure is assumed at all times.

Since computation time sets the limit on every model, two approaches to reduce computation time will be discussed at the end of the chapter.

4.1 Turbulent Diffusion Flames

The example flame used to investigate the effect of different model assumptions is a turbulent ethylene/air diffusion flame. The experiments used for validation were taken from Young et al. [49]. An description of the experiment can be found in Section 1.2.3. The unsteady flamelet model was applied to study the affect of using higher moments during flamelet calculations and different factors relevant to surface reactions. Transient effects were then studied using the steady flamelet model and a comparison will be made with the unsteady flamelet model. Finally the relevance of preferential diffusion for the formation of soot using the steady flamelet model is discussed.

4.1.1 Convergence of the Momentum Method

The statistical method of moments applied in this work was previously described in Section 2.1.2. The direct simulation of the particle size distribution function can be replaced by an infinite number of equations describing the statistical moments of the PSDF. In order to save CPU time, many models only solve a limited number of moment balance equations. The validity and accuracy of this approach is the issue of this section. Balthasar [116] has shown that applying the solution of the method of moments to the determination of coagulation rates converges towards the solution of the Smoluchowsky equation when increasing the moments applied in the calculation. Convergence of the soot complete soot profile could be obtained including additional moments into the flamelet model. The active site parameter, which is the subject of Section 4.1.2, is set to 0.8. The surface growth is assumed to depend on the soot particle surface area.

Figures 4.1 (i) and (ii) were obtained with the unsteady flamelet model extended to four moments. Soot volume fractions including two, three and four moments were employed. Figure 4.1 (ii) presents a profile at a height of 250 mm above the outlet. The figures show the convergence towards one profile in soot volume fraction with increasing number of moments. The profile accounting for four moments is 40% lower than the profile including only one moment. Balthasar found that the deviation from the direct Smoluchowsky
calculations lay between 3% and 10% [116]. In order to save computation time, two moments will be considered in the following calculations. The deviation due to this two-moment assumption must be considered.
Figure 4.1: The mean soot volume fraction calculated with 2, 3 and 4 moments: axial position (i) radial position at x=250 mm (ii). The results are compared with experiments by Young et al. [49].
4.1.2 Relevance of Surface Reactions for Soot Formation

The process of soot surface growth was previously discussed in Section 2.3.3. In spite the fact, that the process has been the subject of many studies (see Haynes and Wagner [1]), many questions remain unanswered.

In the following the unsteady flamelet model considering two moments will be applied to study the change in on-axis soot volume fraction for different models of surface growth. The results will be compared with experiments by Young et al. [49].

Soot surface growth dependence

One of the questions still not answered is whether the growth of the soot surface can be modelled as a function of soot volume fraction (as claimed by Wagner et al. [118]), the soot surface itself (as postulated by Harris et al. [119]) or the number density as discussed previously.

The mean soot volume fraction is modelled using the unsteady flamelet model describing the turbulent ethylene/air flame described earlier. The active site parameter applied was 0.7, and the calculations were performed using two moments. The model is based on the following assumptions:

1. Soot surface growth is a function of the soot surface area.
2. Soot surface growth is a function of the number density of soot particles.
3. Soot surface growth is a function of the soot particle diameter raised to the power of 2.25.

Figure 4.2 (i) presents the axial mean soot volume fraction. Model modifications based on the three assumptions peak at the same point in space for all three models. The soot volume fraction is badly underestimated when assuming the surface growth to be a function of number density. This under-prediction is unaffected by the active site parameter, which is the subject of the next section. The result in best agreement with the experimental profile is that assuming the surface growth is a function of soot particle surface area.

Active sites

The active site parameter is another variable of interest. It describes the reactivity of the soot surface. The effect of a change in this parameter on soot volume fraction is illustrated in this section. The model applied is the unsteady flamelet model considering two moments. The surface growth is assumed to depend on the soot particle surface area.
Figure 4.2 shows three values of active site parameter assuming a reference active site parameter of $0.7 \pm 14\%$. The soot volume fraction changes by 30\% when varying the activity of the site. It can be concluded that the active site parameter has considerable influence on the formation of soot in turbulent diffusion flames.
Figure 4.2: (i) The dependence of surface growth on the soot number density (●), the soot surface (■) and the diameter $d_{2.25}$ (○). (ii) Mean soot volume fraction as a function of the active site parameter, increased (○) and decreased (■) by 14%. The results are compared with experiments by Young et al. [49].
4.1.3 Transient Effects

As stated in Section 3, the flamelet can be in five different states [77]:

1. The steady, unreacted initial mixture
2. The unsteady transition after ignition
3. The quasi-steady burning state
4. The unsteady transition after quenching
5. The unsteady transition after re-ignition with the stationary states

Cases 1 and 3 describe time-independent states. They can be calculated prior to the CFD calculation using the steady flamelet model, and stored in a flamelet library. The time-dependent states 2, 4 and 5 must be calculated interactively with the CFD calculations. Slow chemical processes such as \( NO_X \) and soot formation reach the quasi-steady burning state on a much longer time scale than the fuel oxidation processes. This time scale may be longer than the typical flamelet lifetime. Hence, they are transient and can not be directly determined with the steady flamelet library concept. As described in Section 3.3, the source terms of slow-forming species can be calculated and the species concentration can be calculated by the CFD code. Another, more direct, way to account for transient effects on soot formation is to apply the unsteady flamelet model (Section 3.2) interactively with a CFD code.

In this section the soot source terms and the resulting mean soot volume fraction are calculated using both models and compared with experiments performed by Young et al. [49]. The unsteady model includes the assumption that the soot volume fraction is surface dependent. An active site parameter of 0.7, applied previously, and two moments are considered in the calculations. The steady laminar flamelet model is based on the assumption that the soot volume fraction is surface dependent. An active site parameter of 0.3 was applied in this model as mentioned previously (Section 4.1.4). The use different parameters is justified with the introduction of transient effects and the stronger influence of the turbulent flow field in the turbulent diffusion flame modelled with the unsteady flamelet model. Furthermore, the unsteady flamelet model is used to study the relevance of other transient effects, such as coupling to the gas phase, which are neglected when applying the steady flamelet model.

**Comparison between the steady and the unsteady flamelet models**

The unsteady interactive flamelet concept is described in Section 3.2 accounts for transient processes such as ignition and extinction. The steady flamelet
model Section 3.3 does not consider these processes. To compensate for this, it can be used to calculate source terms for processes reaching the quasi-steady burning state on long time scales. The source terms are used in the transport equation in the CFD code, as described in Section 3.3.2. The model is validated for the description of soot formation in turbulent diffusion flames against the unsteady flamelet model.

One transient effect is the radiative heat loss which takes place on a long time scale. This transition is accounted for in the steady flamelet model by the radiation factor defined in Section 3.3. The inclusion of the radiation into the unsteady flamelet model is described in Section 3.2.

First, the two models will be compared. This is done by studying the source terms at one point in scalar dissipation rate space, and by investigating the complete soot volume fraction. The sources calculated with the steady flamelet model are extracted at a scalar dissipation rate of $\chi = 82 \text{s}^{-1}$ and the source terms calculated using the unsteady flamelet model are extracted at one point of the time-dependent scalar dissipation rate space which expands along the stoichiometric iso-surface described in Section 3.2.5.

Calculated temperature profiles Figure 4.3 (ii) show the temperature as a function of mixture fraction for both models. The prediction of the models are rather close to each other. The source terms for soot formation and oxidation are effected when transient effects are accounted for in the model.

A comparison of the soot volume fraction calculated the unsteady flamelet approach and with the experimental data is shown in Figure 4.5. Source terms of particle inception, surface growth and oxidation are compared in Figures 4.3(i), 4.4(i) and (ii). The terms were modelled with both the unsteady flamelet approach and the stationary library approach at one point in enthalpy; scalar dissipation rate space. The rate of particle inception seen in Figure 4.4 (i) in the interactive flamelet model exceeds that of the steady flamelet approach. The difference between the results is within 25%.

The source terms for surface growth (Figure 4.4 (ii)) and oxidation (Figure 4.3 (i)) of the unsteady flamelet model are slightly smaller than the source terms of the steady flamelet model. In the following figures, the unsteady flamelet model is compared with the steady flamelet model which was coupled to a CFD code as previously described. Experimental data from Young et al. [49] are also presented. Figure 4.5 (i) and (ii) show the soot volume fraction as a function of axial position. The peak of the steady flamelet model is shifted downstream compared with experimental data and to the interactive flamelet model. This also affects the radial profile, where the mean soot volume fraction is slightly lower than that predicted by the interactive flamelet model (Figure 4.5 (ii)).

It can be concluded that the temperature profile in the flow field is in
reasonable agreement with the experimental data for both the steady and the unsteady flamelet model. Source terms coincide with an error of less than 25%. Both the steady and the unsteady flamelet approach agree fairly with the experimental results when modelling a turbulent ethylene/air diffusion flame. Nevertheless a deviation in the mean soot volume fraction can be seen. The unsteady model prediction of the mean soot volume fraction is closer to the experimental profile. It can thus be concluded that transient effects, such as radiation and coupling to the flow field, affect the modelling of soot formation.
The maximum temperature at a scalar dissipation rate of $\chi = 82 \text{ s}^{-1}$; (ii) Source terms of soot oxidation.
Figure 4.4: Comparison of the unsteady and steady flamelet model. (i) Particle inception; (ii) surface growth at a scalar dissipation rate of $\chi = 82 \text{ s}^{-1}$.
Figure 4.5: Comparison of the unsteady and steady flamelet model for mean soot volume fraction. (i) Axial and (ii) radial at $x=250$ mm. The results are compared with experiments by Young et al. [49].
Coupling to the gas phase

The soot model illustrated in Figure 1.11 can be split up into different stages. The first stage describes reactions in the gas phase with successive growth of the soot particles up to the size of agglomerates. The process involves heterogeneous reactions with the gas phase, during which the generated particles grow by reaction with gas phase species $C_2H_2$ and oxidize in reactions with $O_2$ and $OH$. The gas phase species $C_2H_2$, $O_2$ and $OH$ are consumed in the process. The consumption of acetylene cannot be included in the steady flamelet model since it depends on local concentrations, which are not known during the library calculations. The consumption also depends on the soot particles which are first modelled in the CFD code.

The unsteady flamelet code has been employed to study the relevance of this effect. An active site parameter of 0.7 and two moments are considered in the calculations. Soot formation is assumed to be soot-surface dependent.

Figure 4.6 shows the axial and a radial profile of the mean soot volume fraction including and excluding coupling to the gas phase species. The mean soot volume fraction decreases by 30% when the consumption of the gas phase species is included in the model of the turbulent flame.
Figure 4.6: Comparison of the unsteady flamelet model including (●) and excluding (○) the coupling to gas phase species mean soot volume fraction. (i) Axial and (ii) radial direction at x=250 mm. The results are compared with experiments by Young et al. [49].
4.1.4 Influence of Preferential Diffusion on Soot Formation

The effects of differential diffusion on the flame structure have been studied by Pitsch et al. [78]. The influence of species diffusion on the formation of soot in a turbulent non-premixed ethylene/air flame is the subject of this section.

The soot model presented in Section 2.3 and the steady flamelet model (Section 3.3) are used to calculate flamelet libraries containing the source terms for soot formation. Two moments are considered. The soot volume fraction is assumed to depend on the surface. An active site parameter of 0.3 is applied. Frenklach and Wang [121] used an active site parameter of 0.35 to describe soot formation in a laminar, premixed \( C_2H_2/O_2/Ar \) flame at pressures of 12 kPa. The source terms are computed and tabulated for three different flamelet models. They are defined using various modifications of the species diffusion term. The libraries are used in a flow code developed by Bai [144] to calculate a turbulent jet diffusion flame. The results are compared and validated with a corresponding experiment by Young et al. [49]. Three different diffusion models were employed.

- **Model 1**: The model is based on the assumption the Lewis numbers is unity for all species. This model implies that the diffusion is the same for all species. The results are obtained using species conservation (Equation 3.85), momentum conservation (Equation 3.86) and energy conservation (Equation 3.89).

- **Model 2**: The model is based on the assumption that the Lewis number of each species is constant. They are considered to be unity for all species except \( H \) and \( H_2 \). This implies that the diffusion of the lightest species is considered. The results are obtained using species conservation (Equation 3.75), momentum conservation (Equation 3.78) and energy conservation (Equation 3.81).

- **Model 3**: A complex diffusion model is applied to all species. Preferential diffusion is taken into account. The results are obtained using species conservation (Equation 3.67), momentum conservation (Equation 3.70) and energy conservation (Equation 3.73).

Figures 4.7-4.8 show the influence of preferential diffusion on the source terms for soot formation. The rate of soot particle inception (Figure 4.7 (i)), soot surface growth (Figure 4.7 (ii)) and soot oxidation (Figure 4.8 (i)) as a function of the mixture fraction for a scalar dissipation rate at stoichiometric condition \( \chi_{st} = 10s^{-1} \) was studied for all three models.
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The resulting source terms for the complex diffusion (Model 3) are close to those computed with the constant diffusion (Model 2). Assuming a Lewis number of unity (Model 1) results in higher values for the oxidation (Figure 4.8 (i)), lower values of particle inception (Figure 4.7 (i)) and lower surface growth (Figure 4.7 (ii)), hence the soot volume fraction calculated with this model is lower (Figure 4.9). This result is achieved by coupling the flamelet library to the in-house CFD RANS code developed by Bai [144]. The agreement between experiments and calculation in the axial and the radial directions are best for the model accounting for preferential diffusion, but the model assuming constant Lewis number also gives reasonable results.

However, the calculated axial profile is shifted 50 mm downstream compared with the experiments. It appears that Model 2 gives the best agreement with the experiments. Soot oxidation occurs too late in all models, but Model 2 reaches a maximum mean value very close to the values found in experiments. Furthermore, a profile mapping the maximum temperature as a function of scalar dissipation rate is shown in Figure 4.8 (ii). The profile for the complex diffusion model follows the tendency already seen in the profile for the source terms and is close to the constant diffusion model. The temperature for the unity Lewis number diffusion model is higher.

It has thus been shown that preferential diffusion has an effect on soot formation in turbulent diffusion flames. The physical transport in the flow has a considerable impact on the flame. Also it can be considered to be sufficient to assume a constant Lewis number for all species.
Figure 4.7: The source terms at a scalar dissipation rate of $\chi_{st} = 10 \, s^{-1}$ for particle inception (i) and surface growth (ii).
Figure 4.8: The source terms at a scalar dissipation rate of $\chi_{st} = 10^{1}$ for oxidation (i). Temperature profile as a function of scalar dissipation rate at stoichiometric mixture (ii).
Figure 4.9: Mean soot volume fraction on axial (i) and at radial position (ii) at $x=100$ mm. The results are compared with experiments by Young et al. [49].
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4.2 Laminar Diffusion Flames

The focus of this section is soot formation in laminar diffusion flames using the unsteady flamelet model. The model flame is a laminar acetylene/nitrogen diffusion flame. The results are compared with experiments performed by Xu and Feath [33]. The experimental approach is described in Section 1.2.4. The experiments only give axial results. However, some radial results will be presented in this discussion. The effect of transient effects on soot formation in laminar diffusion flames calculated with the unsteady flamelet model is discussed first in this section. The formation of agglomerates is then coupled to the model and applied in the next three sections. The effect of the introduction of agglomerates on soot formation, the importance of different factors relevant for surface reactions, as well as transient effects, are studied at the end of the section.

4.2.1 Influence of Surface Reactions on Soot Formation

The process of soot surface growth was previously discussed for turbulent diffusion flames, in Section 4.1.2. This section deals with the effects on laminar acetylene/nitrogen/air flames.

Soot surface growth dependence

The questions of whether the growth of the soot surface can be modelled as a function of soot volume fraction [118], the soot surface itself [119] or the number density is posed in this section. The focus of this section is to study the effect of the previously described surface effects on laminar diffusion flames using the unsteady flamelet approach.

The mean soot volume fraction is modelled using the unsteady flamelet model describing the laminar acetylene/nitrogen/air flame described above. The active site parameter was set to 0.25 and two moments were considered. The results are compared with the experimental data of Xu and Feath [33]. As in Section 4.1.2, the models are based on the following assumption:

1. Soot surface growth is a function of the soot surface.
2. soot surface growth is a function of the number density.
3. soot surface growth is a function of the soot diameter to the power of 2.25.
Figure 4.10 (i) presents the mean soot volume fraction in axial direction. The maximum of soot volume fraction for the models based on the three assumptions coincide in space have the same order of magnitude. The soot volume fraction is still underestimated when assuming the surface growth to be a function of number density. The profiles predicted by the model assuming that the surface growth is a function of the soot surface are close to those predicted by the model assuming the surface growth is a function of $d^{2.25}$. Both profiles agree reasonably with experimental data.

**Active sites**

Figure 4.10 shows three values of the active site parameter. The reference value of the parameter of $0.25 \pm 14\%$. The parameter is by a factor 0.7 lower than the the parameter applied by Frenklach and Wang [121] for a laminar premixed $C_2H_2/O_2/Ar$ flame at pressures of 12 kPa. The soot volume fraction was assumed to depend on the surface are of the soot particles. The soot volume fraction changes by 8% when varying the activity of the site by 14%. It can be concluded that the active site parameter influences the formation of soot in laminar diffusion flames. The effect is not as large as for turbulent flames. This is due to the fact that the flame is laminar and the turbulent mixing, which supplies the particle in radicals does not affect the process. The active site parameter decreases with the absence of radicals [1].
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Figure 4.10: (i) The dependence of the surface growth on the soot number density (○), the soot surface (■) and the diameter $d^{2.25}$ (○). (ii) Mean soot volume fraction as a function of the active site parameter, increased (○) and decreased (■) by 14%. The experimental data are from Xu and Faeth [33].
4.2.2 Transient Effects

Transient effects play an important role in laminar flames where the influence of the flow field is weak compared with turbulent flames. This implies that the chemical processes have a stronger effect. The relevance to gas phase coupling was studied for soot formation in the laminar acetylene/nitrogen/air flame.

The radiative heat loss, which is also a transient effect, is accounted for in the unsteady flamelet model as described in Section 3.2.

Coupling to the gas phase

The unsteady flamelet code has been employed to study the effect of the inclusion of the coupling to the gas phase in laminar diffusion flames. Two moments are considered and the active site parameter was set to 0.25. The soot volume fraction depends on the surface area of the soot particle.

Figure 4.11 shows the axial and a radial profile at a height of 33 $mm$ above the outlet of the mean soot volume fraction. The profiles show a comparison of the unsteady flamelet model including and excluding the coupling to the gas phase species. The mean soot volume fraction decreases by 40% when the consumption of the gas phase species is included in the model of the laminar flame. It appears to be 10% higher than for the turbulent flame Figure 4.6. This can be explained by the fact that the influence of the flow field is greater for turbulent flames than for laminar flames.
Figure 4.11: Comparison of the unsteady flamelet model excluding (•) and including (◦) the coupling to gas phase species mean soot volume fraction: (i) axial and (ii) radial at x=33 mm. The results were validated with the experiment by Xu and Faeth [33].
4.2.3 Formation of Agglomerates

As discussed in Sections 1.4 and 2.3.5, soot particles form agglomerates at a certain stage. This process has been included in the unsteady flamelet model and is treated statistically. The combustion state was found to be completely in the molecular regime. Neither the transition regime, nor the continuum regime were entered at any time (Section 2.3.5). This can be explained by the atmospheric pressure as demonstrated by Pels Leusden [135], and the small particle size relative to the number density. Hence, the agglomerates were built in the free molecular regime.

Instead of “switching on” the agglomeration when the critical diameter $d_c$ is reached, the process is started smoothly using a diameter-dependent pre-factor, $\Gamma$, in the code:

$$\Gamma = \frac{0.5 \cdot 10^9 \tanh(\Delta D) + 1}{2}$$

(4.1)

The smooth formulation of the factor has the advantage of improving the convergence of the computation.

In order to include the decay of the scalar dissipation rate along the jet axis and other transient effects, the unsteady flamelet model was applied to study this laminar flame where it is assumed that a laminar flamelet is transported through the flame. The scalar dissipation rate, $\chi$, is calculated interactively with the CFD code. The scalar dissipation rate is assumed to be a function of mixture fraction space and a function of time, propagating along the stoichiometric iso-surface, with $\chi(\tau) = \chi(\tau_{st})$. Since the maximum mixture fraction changes upstream, the value of the maximum mixture fraction for each flamelet is determined by the CFD code. This also affects the scalar dissipation rate. In order to account for this evolution, the following normalized, Gaussian-shaped scalar dissipation rate is applied:

$$\chi(Z) = \frac{\chi(Z_{\text{CFD}})}{\chi_{\text{max}}(Z)} \text{ for } Z \leq Z_{\text{max}}; \quad \chi = 0 \text{ for } Z > Z_{\text{max}}$$

(4.2)

The formation of soot agglomerates, (Section 2.3.5), in laminar diffusion flames using the unsteady flamelet model (Section 3.2) was investigated for a laminar acetylene/nitrogen diffusion flame. As for the model not considering agglomerates, the soot volume fraction, species concentrations and soot diameter were calculated interactively with the inhouse CFD RANS code by Bai [144], as described in (Section 3.2.6) and compared with experiments performed by Xu and Feath [33] (Section 1.2.4). Two moments were considered, as in the previous section, and the active site parameter was set to 0.25. Figures 4.13 show that the model agrees well with the experiments for species concentrations such as $CO$, $CO_2$ and the fuel itself $C_2H_2$. Figure 4.14 (i) shows the axial profile of
the mean soot volume fraction. The profile shows a peak and a saddle, which are shifted downstream compared with the experimental data. The saddle is due to agglomeration, and can be seen for both the experiment and the model. Figure 4.15 shows a comparison between a model including and excluding the agglomeration. The results are shown as axial (i) and radial (ii) plots. The saddle does not occur if agglomeration is not considered. The flame is also shifted upstream. The model including the process of agglomeration agrees better with experimental results. Figure 4.14 (ii) shows the diameter of the primary particles. The prediction agrees well with experiments. As for the mean soot volume fraction, the profile is shifted upstream compared with the experiments. Oxidation affects the modelled diameter more strongly than the experiments. This is due to the temperature profile, which peaks later than in the experimental results.

Figure 4.12: Axial profile of the fuel concentration (o). The experiment was performed by Xu and Faeth [33].
Figure 4.13: Axial profile of species concentration of $CO$ ($\bullet$, $\circ$) and $CO_2$ ($\blacksquare$, $\square$). The experiment was performed by Xu and Faeth [33].
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Figure 4.14: Mean soot volume fraction on axis (i). Diameter of primary soot particles (ii). The experiment was performed by Xu and Faeth [33].
Figure 4.15: Mean soot volume fraction on axis (i). Diameter of primary soot particles (ii). The experimental data were taken from Xu and Faeth [33].
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Figure 4.13 shows good agreement with the experiments for the fuel (i) and the oxidizer (ii). The soot volume fraction (i) and the diameter of the primary particles (ii) are shown in Figure 4.14. They agree well with the experimental results. The plateau in the soot volume fraction is seen both for experiments and for the modelled soot volume fraction. This can be explained by the beginning of the process of agglomeration, which is set to start smoothly when a critical diameter $d_c = 10 \, \text{nm}$ is reached. All soot results are shifted upstream compared with the experiments.

4.2.4 Relevance of Preferential Diffusion for the Process Soot Formation

The effects of differential diffusion on soot formation in turbulent flames were described in Section 4.1.4. This section deals with the influence of the species diffusion on the formation of soot in a laminar non-premixed acetylene/nitrogen/air flame.

The study concerns soot formation when the process of agglomeration is accounted for (Section 2.3), the active site parameter is set to 0.25, and two moments are considered. The model used here is the unsteady flamelet model (Section 3.2). The results were validated with the experimental data by Xu and Faeth [33]. As before, the study is based on three different diffusion models:

- Model 1: The model bases on the unity Lewis numbers assumption for all species. This model implies that all species diffuse equally.
- Model 2: The model bases on the assumption that the Lewis numbers of each species are constant. They are considered to be unity for all species except for $H$ and $H_2$. This implies that the diffusion of lightest species is considered.
- Model 3: A complex diffusion model is applied for all species.

Figure 4.16 shows the mean soot volume fraction predicted by the three models, on axis (i) and in the radial direction (ii) at $x = 33 \, \text{mm}$. The resolution of the radial profile is very poor and no experimental data with which the prediction can be compared. The result is presented anyways since it shows the effect in radial direction. The model including detailed diffusion of all species (Model 3) agrees best with the experimental results. In contrast to the turbulent flame (Section 4.1.4), Figure 4.9 the profile of the complex diffusion model does not agree well with the model assuming unity or constant Lewis numbers. The peak in mean soot volume fraction is a factor 2 lower than in the experiments and considerably shifted upstream. This implies that diffusion plays a greater
role in laminar flames than in turbulent flames contributing to the growth of agglomerates. It is thus not sufficient to apply simple diffusion models when describing laminar flames.
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Figure 4.16: Mean soot volume fraction on axial (i) and at radial position $x=33\ mm$ (ii). The experimental data were taken from Xu and Faeth [33].
4.3 Methods of Reduction

The determination of pollutant formation in diffusion flames is time-consuming. The time limitation of the methods is the reason why theoreticians are forced to prioritize. Often they choose to work either with the physics of the flow or detailed chemistry. Saving time and making use of both the physical and chemical descriptions of combustion systems is of great interest. The flamelet model offers a way of combining detailed chemistry with physical information in flow calculations. In order to save computation time and improve the applicability of the models, two approaches to reduce computational effort will be presented here. The goal of the first the reduction of computation time during chemical calculations. The second is concerned with the steady flamelet model and describes ways of compressing flamelet libraries and introducing them into any flow calculation in a simple manner.

4.3.1 Online Reduction of Reaction Mechanisms during Unsteady Flamelet Calculations

The work described in this subsection is based mainly on the work by Fikret Saric, Saric and Dederichs [148]. A detailed chemical mechanism containing 66 species was used to calculate species concentrations in a turbulent ethylene/air flame using the unsteady flamelet model. An online reduction principle was applied in these calculation. Species with a short lifetime $2 \times 10^{-6}$ s were excluded from the calculation. Thirty-nine species were removed from the calculations ($H$, $O$, $OH$, $HO_2$, $CH$, $HCO$, $CH_2$, $CH_3$, $CH_4$, $CH_2OH$, $C_2H$, $HCCO$, $C_3H_3$, $CH_2CHO$, $OCH_3CHO$, $CH_3CHO$, $C_2H_5$, $C_3H_3$, $C_3H_5P$, $C_3H_7$, $N-C_3H_7$, $1-C_3H_7$, $C_4H_2$, $C_4H_3S$, $C_4H_5S$, $C_4H_5S$, $C_4H_6$, $C_4H_7$, $C_4H_8$, $2-C_4H_8$, $C-2-C_4H_8$, $P-C_4H_9$, $S-C_4H_9$, $C_6H_5U$, $C_6H_6$, $C_6H_7U$, $CO$), which implies a reduction in the size of the Jacobian matrix. The results shown in Figures (4.17-4.19) show fair agreement between the species concentration and the temperature profiles when applying the detailed mechanism and the reduced mechanism. The temperature deviates with maximal 3% and the H concentration with less than 15%.
Figure 4.17: Temperature profile for the detailed model (i). Comparison of the fuel concentration as a function of mixture fraction computed with the full (●) and the reduced mechanism (■) (ii).
Figure 4.18: Comparison of the temperature as a function of mixture fraction computed with the full (○) and the reduced (■) mechanism (i). (ii) shows the difference of 3% between the models.
Figure 4.19: Comparison of the $O_2$ profile (i) and $H$ profile (ii), as function of mixture fraction computed with the full (○) and the reduced (■) mechanism.
4.3.2 Compression of the Flamelet Libraries

The previous section focussed on data compression during calculation. As mentioned above, this process results in increased CPU consumption due to convergence problems, caused by a change in Jacobian. Post-process data compression methods do not suffer from these problems.

Data compression is a subject studied by scientists in many fields. The data sets produced in the steady flamelet library are space consuming. The model is interesting because of its compatibility with any CFD code. Since large libraries are not easy to implement, elegant data compression is of interest. The goal is to develop subroutines and functions describing the soot source terms as functions of mixture fraction, scalar dissipation rate, enthalpy, radiation parameter, temperature and pressure. Numerous approaches have been described in literature which could be and have been applied for such a purpose.

Limiting factors which should be considered in this context are the CPU time required to generate the memory of the generated data, the error associated with the reduction process, the CPU time required to retrieve the filtered data, and the applicability of the method. Examples are given below.

- The discrete wavelet transform (DWT) presents as filter applicable to data fields, using a recursive partitioning approach. Another application is in the reduction of the differential equations [149].

- Computationally efficient implementation of combustion chemistry using \textit{in situ} adaptive tabulation (ISAT) has been undertaken by Pope [150]. The method is based on tabulating the physical and chemical evolution of combustion processes in a condensed way.

- Neural networks coupled to Pope’s ISAT method [150] has been applied by Chen et al. [151] to reduce storage space of chemical kinetic data by more than a factor of 100.

- Intrinsic low-dimensional manifolds (ILDM) described by Maas and Pope [55] define the time evolution of one species as a function of other major species thereby reducing computation time and memory requirements.

- The multi-adaptive regression spline or so-called MARS method, developed by Friedman [152] offers flexible regression modelling of high-dimensional data. It makes use of spline basis functions and tunable parameters such as order and knot locations using a recursive partitioning approach. It is capable of modelling multivariable interactions.

The goal of the method described in this section is to compress libraries containing source terms of soot.
Flamelet libraries

Flamelet libraries contain data which has been calculated using the steady flamelet model. In our case the data are source terms of chemical reaction such as the soot and physical properties such as the radiative heat release.

The source terms for soot formation: As described in Section 3.3 the steady flamelet model may not be used to model transient effects such as soot formation. Instead the source terms for soot formation and reduction can be calculated and stored. They are functions of temperature, mixture fraction, scalar dissipation rate, enthalpy and the radiative heat loss parameter $\alpha$.

The radiative heat loss: The radiative heat loss is another term suitable for being pre-calculated and stored in flamelet libraries. It affects the temperature profile and has great influence on the flamelet. At the same time the black-body radiation of soot particles present a strong contributor to the total radiative heat loss. It depends strongly on the fluctuations of the temperature in the turbulent flame. The influence of the radiative heat loss increases with decreasing scalar dissipation rate. The time needed to gain a stationary profile of a flamelet cooled by radiation is much longer than the flame residence time. Radiation is therefore a transient effect and needs to be modelled when stationary flamelet libraries are used. Radiation losses can be pre-calculated using the steady flamelet model (Section 3.3) similar to the calculations of the source terms for soot formation. The source terms for the radiative heat loss presented here, account for the loss due to soot, $H_2O$ and $CO_2$.

Appropriate compression of the library containing source terms of soot and then radiative heat loss will limit the computational effort required.

Coupling the flamelet library to the flow code: The original procedure to introduce the flamelet library containing source terms of soot formation and radiative heat release into the flow code was mentioned before (see Section 3.3). However, in order to present the compression method applied in this work, it will be shortly explained:

1. Flamelet libraries containing source terms for the formation and oxidation of soot are calculated using the steady flamelet model. The libraries are calculated for a range of values of the radiative heat loss parameter $\alpha$. The libraries are then interpolated for intermediate values of $\alpha$. Flamelet libraries containing radiative heat loss are calculated.
2. (a) The Favre average of the chemical source terms stored in the flamelet libraries is given as:

\[ \tilde{f}_v = \int_0^{\chi_g} \int_0^1 \frac{\rho_i}{P} h(Z, \chi) f_v(Z, \chi) \hat{P}(Z) \hat{P}(\chi) d\chi dZ \quad (4.3) \]

The source terms for the radiation, stored in the flamelet libraries, must be Favre averaged as the source terms for the soot formation. This is done as follows

\[ \tilde{q} = \int_0^{\chi_g} \int_0^1 \frac{\rho_i}{P} h(Z, \chi) q(Z, \chi) \hat{P}(Z) \hat{P}(\chi) d\chi dZ \quad (4.4) \]

where \( \chi \) is assumed to be log-normal distributed and \( Z \) as a \( \beta \)-PDF (Equation 3.97).

(b) The Reynolds average of the density and the Favre average of mixture fraction as well as the mixture fraction variance are calculated in the CFD code.

3. (a) The enthalpy is computed by the flamelet calculations as a function of the radiative heat release parameter \( \alpha \):

\[ \tilde{h}_\alpha = \int_0^{\chi_g} \int_0^1 h(Z, \chi) \hat{P}(Z) \hat{P}(\chi) d\chi dZ \quad (4.5) \]

(b) The enthalpy \( h \) calculated in the CFD code will be used to identify the corresponding flamelet library.

4. The source terms for soot are introduced into the soot transport equations and the soot volume fraction is calculated in the flow calculations. The radiative heat loss is introduced into the energy equation in the flow code.

**Coupling the compressed library to the CFD calculations:** To reduce the required storage an online compression of the data can be done. The sources are fitted with polynomials along the \( \chi \) axis and with \( \beta \) functions along the \( Z \) axis. The latter choice of the fitting procedure has the advantage that one now
is able to solve the integral of the PDF analytically as follows:

\[
\tilde{f}_v = \int_0^{x_0} \int_0^1 \frac{\rho_i}{\rho} h(Z, \chi) \bar{f}_v(Z, \chi) \bar{P}(Z) \bar{P}(\chi) d\chi dZ
\]

\[
= \int_0^{x_0} \left( \int_0^1 \frac{\rho_i}{\rho} h(Z, \chi) \bar{f}_v(Z, \chi) \bar{P}(Z) dZ \right) \bar{P}(\chi) d\chi
\]

\[
= \int_0^{x_0} F^* \Gamma(\alpha^*) \Gamma(\beta^*) \frac{\Gamma(\alpha^* + \beta^*)}{\Gamma(\alpha^*) \Gamma(\beta^*)} \bar{P}(\chi) d\chi
\]

\[
= \int_0^{x_0} \Phi(Z, \chi) \bar{P}(\chi) d\chi
\]

\(\Phi(Z, \chi)\) is the Favre average of the fitted distribution of the soot sources and the radiative heat loss as functions of mixture fraction and scalar dissipation. The integration of the source term over the probability might be done analytically, since a \(\beta\)-PDF is used for the statistical distribution of the mixture fraction (Section 3.3.2). This reduces the computational effort required for the method.

The \(\beta\) PDF can be replaced by normal polynomials. The result of the compression compared to the original library data is shown below.

Figure 4.20 shows the library at a boundary temperature of 298 K and atmospheric pressure for the source term of soot oxidation (i) and soot radiation (ii) as a function of mixture fraction \(Z\) and scalar dissipation rate \(\log \frac{1}{\chi}\). These fields are subject of the data compression. The data field is described as functions of scalar dissipation rate and mixture fraction, temperature and pressure. First the \(\beta\)-function fit is applied on segments of the library at fixed values of \(\chi\). Figure 4.21 shows a comparison between the fit and the original source terms of soot oxidation (i) and the inception of soot particles (ii). The beta-function fit and the original source terms of the soot radiation (i) and the radiation due to \(CO_2\) (ii) are shown in Figure 4.22. There is clearly a loss of information which could be diminished if an ordinary polynomial was applied. The loss of information is the trade-off for the applicability of the approach.
Figure 4.20: Presentation of the source term for soot oxidation (i) and the soot radiation (ii) in flamelet coordinates.
Figure 4.21: Comparison of a polynomial fit of source terms with the original data. Source term for soot oxidation (i) and particle inception (ii).
Figure 4.22: Comparison of a polynomial fit of source terms with the original data. Source term for CO$_2$ radiation (i) and soot radiation (ii).
Chapter 5

Conclusions

A detailed soot model has been applied in an steady and a unsteady flamelet model. The effect on soot formation in laminar and turbulent combustion of numerous features of the two approaches was studied in this work. It was shown that certain assumptions are more crucial in laminar diffusion flames than in turbulent ones.

**Surface reactions:** It is obvious that the surface growth of soot particles depends on the surface of the particle. The surface dependence of the particle has been shown to be more crucial in turbulent diffusion flames than in laminar flames.

The active site parameter for laminar flames is 35% of the active site parameter for turbulent flames. Soot formation in a laminar is affected much less by changes in the active site parameter than a turbulent flame. This is due to the fact that the flame is laminar and the turbulent mixing, which supplies the particle with radicals, does not affect the process. The active site parameter decreases in the absence of radicals [1].

**Preferential diffusion:** The diffusivity of the species was shown to play a role in soot formation. The largest effect was seen in laminar diffusion flames, where complex diffusivity of all species should be taken into account. However, complex diffusion is considered relevant for turbulent diffusion flames, where the impact of the flow field is much stronger.

**Transient effects:** All transient effects investigated in this work were shown to affect soot formation, which is itself transient. The first effect studied is due to heterogeneous-reactions through which the soot particles grow by reacting
with \( C_2H_2 \) or broken up by oxidation with \( O_2 \) and \( OH \). It was shown that the consumption of these products influences the formation of soot and should be taken into account. This coupling to the gas phase affects laminar flames more, with a change of 40%. But in turbulent diffusion flames it alters the result by 30%. The steady flamelet model does allow the inclusion of this process.

The unsteady flamelet model was shown to achieve results that agreed better with experiments and exhibited better convergence than the steady flamelet model.

Although some of those effects such as the coupling to the gas phase cannot be included in the steady flamelet approach, reasonable results could still be obtained when modelling soot volume fraction.

**Formation of agglomerates:** The process of the formation of agglomerates was included in the unsteady model and applied to a laminar acetylene/nitrogen/air diffusion flame. It was shown that the soot volume fraction is affected when this process is considered. The predictions of the model including the agglomeration are closer to the experimental profile than the model neglecting the formation of agglomerates.

**Methods of reduction:** Online mechanism reduction and the removal species with short lifetimes was included in the unsteady flamelet code. It was possible to filter the Jacobian down to one third of the species. However, this method is not considered very useful for modelling soot formation since the CPU time increases due to convergence problems. If CPU time must be reduced it is much more convenient to apply compression of the library when coupling the information generated with the steady flamelet model to the flow code.
Chapter 6

There is much more to do

Despite the fact that many model parameters have been studied in this thesis, a large number of questions remain to be answered. They will be posed in this last chapter and hopefully answered in future work.

**Surface reactions:** As soon as agglomerates are formed only part of the surface of the particle is exposed and available for reactions with the gas phase species, such as the species assumed to be responsible for growth, $C_2H_2$, and the species responsible for oxidation, $O_2$ and $OH$. Since the fractal surface is much larger than the spherical surface this should effect heterogenous reactions and thereby surface growth and oxidation of soot agglomerates. The fractality of the particles should even have an influence on the activity of the soot sites. Appel et al. [122] described the relation between the active site parameter and temperature in premixed flames. This relation should be investigated for laminar and turbulent diffusion flames.

**Preferential diffusion:** The effect of preferential diffusion on soot formation could be shown in this work. It is to be expected that this effect is also relevant for soot formation when agglomerates are formed.

**Formation of agglomerates:** Agglomerates have been included in the unsteady flamelet model and validated against the laminar acetylene flame. It would be interesting to validate the model against a turbulent flame in the future.

The laminar flamelet model for agglomerates must be tested in all three regimes: the free molecular regime, the continuum regime and the transition regime. This implies that the model should be tested at higher pressures.
Fuchs [124] solution for the transition regime should be validated against the simple solution presented by Frenklach et al. [106] using the flamelet model in diffusion flames.

**Methods of reduction:** With increasing CPU power the demand on the accuracy of the models and of joint physical and chemical models will increase. The need to save CPU time will always be present, although at the cost of a loss in accuracy. This poses a mathematical and numerical challenge to develop methods of reduction which really save computational time and not increase the CPU time due to enlarged convergence problems.
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