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Abstract

One of the key factors for the success of recent energy
minimization methods is that they seek to compute global
solutions. Even for non-convex energy functionals, optimiza-
tion methods such as graph cuts have proven to produce
high-quality solutions by iterative minimization based on
large neighborhoods, making them less vulnerable to local
minima. Our approach takes this a step further by enlarging
the search neighborhood with one dimension.

In this paper we consider binary total variation problems
that depend on an additional set of parameters. Examples
include:

(i) the Chan-Vese model that we solve globally
(ii) ratio and constrained minimization which can be for-
mulated as parametric problems, and
(iii) variants of the Mumford-Shah functional.

Our approach is based on a recent theorem of Chambolle
which states that solving a one-parameter family of binary
problems amounts to solving a single convex variational
problem. We prove a generalization of this result and show
how it can be applied to parametric optimization.

1. Introduction

The Mumford-Shah functional [15] is a widely used func-
tional for image segmentation. As a special case, Chan and
Vese proposed in [6] a segmentation method where an im-
age is approximated with a function taking only two values.
By minimizing an energy consisting of a smoothness term
added to the squared distance between the original and the
approximation, a large variety of images can be segmented
correctly. However, the exact minimization of this energy
functional is a difficult problem and this paper will describe
new results on this topic obtained by generalizing recent
results by Chambolle [4] and Chan et al. [5].

This paper considers optimization problems over images,
where without loss of generality the image \( I : \mathbb{R}^2 \supset \Omega \rightarrow \mathbb{R} \)
is assumed to take values on \([0, 1]\).

Our main contribution is that we show how one can evaluate
real-valued functions of the following type:

\[
m(t) = \min_{\theta,s} E(\theta, s, t),
\]

where \( E \) is a functional depending on the binary valued
function \( \theta : \Omega \rightarrow \{0, 1\} \), the one-dimensional parameter
\( s \in \mathbb{R} \) as well as some additional vector of real parameters
\( t \). The ability to evaluate such functions allows us to effi-
ciently optimize parametric, binary total variation models
including several variants of the Mumford-Shah functional.
The standard way of solving such problems is by alternating
optimization: (1) keep the real parameters fixed and solve
for \( \theta \), (2) keep \( \theta \) fixed and solve for the real parameters. By
including one additional parameter in the first step, the neigh-
borhood search is enlarged and the risk of getting trapped in
local minima is reduced.

Another consequence of (1) is that we can obtain globally
optimal solutions to low-order parametric total variation
models. We analyze in more detail one of the main problems
in this class of segmentation models, namely the Chan-Vese
model. We want to approximate the image with a function
taking only two values \( \mu_0 \) and \( \mu_1 \), by solving the following
optimization problem:

\[
\begin{align*}
& \text{minimize} \\
& \quad \lambda J(\theta) \\
& \text{subject to} \\
& \quad \theta(x) \text{ binary} \\
& \quad 0 \leq \mu_0 < \mu_1 \leq 1.
\end{align*}
\]

Here \( J(\theta) \) is the total variation of \( \theta \), \( J(\theta) = \int_{\Omega} |\nabla \theta| \, dx \).
When \( \theta \) is binary, the total variation is the length of the
boundary between the two regions defined by \( \theta \). The weight
\( \lambda > 0 \) controls how important a short boundary is. The
assumption that \( \mu_1 > \mu_0 \) is without loss of generality and it
prevents (2a) from inherently having two optima. We show
how to find the optimal segmentation as well as the optimal
values of the two parameters \( \mu_0 \) and \( \mu_1 \) by a simple branch
and bound search over a single dimension.
The size of the graphs are reduced with a method that bears some resemblance to the one described here. An alternative formulation of (2b) is solved for every pair of the two levels. This is done in [10], where a maximum-flow formulation of (2b) is solved for every pair of the two levels. The size of the graphs are reduced with a method that bears some resemblance to the one described here. An alternative formulation of (2b) is solved for every pair of the two levels. This is done in [10], where a maximum-flow formulation of (2b) is solved for every pair of the two levels. The size of the graphs are reduced with a method that bears some resemblance to the one described here. An alternative formulation of (2b) is solved for every pair of the two levels.

\[ \text{minimize} \quad \lambda J(\theta) + \int_{\Omega} \theta \left[ (I - \mu_1)^2 - (I - \mu_0)^2 \right] \, dx. \]  

(2b)

This problem is still non-convex, as the discrete set \( \{0, 1\} \) is non-convex. Chan et al. [5] showed that globally optimal solutions can still be obtained by relaxing \( \theta \) to the interval \([0, 1]\), solving the resulting convex problem and then thresholding the result. Several algorithms have been developed to solve this convex minimization problem [2]. If the image is discretized, optimal solutions can also be obtained via graph-cuts, with a suitable \( J \).

On the other hand, if one wants to also optimize over \( \mu_0 \) and \( \mu_1 \) simultaneously the problem is no longer convex. In practice, this is solved by alternating between minimizing over \( \theta \) with \( \mu_0, \mu_1 \) fixed and minimizing \( \mu_0, \mu_1 \) with \( \theta \) fixed [2, 5, 6]. The latter step is very simple, it just consists of taking the means of the two regions defined by \( \theta \) [15]. This procedure does not guarantee that the final solution obtained is globally optimal. Indeed, Fig. 1 shows an image where this procedure fails. The result with initial values of \( \mu_0 = 0 \) and \( \mu_1 = 1 \) is shown in Fig. 1a, which is only a local optimum, because the segmentation in Fig. 1b has a lower energy.

Another method is of course to perform an exhaustive search over the parameters \( \mu_0 \) and \( \mu_1 \), solving (2b) for each possible pair. This is done in [8], where a maximum-flow formulation of (2b) is solved for every pair of the two levels. The size of the graphs are reduced with a method that bears some resemblance to the one described here. An alternative approach was pursued in [13] where branch and bound was applied over \( \mu_0 \) and \( \mu_1 \) for a discretized version of (2a). The main advantage with our approach is that we reduce the problem with one dimension, and branch-and-bound is only necessary in the remaining dimension. Another possible advantage is that our work is based on continuous optimization methods and hence metrication errors are smaller as demonstrated in [10]. Moreover, our algorithm is amenable to GPU acceleration [17].

Our work is also applicable to other variants of the Mumford-Shah family of segmentation methods. Alternat-
If $f(x, s) \leq 0$ for all $x$ it follows that $\theta \equiv 1$ solves $(P_s)$. Similarly, $f(x, s) \geq 0$ implies that $\theta \equiv 0$ is a solution. From this we see that $w$ is bounded, more precisely that $\inf_y z(y) \leq w(x) \leq \sup_y z(y)$. To see this, choose $s' < \inf_y z(y)$. By definition we have $w(x) \geq s'$ for all $x$.

Let $s$ be fixed. If $s < w(x)$, any solution $\theta$ of $(P_s)$ must satisfy $\theta(x) = 1$, while if $s > w(x)$ we must have $\theta(x) = 0$ (Lemma 2.1). Since $w(s)$ satisfies these requirements, we see that $w(s)$ is a solution to $(P_s)$. By continuity arguments [4] one can show that $w(s)$ also is a solution on the set where $w(x) = s$.

To show that $w$ is the solution to $(Q)$, we start out by letting $s_* < \inf_y v(y)$ for some $v$ and observing that

$$\int_{s_*}^{\infty} v(s) f(x, s) \, ds = \int_{s_*}^{v(x)} f(x, s) \, ds = F(x, v(x)) - F(x, s_*).$$

Now we integrate over problem $(P_s)$ for all $s$:

$$\int_{s_*}^{\infty} \left( \lambda J(v^{(s)}) + \int_{\Omega} v^{(s)} f(x, s) \, dx \right) \, ds = \lambda J(v) + \int_{\Omega} F(x, v(x)) \, dx - \int_{\Omega} F(x, s_* x) \, dx.$$

We have already shown that $w(s)$ minimizes the integrand for every $s$. This means that for any function $v$,

$$\lambda J(v) + \int_{\Omega} F(x, v(x)) \, dx \geq \lambda J(w) + \int_{\Omega} F(x, w(x)) \, dx.$$

This shows that $w$ is the unique solution of the strictly convex functional in $(Q)$. \hfill \Box

**Remark 2.3.** Problem $(Q)$ with $F(x, w(x)) = \frac{1}{2} (w(x) - I(x))^2$ is a well-studied convex functional in image restoration [19] and we will refer to it as a ROF problem.

**Remark 2.4.** Chambolle [4] proved Theorem 2.2 for the special case $f(x, s) = s - G(x)$ and used the result to approximate the solution to problem $(Q)$ with a series of discrete solutions to $(P_s)$. We will use the result in the other direction, for solving a one-parameter family of discrete problems by thresholding a single ROF solution.

**Remark 2.5.** If $f(x, s) = H(x)s - G(x)$ with $H(x) > 0$, then

$$F(x, w(x)) = \frac{1}{2} \left( \sqrt{H(x)} w(x) - \frac{G(x)}{\sqrt{H(x)}} \right)^2. \tag{3}$$

This is the result we will use for the rest of this paper. We call Problem $(Q)$ with this data term a weighted ROF problem.

### 2.1. Numerical Method

In our numerical experiments, we will use the following smoothness function:

$$J(\theta) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sqrt{(\theta_{i+1,j} - \theta_{i,j})^2 + (\theta_{i,j+1} - \theta_{i,j})^2}, \tag{4}$$

which can be seen as a discretization of the "true" length of the boundary. Problem $(Q)$ with (3) can be written as

$$\text{minimize}_w J(w) + \frac{1}{2 \lambda} \int_{\Omega} (D(x)w(x) - B(x))^2 \, dx, \tag{5}$$

and we solve it by adapting a method in [3, 4]. Introduce a dual field $\xi$, with which a solution can be found by iterating the following scheme:

$$\begin{cases}
    w^{(n)}_{i,j} = B_{i,j} + \lambda \left( \frac{\partial \xi^{(n)}}{\partial x_{i,j}} / D_{i,j} \right) / D_{i,j} \\
    \xi^{(n+1)}_{i,j} = \xi^{(n)}_{i,j} + (\tau / \lambda) \nabla w^{(n)}_{i,j} \\
    \max\{1, |\xi^{(n)}_{i,j}| + (\tau / \lambda) \nabla w^{(n)}_{i,j}\}
\end{cases}, \tag{6}$$

where $\tau$ is the step-length. The initial condition can be set to $\xi^{(0)} = 0$ and $w^{(0)} = B$. A suitable stopping criterion when $D \equiv 1$ is also derived in [4]; if $\bar{w}$ is the true solution we have the following error bound:

$$||w^n - \bar{w}||^2 \leq \lambda J(w) - \lambda \sum_{i,j} \xi^n_{i,j} \cdot (\nabla w^n)_{i,j}. \tag{7}$$

We divide this error bound with the number of pixels in order to get a bound independent of the size of the image being processed.

### 3. Two-Phase Mumford-Shah Functional

We now return to the original problem $(2a)$. To formulate our optimization problem, we perform the following change of variables:

$$\begin{cases}
    \delta = \mu_1 - \mu_0 \\
    \nu = \mu_1^2 - \mu_0^2
\end{cases} \quad \iff \quad \begin{cases}
    \mu_1 = \frac{\nu + \delta^2}{2\delta} \\
    \mu_0 = \frac{\nu - \delta^2}{2\delta}. \tag{8}
\end{cases}$$

We can now rewrite the energy in $(2a)$ as

$$E(\theta, \nu, \delta) = \lambda J(\theta) + \int_{\Omega} \theta(x)(\nu - 2\delta I(x)) + \left( \frac{\nu - \delta^2}{2\delta} - I(x) \right)^2 \, dx. \tag{9}$$

Let the function $m(\delta)$ previously introduced in (1) denote the minimum energy possible given a fixed $\delta$, $m(\delta) = \min_{\theta, \nu} E(\theta, \nu, \delta)$. The set of parameters $(\mu_0, \mu_1)$ has two degrees of freedom and when we evaluate $m(\delta)$ we optimize over one degree of freedom while keeping the other one fixed.
3.1. Optimization with Fixed Difference

The result in Theorem 2.2 implies that $m(\delta)$ can be evaluated by thresholding the solution to the real-valued problem ($Q$) for all $\nu$ and evaluating the energy. This is because evaluating $m(\delta)$ amounts to solving

$$\min_{\nu} \left( \min_{\theta} E(\theta, \nu, \delta) \right).$$

The inner problem is a special case of $(P_s)$ with $f(x, s) = s - 2\delta I(x)$. To see this, recall that the last term of $E(\theta, \nu, \delta)$ does not depend on $\theta$. From Remark 2.5 we see that it can be solved with (6). After the solution to $(Q)$ is obtained, the solution is thresholded and $E$ evaluated for all $\nu$. To summarize, computing $m(\delta)$ consists of the following steps:

1. Solve problem $(Q)$ with $F(x, s) = \frac{1}{2}(s - 2\delta I(x))^2$.
2. For each $\nu$, threshold the solution $w$ at $\nu$ and evaluate the resulting energy (9).
3. The pair $(\nu^*, \theta^*)$ with the lowest energy is the global solution to problem (2a) with $\delta$ fixed.

Step one is a standard ROF problem, for which there exist fast minimization methods, see [16] for an overview and [17] for a GPU implementation. Our simple MATLAB implementation performed one (6)-iteration in about 27 ms for $\lambda = \delta = 0.5$. The number of iterations required until convergence is strongly dependent on $\lambda$ and $\delta$. The second step does not need as much attention as it is a very fast procedure and can trivially be parallelized.

Figure 2 shows an example where $\delta$ has been fixed to 0.2 and 0.6, respectively. The graphs show that the energy has a lot of local minima as $\nu$ varies. The thresholding process finds the global minimum quickly. It is also interesting to note that the graph of the energy looks entirely different for different $\delta$, which suggest that the minimum energy is a complicated function with respect to $(\delta, \nu)$, and therefore nontrivial to minimize.

Figure 3 shows $m(\delta)$ evaluated on the entire interval $[0, 1]$ for ten images. Note that $m(\delta)$ is often very flat around the global optimum, which has two consequences: (i) it will be difficult to find the optimum $\delta^\ast$ with certainty, but (ii) one evaluation of $m(0.5)$ is often enough to find a good solution, close to the global solution.

3.2. Optimization with Varying Difference

It is also possible to solve problem (2a) along another degree of freedom. We can define another function

$$\hat{m}(\nu) = \min_{\theta, \delta} E(\theta, \nu, \delta), \quad \theta(x) \text{ binary}. \tag{11}$$

We set $s = -\delta$ and see that computing this function means solving

$$\min_s \left( \min_{\theta(x)} \lambda J(\theta) + \int_\Omega \theta(x)(2I(x)s + \nu) \, dx \right). \tag{12}$$

The procedure for calculating $\hat{m}(\nu)$ is the same as the one described in the previous section, with the first step replaced by:

1’. Solve problem $(Q)$ with $F(x, s) = \frac{1}{2}(2I(x)s + \nu)^2$.

The resulting minimization problem can be written on the form (5). Therefore, this step can be performed with the method described in Section 2.1.

Figure 4 shows an example with the “camera man’’ image. In the experiment $\nu$ was fixed to 0.55 and 0.75. This resulted in two very different energy curves for the same image.

3.3. Obtaining a Lower Bound

We have a method to compute $m(\delta)$; the next logical step is to minimize it. To be able to prove a lower bound, we need a way to obtain a lower bound for $m$ on an interval $[\delta_1, \delta_2]$. A good lower bound is an essential part of the branch and bound paradigm.
Finding a lower bound for \( m(\delta) \) amounts to finding a lower bound for the energy \( E(\theta, \nu, \delta) \) defined in (9) for any \( \delta \in [\delta_1, \delta_2] \). This energy can be bounded from below on the interval:

\[
E^{\text{bound}}_{\delta_1, \delta_2}(\theta, \nu) = \lambda I(\theta) + \int_\Omega \theta(x)(\nu - 2\delta^2 I(x)) \, dx \\
+ \min_{\delta \in [\delta_1, \delta_2]} \int_\Omega \left( \frac{\nu - \delta^2}{2\delta} - I(x) \right)^2 \, dx.
\]  

(13)

It follows that the minimum of \( E^{\text{bound}}_{\delta_1, \delta_2} \) is a lower bound to the minimum of \( m(\omega) \) on \([\delta_1, \delta_2]\). The last term does not depend on \( \theta \) and can be computed by choosing \( \delta \) such that \( \nu - \delta^2 \) is as close to the mean of the image as possible. Finding the lower bound therefore amounts to solving \((P_s)\) with \( f(x, s) = s - 2\delta^2 I(x) \) for every \( s \) and computing the minimum of the resulting energies. Just like before, every solution can be obtained by thresholding the solution to \((Q)\). Denote the obtained lower bound \( m^{\text{bound}}(\delta_1, \delta_2) \).

### 3.4. Global Optimization

The lower bound can be used to perform a branch and bound search on the interval \([0, 1]\), splitting each subinterval until it can either be discarded or contains the optimum. However, obtaining a useful bound for even moderately large intervals is hard because \( m \) is flat (see Fig. 3). Since every calculated bound and every evaluation of \( m \) require a solution to \((Q)\), it is essential that previous solutions can be reused. The number of (6)-iterations can then be kept to a minimum. For memory reasons, we also want to keep the number of cached solutions as low as possible.

For these reasons, we propose the following method to search for the optimum \( \delta^* \): A feasible region \([\delta_L, \delta_H]\) is maintained, known to contain the optimal value. This region is initially set to \([0, 1]\). The goal is to shrink the feasible region from both ends, i.e. to provide new regions \([\delta_L^{(n+1)}, \delta_H^{(n+1)}] \subset [\delta_L^{(n)}, \delta_H^{(n)}]\) containing \( \delta^* \), with the limit of the lengths equal to 0. The algorithm consists of three main steps: two for shrinking the interval from both endpoints using lower bounds and one to search the remaining feasible interval after good candidates to the optimal energy \( E^* \). Good candidates are necessary for the bounds to be useful; fortunately, good candidates are found very quickly in practice.

The algorithm iterates three main steps, each associated with a cached dual field \( \xi \) for speeding up the (6)-iterations.
The two bounding steps also store step lengths $t_L, t_H$ which controls the size of the interval to be removed. The steps are detailed in the following list:

1. Try to shrink the interval from above
   - Using the cached dual field $\xi_H$, solve problem (3) with $G(x) = 2(\delta_H + t_H)f(x)$.
   - Evaluate $m_{\text{bound}}(\delta_H, \delta_H + t_H)$ by thresholding the solution.
   - If the bound is greater than the currently best energy, discard the interval by setting $\delta_H \leftarrow \delta_H + t_H$. Otherwise, replace $t_H$ by a smaller step; we used $0.8t_H$.

2. Similarly, try to shrink the interval from below.

3. Choose $\delta$ inside the feasible interval from $\left\{ \frac{1}{2}, \frac{1}{4}, \frac{2}{3}, \frac{1}{2}, \frac{3}{8}, \frac{3}{8}, \frac{1}{5}, \frac{1}{5}, \ldots \right\}$ and evaluate $m(\delta)$.

Because the sequence of evaluated $\delta$ is dense in $[0, 1]$, $m$ will eventually be evaluated arbitrarily close to the optimal value. We also have $m_{\text{bound}}(\delta, \delta + t) \rightarrow m(\delta)$ as $t \rightarrow 0$. From these observations, it is not hard to show that the algorithm is convergent.

3.5. Results

Because $m(\delta)$ typically is very flat (Fig. 3), the interval cannot be made very small without substantial computational effort. But an approximate localization of the global optimum can be computed and proved in reasonable time. Figure 5 shows the cumulative number of (6)-iterations required to localize the global optimum for the “camera man” image. The computation of the first bound for $m(\delta)$ required 401 iterations, while the total number of iterations required to compute the bounds for every subinterval was 1151. The search for the optimal point within the feasible interval required 302 iterations.

It should be noted that even a single evaluation of $m$ at e.g. $\delta = 0.5$ is enough for most images in practice, due to the flatness of $m$ and the fact that the solution will be optimal in the $s$-direction, which typically has lots of local minima as shown in Fig. 2. Also, after the optimal solution for a particular $\delta$ is obtained, $\mu_0$ and $\mu_1$ are updated before evaluating the energy. In fact, the first evaluation of $m(0.5)$ during the test in Fig. 5 resulted in a solution that could not be further improved.

4. Ratio Minimization

Problem $(P_s)$ appears in [12] as “parametric max-flow”, where it is used, among other things, to minimize a ratio of two functionals. A similar method is used in [11], where instead a sequence of convex problems is solved. We shall see how one can solve some problems of the same type by solving a single convex minimization problem. The ratio of two functionals $P$ and $Q$ with $Q(\theta) > 0$ is considered:

$$ R(\theta) = \frac{P(\theta)}{Q(\theta)}. $$

Let $s^* = R(\theta^*)$ be the optimal value of $R(\theta)$. We see that

$$ \min \theta P(\theta) - sQ(\theta) = 0 \quad \iff \quad s \leq s^* $$

$$ \min \theta P(\theta) - sQ(\theta) \leq 0 \quad \iff \quad s \geq s^*. $$

This means that we can solve problems for different values of $s$ until we have come arbitrarily close to the optimal value $s^*$ using bisections. This is done in [12] with repeated max-flow problems.

With the result in Theorem 2.2, we are able to minimize functionals of the following form:

$$ P(\theta) = \lambda J(\theta) + \int_{\Omega} \theta(x) g(x) \, dx $$

$$ Q(\theta) = \int_{\Omega} \theta(x) h(x) \, dx + K, \quad h(x) > 0. $$

To compute the minimizer of $P(\theta)/Q(\theta)$, we formulate the problem of finding the minimizer of $P(\theta) - sQ(\theta)$, which amounts to solving

$$ \min \theta \text{ binary} \quad \lambda J(\theta) + \int_{\Omega} \theta(x) (h(x)(-s) + g(x)). $$

By solving $(Q)$ once and thresholding the result at $-s$ we find minimizers to $P(\theta) - sQ(\theta)$. Searching for $s^*$ is now reduced to thresholding the solution $w$ at different levels and evaluating an energy, which can be performed very fast. Define $E_s(\theta) = P(\theta) - sQ(\theta)$ and

1. Start with $s_{\text{min}}, s_{\text{max}}$
2. $s \leftarrow (s_{\text{min}} + s_{\text{max}})/2.$
3. $\theta \leftarrow w(-s)$. 
4. If $E_s(\theta) > 0$ set $s_{\max} \leftarrow s$. Otherwise, set $s_{\min} \leftarrow s$.

5. Repeat from step 2.

This scheme will rapidly converge to $s^*$. Figure 6 shows an example. More examples of ratio minimization are found in [12].

### 4.1. Constrained Optimization

It is interesting to note that the minimizing a ratio of two functionals bears some similarities to constrained minimization. Consider the following problem, where in addition to an energy functional, the area of the resulting foreground (where $\theta(x) = 1$) is also required to be larger than a predetermined minimum value:

$$
\begin{align*}
\min_{\theta} & \quad E(\theta, \mu_0, \mu_1) \\
\text{subject to} & \quad \theta(x) \text{ binary} \\
& \quad \int_{\Omega} \theta(x) \, dx \geq A.
\end{align*}
$$

The dual function $d(s)$ [1] of this problem is:

$$
\min_{\theta} \left( E(\theta, \mu_0, \mu_1) + s \left( A - \int_{\Omega} \theta(x) \, dx \right) \right).
$$

For any $s \geq 0$ we have $d(s) \leq E^*$, where $E^*$ is the optimal energy for (18). The best lower bound is given by $d^* = \max_{s \geq 0} d(s)$, which can be computed by thresholding a solution to $(Q)$, since computing $d(s)$ is equivalent to solving

$$
\begin{align*}
\min_{\theta} & \quad E(\theta, \mu_0, \mu_1) + \int_{\Omega} \theta(x) \, s \, dx, \\
\text{subject to} & \quad \theta(x) \text{ binary}.
\end{align*}
$$

followed by an evaluation of (19). However, since $\theta$ is constrained to be binary, strong duality does not generally hold [1], that is, $d^* < E^*$ in general.

### 5. Gaussian Distributions

Many variants of the two-phase Mumford-Shah functional have been used for image segmentation. For example, ultrasound images can be segmented using a maximum-likelihood formulation with the assumption that the image pixels are Rayleigh distributed [20]. To emphasize the difference to (2a), we will instead use a model where all pixels have equal expected values. This problem has previously been treated in [18] with local methods. Consider the following image model, were the image pixels comes from two Gaussian distributions with zero mean and different variance:

$$
I(x) \sim \begin{cases} 
N(0, \sigma_1^2), & \theta(x) = 1 \\
N(0, \sigma_2^2), & \theta(x) = 0.
\end{cases}
$$

Given that $\theta(x) = i$, the log-likelihood for the image pixel is

$$
\ell_i(I(x)) = \log \left( \frac{1}{\sigma_i \sqrt{2\pi}} \exp \left( \frac{(I(x))^2}{2\sigma_i^2} \right) \right).
$$

Given an observed image, we want to recover $\theta$, so we want to solve the following minimization problem:

$$
\begin{align*}
\min_{\theta, \sigma_0, \sigma_1} & \quad \lambda J(\theta) + \int_{\Omega} \theta(x) \left[ -\ell_1(I(x)) \right] \\
& \quad + (1 - \theta(x)) \left[ -\ell_0(I(x)) \right] \, dx.
\end{align*}
$$

Following the same approach as in Section 3.1, we remove the term which does not depend on $\theta$. After rearranging the factors inside the logarithms of the functional, we obtain:

$$
\begin{align*}
\lambda J(\theta) + \int_{\Omega} \theta(x) \left( \log \frac{\sigma_1}{\sigma_0} + I(x)^2 \left( \frac{1}{2\sigma_1^2} - \frac{1}{2\sigma_0^2} \right) \right) \, dx.
\end{align*}
$$

This suggests the following change of variables:

$$
\begin{align*}
\begin{cases}
\sigma = \frac{\sigma_1}{\sigma_0} \\
t = \frac{1}{2\sigma_1^2} - \frac{1}{2\sigma_0^2}
\end{cases} \implies \begin{cases}
\sigma_1 = \frac{\sqrt{2(\sigma^2 - 1)}}{2t} \\
\sigma_0 = \frac{\sqrt{2(\sigma^2 - 1)}}{2t^*}
\end{cases}.
\end{align*}
$$

We can now solve problem (23) for $t$ = constant. First, we solve a ROF problem with $(w(x) + I(x)^2t)^2$ as data term. Then we threshold the solution at all possible levels $r$, evaluating the energy in (23) and choosing the lowest energy. A result with this segmentation model can be seen in Fig. 7.

### 6. Conclusion

We have shown that the two-phase, binary Mumford-Shah functional can be effectively optimized by solving a continuous problem followed by thresholding. The method works if the difference between the two levels is fixed. To solve the general case, we give a branch and bound-like...
method which is shown to perform quite efficiently. It is interesting to note that a single evaluation of $m(\delta)$, which is optimal along one dimension, often seems to be enough to find the global optimum. The two main contributions of this paper are:

1. We have defined $m(\delta)$ in (1) and shown how it can be computed efficiently.
2. This allows us to solve the problem in (2a) using branch and bound in a single dimension.

In addition, we have briefly discussed some connections to the parametric max-flow problems in [12] and optimization under constraints. We have also extended the numerical method given in [3, 4] to the weighted ROF problem ($Q$).

The source code used for the experiments in this paper is available at http://www.maths.lth.se/~petter
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