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Abstract

We consider the problem of optimal static period assignment for multiple independent control tasks executing on the same CPU. Previous works have assumed that the control performance can be expressed as a function of the sampling rate only. Arguing that the control delay has a large impact on the control performance, in this work we include the control delay in the cost function. The delay is estimated using an approximate response-time analysis. Assuming linear cost functions for the controllers then allows us to solve the optimal period assignment problem analytically. The performance improvements over previous methods are verified in evaluations on synthetic task sets as well as detailed co-simulations of the controllers, the plants, and the scheduler.

1 Introduction

In the design of control systems, the law for controlling a plant is often developed starting from a continuous-time model. Based on the control performance specifications, the sampling rate is decided and the controller is synthesized. Finally, the controller is implemented as a periodic task that is assigned to the scheduler. However, as pointed out by several authors [18, 17, 19, 8, 7, 15], it can happen that the controller misbehaves with respect to the theoretical behavior foreseen in the design phase. A reason of possible misbehavior is that the interactions between the task implementing the controller and the other activities running on the processor may be incompatible with the stringent constraints on the controller schedule implicitly assumed in the design phase. Reason possible misbehavior is that the interactions between the task implementing the controller and the other activities running on the processor may be incompatible with the stringent constraints on the controller schedule implicitly assumed in the design phase. A reason of possible misbehavior is that the interactions between the task implementing the controller and the other activities running on the processor may be incompatible with the stringent constraints on the controller schedule implicitly assumed in the design phase. A reason of possible misbehavior is that the interactions between the task implementing the controller and the other activities running on the processor may be incompatible with the stringent constraints on the controller schedule implicitly assumed in the design phase.

A basic assumption in the paper is that the achievable cost for a given plant is a monotonically decreasing function of the activation rate and a monotonically increasing function of the control delay. The best case is hence a short sampling period and a short delay. This is true for all reasonable choices of activation rates (i.e. all cases but extremely slow sampling, where the sampling frequency is lower than the speed of the fastest pole of the plant). As the sampling rate approaches infinity and the delay approaches zero, the cost approaches that of an ideal, analog controller.

1.1 Contributions

The main contribution of the paper is the development of an approximate response-time analysis under fixed-priority
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scheduling that can be used to roughly estimate the control delay. We further show, assuming cost functions that are linear in the task periods and in the delays, how the response-time approximation allows the optimal period assignment problem for a set of controllers to be solved analytically. Being very efficient, the period assignment method can be used in an iterative co-design procedure, where the real (nonlinear) cost functions are linearized around the current solution in each step. Since the delay has a quite significant impact on the control performance, taking the delay into account at design time can significantly reduce the implementation-related performance degradation. In both theoretical and simulation-based evaluations, we show that our co-design method overall provides a lower cost than previously proposed period assignment schemes for multiple controllers.

1.2 Related Work

In 1996, Seto et al. [17] found the optimal task rate assignment such that a given performance index is maximized and the available computational resources are not overloaded. In this work, which is a milestone in the literature of real-time control co-design, however the delay between sensing and actuation is still assumed to have no impact in the performance of the system. This was pointed out by Kim [12], who proposed to extended the cost function to include also the control delay. No method for assigning periods based on the modified cost function was proposed however. Another limitation of [17] was that they assumed as feasibility constraint the utilization upper bound [14]. However the utilization upper bound is only a sufficient condition when a fixed priority scheduler is used. Bini and Di Natale [5] proposed an algorithm that finds the optimal period assignment of control tasks scheduled by fixed priority. In their work, the delay is guaranteed not to exceed the period for all tasks. Since the optimal method requires a time-consuming branch-and-bound algorithm to be executed, they also proposed a faster algorithm to find a suboptimal period assignment taking advantage of some geometrical considerations in the space of feasible activation rates. The simpler method will be compared with assignment method proposed in this paper in Section 5.

In recent years, there has been a growing interest in online control task period assignment, where the purpose is to reallocate more resources to the control loop currently in need. However, neither Martí et al. [16] nor Henriksson and Cervin [9] considered the control delay in their resource allocation schemes.

1.3 Outline

The remainder of this paper is outlined as follows. In Section 2, we state the system model, including the scheduling and controller parameters. In Section 3, the approximate response-time analysis is developed, followed by the analytical solution of the optimal period assignment problem. Section 4 very briefly discusses the problem of also assigning optimal priorities. The performance evaluation is given in Section 5, where the quality of the approximate analysis and the optimization is first tested on synthetic task sets and then in simulated multi-loop control systems. The conclusion and some discussion on future work are given in Section 6.

2 Application Model

An application consists of a set of $n$ independent control tasks, each one controlling a plant. A task $\tau_i$ is characterized by two sets of parameters: the real-time parameters, which describe how the task interacts with the scheduler and the other tasks, and the control parameters, which describe the plant, the controller, and the quality of the control.

2.1 Real-Time Parameters

The tasks are scheduled by a preemptive fixed-priority (FP) scheduler. A task $\tau_i$ is characterized by the following attributes:

- The worst-case computation time $C_i$ is the maximum execution requirement that a task can require. We highlight that the computation time of a linear controller is often quite static and predictable, since the code typically has not many conditional branches.
- The period of the task activations $T_i$ is the time separation between two consecutive activations. Equivalently, we will sometimes use the frequency of the activations, $f_i = \frac{1}{T_i}$.
- The task utilization $U_i$ is equal to $\frac{C_i}{T_i}$, and it measures the worst-case amount of computational resources required by the controller. If $\sum_i U_i > 1$, then we say that we are in overload conditions.
- The task priority is used by the FP scheduler to schedule the tasks for execution. Without loss of generality we assume that the priority is implicitly assigned by the task ordering, such that $\tau_i$ has higher priority than $\tau_{i+1}$.
- The worst-case response time $R_i$ is the maximum time that may elapse from the task activation to its finishing time.
2.2 Control Parameters

For the control parameters, we adopt a linear-quadratic Gaussian (LQG) framework [1], where each plant is described by a linear system

\[
\frac{dx(t)}{dt} = Ax(t) + Bu(t) + v_c(t)
\]

where \(x\) is the plant state, \(u\) is the controlled input, and \(v_c\) is a continuous-time Gaussian white noise process with intensity \(R_{1c}\). The output \(y\) is measured at discrete time instants \(t_k\), with measurement noise \(e\) described by a discrete-time Gaussian white noise process with variance \(R_2\). \(A, B,\) and \(C\) are matrices of appropriate size. The control performance is measured by a standard quadratic cost function

\[
J = \lim_{t \to \infty} \frac{1}{t} E \left\{ \int_0^t (y^2(\tau) + \rho u^2(t)) \, d\tau \right\}
\]  

(2)

where \(\rho\) is a weighting factor that describes how much large control signals should be penalized compared to large plant outputs. (The \(E\{\cdot\}\) operator denotes expected value.)

For a given sampling period \(T\) and a constant control delay \(\Delta\) (from reading \(y\) to updating \(u\)), it is straightforward to synthesize an optimal discrete-time LQG controller that minimizes (2). Further, it is possible to evaluate how the cost will change if \(\Delta\) is changed from its nominal value. The controller and the corresponding cost can be calculated using MATLAB and the BioLogistics toolbox [13].

In general, the cost \(J\) is a nonlinear function of the sampling period \(T\) and the delay \(\Delta\). For reasonably short periods however (abiding to common rules of thumb for sampling period selection [1]), the cost is usually a near-linear function of \(T\) and \(\Delta\). Three examples with scalar plants \((A = \{-1, 0, 1\}, B = 1, C = 1, R_{1c} = 1, R_2 = 0, \rho = 0)\) are shown in Figure 1. For the case \(A = 0\) (an integrator plant), the cost is indeed an exact linear function,

\[
J = \frac{3+\sqrt{5}}{\sqrt{5}} T + \Delta
\]

In the general case, the cost function can at least locally be approximated by a linear function (possibly with a constant offset that will not matter for the design problem at hand). For each control task \(\tau_i\), we hence model the relation between period, delay, and cost as

\[
J_i = \alpha_i T_i + \beta_i \Delta_i = \frac{\alpha_i}{f_i} + \beta_i \Delta_i
\]

Typically, the parameters \(\alpha_i\) and \(\beta_i\) are found to be within the same order of magnitude. This is not surprising, since the sample-and-hold operation can itself be interpreted as a delay. A common rule of thumb says that sampling with the interval \(T\) is roughly equivalent to a control delay of \(T/2\) [1].

3 The Period Assignment

In our design problem we assume that the task execution times are known. In this section we also assume that the priorities are given. In Section 4 we briefly discuss the priority assignment problem.

The goal of the design is to assign task periods such that the overall system cost is minimized. We define the overall cost \(J\) as

\[
J = \sum_{i=1}^{n} J_i
\]

(4)

Notice that the controller cost function (3) also allows the designer to assign different weights \(w_i\) to the controllers, which can be taken into account by simply multiplying both \(\alpha_i\) and \(\beta_i\) by \(w_i\).

3.1 Modeling the Delay

As argued in Section 2.2, a reasonable model of the cost of a controller should take the delay into account. The concept of job delay is quite clear: it is the time that elapses from the sampling instant (that can be assumed coincident with the job activation or the job start time) to the actuation instant (that can be assumed equal to the job completion time). Unfortunately the job delay can vary from job to job. An exact approach would have to investigate how the controller cost is affected by the full schedule of the task, taking into account all the different delays experienced by the jobs. However, current scheduling theory does not allow us to express all the job delays as a function of the task periods. Hence the following problem arises: what should we consider as the control delay \(\Delta_i\) such that (3) is a proper model of the controller cost?

A first attempt is to set the control delay equal to the maximum job delay. Hence, we can set the delay \(\Delta_i\) equal to the task response time \(R_{1c}\). In fact, the response time is the maximum time that can elapse from the task activation to its completion. However, the response time is not a continuous function of the task periods [11, 2]. It then becomes unclear what optimization method we can use to perform the minimization of the overall cost.

A second option can be to use an approximation of the response time that has some smoothness properties that allows us to solve the problem of minimizing \(J\). Recently,
Bini and Baruah [3] proposed a continuous and differentiable upper bound of the response time. They proved that

\[ R_i \leq R_i^{\text{ub}} = \frac{C_i + \sum_{j=1}^{i-1} C_j (1 - U_j)}{1 - \sum_{j=1}^{i-1} U_j} \] (5)

Thanks to the smoothness of this upper bound, we can imagine finding the task periods that minimize the cost (4) by replacing all delays \( \Delta_i \) by the expression (5). However, this approach presents two drawbacks:

1. Since \( R_i^{\text{ub}} \) is not convex, numerical solvers are not guaranteed to find a period assignment that guarantees a global minimum cost \( J \).

2. Since the response time \( R_i \) is the maximum response time of all the jobs activated by \( \tau_i \) and \( R_i^{\text{ub}} \geq R_i \), if we set \( \Delta_i = R_i^{\text{ub}} \) we would overestimate the impact of the delay in the controller.

Instead we would prefer to approximate the delay \( \Delta_i \) by the average of all the job response times over the task schedule. To follow this intuition we set

\[ \Delta_i = R_i^{\text{approx}} = \frac{C_i}{1 - \sum_{j=1}^{i-1} U_j} \] (6)

that is the response time that the task \( \tau_i \) would experience in a processor that provides a fluid share of \( 1 - \sum_{j=1}^{i-1} U_j \) of the available bandwidth. This would be the exact response time if the higher priority tasks \( \tau_1, \ldots, \tau_{i-1} \) received a constant share of the processor equal to their utilization.

Let’s now examine some properties of \( R_i^{\text{approx}} \). First, its convexity allows to assert that a period assignment that is a local minimum is also the global minimum. Second, \( R_i^{\text{approx}} \) is no longer an upper bound of the task response time \( R_i \). In fact,

\[ R_i = C_i + \sum_{j=1}^{i-1} \left[ \frac{R_j}{T_j} \right] C_j \geq C_i + \sum_{j=1}^{i-1} \frac{R_j}{T_j} C_j \]

\[ R_i (1 - \sum_{j=1}^{i-1} U_j) \geq C_i \]

\[ R_i \geq \frac{C_i}{1 - \sum_{j=1}^{i-1} U_j} = R_i^{\text{approx}} \]

This property makes \( R_i^{\text{approx}} \) suitable for our purposes, since our goal is to find an approximation of the average response time that is smaller than or equal to the task response time \( R_i \). In Section 5.1 we will show that the average response time of the jobs does not deviate significantly from \( R_i^{\text{approx}} \).

Finally, from a design point of view, an excellent property of \( R_i^{\text{approx}} \) is that, if we assume \( \Delta_i = R_i^{\text{approx}} \) we are able to find a closed solution of the optimal periods that minimizes the system cost \( J \).

### 3.2 Solving the Minimum Cost Problem

If we now assume \( \Delta_i = R_i^{\text{approx}} \) then the cost of a single controller becomes

\[ J_i = \alpha_i \frac{1}{R_i} + \beta_i \frac{C_i}{1 - \sum_{j=1}^{i-1} U_j} \] (7)

To have more compact expressions we will use the controller utilizations as optimization variables instead of the task periods. Hence, by introducing

\[ a_i = \alpha_i C_i \quad b_i = \beta_i C_i \] (8)

the task cost \( J_i \) becomes

\[ J_i = \frac{a_i}{U_i} + \frac{b_i}{1 - \sum_{j=1}^{i-1} U_j} \] (9)

**Figure 1.** Typical cost functions under LQG control. Left: stable plant, middle: marginally stable plant, right: unstable plant. In the plots, it is assumed that the delay never exceeds the period.
Clearly the utilization assignment must satisfy the necessary feasibility constraint on the available bandwidth,

\[
\sum_{i=1}^{n} U_i \leq 1 \tag{10}
\]

It is well known that the constraint (10) is not sufficient to guarantee that the jobs complete not later than the activation of the next one [14]. However this condition is not required in our context. In fact there may be controllers poorly sensitive to the delay that work fine even if the jobs are not completed before the activation of the next one. Hence, in our problem we allow \( R_i > T_i \) and we use the condition (10) as unique feasibility constraint.

It follows that the problem that we are solving is

\[
\text{minimize } J = \sum_{i=1}^{n} \left( \frac{a_i}{U_i} + \frac{b_i}{1 - \sum_{j=1}^{i-1} U_j} \right) \tag{11}
\]

subject to \( \sum_{i=1}^{n} U_i \leq 1, \quad U_i \geq 0 \)

Now we start computing the partial derivatives of the task costs \( J_i \) with respect to the utilizations \( U_k \). First of all we realize that the utilization \( U_n \) only affects the cost \( J_n \), because the lowest priority task \( \tau_n \) does not interfere with any other task. We have

\[
\frac{\partial J_n}{\partial U_n} = -\frac{a_n}{U_n^2} \tag{12}
\]

Since \( a_n \geq 0 \), \( J_n \) is a decreasing function of \( U_n \). Then it follows that the best value for \( U_n \) is the largest possible. Hence the bandwidth constraint of Equation (10) is always adherent (it holds with the equal sign), and we have

\[
U_n = 1 - \sum_{j=1}^{n-1} U_j \tag{13}
\]

This also has an intuitive explanation: since \( \tau_n \) is the lowest priority task, it does not interfere with any other task. Hence, increasing \( U_n \) can only benefit \( \tau_n \) without causing any damage to the other tasks. From (13), the cost \( J_n \) becomes

\[
J_n = \frac{a_n}{U_n} + \frac{b_n}{1 - \sum_{j=1}^{n-1} U_j} = \frac{a_n + b_n}{1 - \sum_{j=1}^{n-1} U_j} \tag{14}
\]

The minimization problem (11) is then performed on the first \( n-1 \) utilizations only, because \( U_n \) is implicitly assigned by (13). It can be rewritten as

\[
\text{minimize } J = \sum_{i=1}^{n-1} \left( \frac{a_i}{U_i} + \frac{b_i}{1 - \sum_{j=1}^{i-1} U_j} \right) + \frac{a_n + b_n}{1 - \sum_{j=1}^{n-1} U_j}
\]

subject to \( \sum_{i=1}^{n-1} U_i \leq 1, \quad U_i \geq 0 \)

\[
\sum_{i=1}^{n-1} U_i \leq 1 \quad \text{and} \quad U_i \geq 0
\]

We observe that \( J \) goes to \(+\infty\) at the boundary of the domain of the feasible utilizations,

\[
D = \left\{ (U_1, \ldots, U_{n-1}) \in \mathbb{R}^{n-1}: U_i \geq 0, \sum_{i=1}^{n-1} U_i \leq 1 \right\} \tag{16}
\]

In fact, when some \( U_i \to 0 \) then the corresponding \( J_i \to +\infty \) because it has a term \( \frac{a_i}{U_i} \) in it. When \( \sum_{i=1}^{n-1} U_i \to 1 \) then \( J_n \to +\infty \). Hence the minimum cost utilization assignment must occur in the interior \( D \). This observation allows us to disregard all the constraints of the minimization problem, and the problem can then be solved by unconstrained minimization.

Since \( J \) is differentiable, the minimum must satisfy the null gradient condition

\[
k = 1, \ldots, n-1 \quad \frac{\partial J}{\partial U_k} = \sum_{i=1}^{n} \frac{\partial J_i}{\partial U_k} = 0 \tag{17}
\]

If we differentiate \( J_n \) with respect to all the utilizations \( U_1, \ldots, U_{n-1} \) we find

\[
k = 1, \ldots, n-1 \quad \frac{\partial J_n}{\partial U_k} = \frac{a_n + b_n}{(1 - \sum_{j=1}^{n-1} U_j)^2} \tag{18}
\]

Now we differentiate the costs \( J_1, \ldots, J_{n-1} \) with respect to the controller utilizations. Since the value of \( U_k \) does not affect the tasks \( \tau_i \) with higher priority, we have

\[
k = 1, \ldots, n-1, \quad k > i \quad \frac{\partial J_i}{\partial U_k} = 0 \tag{19}
\]

Moreover we simply have

\[
k = 1, \ldots, n-1 \quad \frac{\partial J_k}{\partial U_k} = -\frac{a_k}{U_k^2} \tag{20}
\]

Finally when \( k < i \) we have

\[
k = 1, \ldots, n-1, \quad k < i \leq n-1 \quad \frac{\partial J_i}{\partial U_k} = \frac{b_i}{(1 - \sum_{j=1}^{n-1} U_j)^2} \tag{21}
\]

Now we write the null gradient condition of (17) for all its components, for \( k \) from \( n-1 \) down to 1:

\[
\frac{\partial J}{\partial U_{n-1}} = 0 \Rightarrow \frac{a_{n-1}}{U_{n-1}^2} = \frac{a_n + b_n}{(1 - \sum_{j=1}^{n-2} U_j)^2} \tag{22}
\]

\[
\frac{a_{n-2}}{U_{n-2}^2} = \frac{b_{n-1}}{(1 - \sum_{j=1}^{n-2} U_j)^2} + \frac{a_n + b_n}{(1 - \sum_{j=1}^{n-2} U_j)^2} \tag{23}
\]

\[
\frac{a_{k-1}}{U_{k-1}^2} = \frac{b_k}{(1 - \sum_{j=1}^{n-1} U_j)^2} + \frac{a_n + b_n}{(1 - \sum_{j=1}^{n-1} U_j)^2} \tag{24}
\]
To find the closed solution for the optimum it is necessary to explore the properties of the relationship
\[
\frac{\mu_k^2}{U_k} = \frac{\lambda_k^2}{(1 - \sum_{j=1}^{k} U_j)^2}
\]
for any \( \mu_k \) and \( \lambda_k \), since the (22)–(24) can be written in a similar way to (25).

From (25) it follows that
\[
\frac{\mu_k}{U_k} = \frac{\lambda_k}{1 - \sum_{j=1}^{k} U_j}
\]
\[
U_k = \frac{\mu_k}{\lambda_k} (1 - \sum_{j=1}^{k} U_j) = \frac{\mu_k}{\lambda_k} (1 - \sum_{j=1}^{k-1} U_j) - \frac{\mu_k}{\lambda_k} U_k
\]
\[
(1 + \frac{\mu_k}{\lambda_k}) U_k = \frac{\mu_k}{\lambda_k} (1 - \sum_{j=1}^{k-1} U_j)
\]
\[
U_k = \frac{\mu_k}{\lambda_k + \mu_k} (1 - \sum_{j=1}^{k-1} U_j)
\]
\[
1 - \sum_{j=1}^{k} U_j = \frac{\lambda_k}{\mu_k} U_k = \frac{\lambda_k}{\lambda_k + \mu_k} (1 - \sum_{j=1}^{k-1} U_j)
\]
\[
\frac{1}{1 - \sum_{j=1}^{k-1} U_j} = \frac{\lambda_k + \mu_k}{\lambda_k} = \frac{1}{1 - \sum_{j=1}^{k-1} U_j}
\]

Equations (28) and (29) also provide an interesting interpretation of the coefficients \( \mu_k \) and \( \lambda_k \). Basically \( \mu_k + \lambda_k \) is proportional to the bandwidth \( 1 - \sum_{j=1}^{k-1} U_j \), that is available to the task \( \tau_k \). Then the task \( \tau_k \) uses a bandwidth \( U_k \) that is proportional to \( \mu_k \) and leaves \( \lambda_k \) for the lower priority tasks.

Thanks to the found relationship it is possible to find a solution of (22)–(24). We rewrite (22), introducing \( \mu_{n-1} \) and \( \lambda_{n-1} \),
\[
\frac{a_{n-1}}{U_{n-1}^2} = \frac{a_n + b_n}{(1 - \sum_{j=1}^{n-1} U_j)^2}
\]
\[
\Rightarrow \frac{\mu_{n-1}^2}{U_{n-1}^2} = \frac{\lambda_{n-1}^2}{(1 - \sum_{j=1}^{n-1} U_j)^2}
\]

For all the other equations we have
\[
\frac{a_k}{U_k^2} = \sum_{i=k+1}^{n-1} \frac{b_i}{(1 - \sum_{j=1}^{i-1} U_j)^2} + \frac{a_n + b_n}{(1 - \sum_{j=1}^{n-1} U_j)^2}
\]
\[
\Rightarrow \frac{\mu_k^2}{U_k^2} = \frac{\lambda_k^2}{(1 - \sum_{j=1}^{k-1} U_j)^2}
\]

Recalling (30), the following recursive definition of \( \mu_k \) and \( \lambda_k \) holds:
\[
\begin{align*}
\mu_k &= \sqrt{a_k} \\
\lambda_{n-1} &= \sqrt{a_n + b_n} \\
\lambda_{k-1} &= \sqrt{b_k + (\lambda_k + \mu_k)^2}
\end{align*}
\]

Notice that \( \mu_k \) and \( \lambda_k \) are functions of only the input parameters \( a_1, \ldots, a_n, b_1, \ldots, b_n \).

The values of \( \mu_k \) and \( \lambda_k \) can be used to express the solution of the problem. From (28) we can find the optimal utilization \( U_1 \) of task \( \tau_1 \),
\[
U_1 = \frac{\mu_1}{\lambda_1 + \mu_1}
\]
and, in general, from (28) and (26) we have
\[
U_k = \frac{\mu_k}{\lambda_k + \mu_k} (1 - \sum_{j=1}^{k-1} U_j) = \frac{\mu_k}{\lambda_k + \mu_k} \frac{\lambda_{k-1}}{\mu_{k-1}} U_{k-1}
\]

from which we finally have the closed solution
\[
U_k = U_1 \frac{\mu_k}{\mu_1} \prod_{j=1}^{k-1} \frac{\lambda_j}{\lambda_{j+1} + \mu_{j+1}}
\]
\[
\frac{U_k}{\mu_k} = \frac{U_1}{\mu_1} \prod_{j=1}^{k-1} \frac{\lambda_j}{\lambda_{j+1} + \mu_{j+1}}
\]

### 3.3 Iterative Period Assignment

The closed solution above gives the optimum task periods in the case that all the cost functions are exactly linear in \( T \) and \( \Delta \). In general, however, the cost of each control loop may be given by a nonlinear but smooth function \( J_i(T, \Delta) \). The period assignment can then be performed iteratively as follows.

Based on the control specifications, nominal task periods \( T_{i0} \) are assigned and nominal task delays \( \Delta_{i0} \) are computed. For \( k = 1, 2, \ldots \), the following steps are then performed:

1. Evaluate \( \alpha_k = \frac{\partial J_i(T_k, \Delta_k)}{\partial T} \) and \( \beta_k = \frac{\partial J_i(T_k, \Delta_k)}{\partial \Delta} \) numerically for all tasks using e.g. finite difference approximations and the Jitterbug toolbox [13].
2. Assign new periods \( T_k \) using (37) based on the linearized cost functions \( J_i^k(T, \Delta) = \alpha_i^k T + \beta_i^k \Delta \).
3. Evaluate $\Delta^k_i$ and redesign the controllers according to $T^k_i$ and $\Delta^k_i$.

To guarantee the convergence of the algorithm, further assumptions on the cost functions $J_i(T, \Delta)$ must be made. This however lies outside the scope of the current paper.

4 The Priority Assignment

In the previous section we assumed that the priorities of the control tasks are given. Here we expose two possible strategies for assigning priorities.

Seto96RM. One technique to assign the static priorities to the control tasks is to assign rate-monotonic (RM) priorities based on the periods returned by the algorithm in Seto’s classical paper [17]. The advantage of this technique is its low run-time. However, this assignment is delay-insensitive, since it does not take the cost parameter $\beta_i$ into account.

BruteForce. Since the optimal period assignment for a given priority assignment is extremely simple (it has complexity $O(n)$), we could try to test all the possible $n!$ priority assignments and then select the one that gives the smallest cost. Even though this method is brute force and is clearly not scalable with $n$, it finishes in a few minutes for a dozen tasks.

Other suboptimal but more efficient methods for assigning priorities to control tasks will be investigated in future work.

5 Performance Evaluation

In this section we evaluate the proposed period assignment method against other existing methods in the literature. The methods that we will consider are the following.

RiApprox. The method proposed in this paper, minimizing $\sum_i \alpha_i T_i + \beta_i \Delta_i$ assuming the delay $\Delta_i$ equal to the response time approximation $R^\text{approx}_i$ of (6).

Seto96. The method proposed in Seto et al. [17], minimizing $\sum_i \alpha_i T_i$ over the constraint $\sum_i \frac{C_i}{T_i} \leq 1$ or $\sum_i \frac{C_i}{T_i} \leq U^{\text{lab}}_\text{RM}$. This period assignment method neglects the effect of delay.

FirstVertex. The suboptimal method proposed in Bini and Di Natale [5], minimizing $\sum_i \alpha_i T_i$ subject to the FP schedulability constraint. The suboptimal method is much faster than the true optimal solution that requires integer linear programs to be solved but performs nearly as well. This period assignment method also neglects the effect of delay, although thanks to the FP schedulability constraint, it guarantees that the delay $\Delta_i$ will never exceed the period $T_i$.

In Section 5.1 we estimate the amount of bias introduced by the response time approximation $R_i^{\text{approx}}$. In Section 5.2 we evaluate the cost on synthetic task sets. Finally, in Section 5.3 we evaluate the overall control cost in detailed co-simulations.

5.1 Quality of the Delay Approximation

In Section 3.1 we set the control delay $\Delta_i$ equal to the response time approximation $R_i^{\text{approx}}$. In this section we are going to evaluate the amount of bias introduced by this delay estimate.

In this experiment we assumed $n \in \{3, 7, 19\}$. The computation times are uniformly distributed in $(0.01/n, 0.1/n)$. The cost coefficients $\alpha_i$ and $\beta_i$ are extracted using a probability density that reproduces a posteriori the same statistical distribution observed in the experiments made in Section 5.3. For each task number $n$ we generated 1000 task sets. For each task set we have proceeded as follows:

1. We assigned the priorities according to Seto96RM.
2. We computed the optimal periods $T_i$, using RiApprox.
3. Starting from the computation times $C_i$ and the periods $T_i$ we estimated the average task response time $R_i^{\text{avg}}$. This value is extracted by making the average of the first 50 jobs of the task $\tau_i$. Notice that the periods $T_i$ returned by RiApprox are real-valued, hence it is not possible to compute the response times of all the jobs within the hyperperiod, because the hyperperiod does not exist.

In Figure 2 we report the results. For each number of tasks $n$ we report the statistics of $R_i^{\text{approx}}/R_i^{\text{avg}}$ that we call “approximation bias” (reported on the $y$-axis). The tasks are sorted along the $x$-axis from the highest to the lowest priority. A thick line marks the average value for all the 1000 experiments, and a dot is placed in correspondence of a task. Also the stripe of the average value plus/minus the standard deviation is drawn.

In can be noted that $R_i^{\text{approx}}$ is, on the average, some amount above the average response time $R_i^{\text{avg}}$. This overestimation is small for high priority tasks and it increases as the priority becomes smaller. A good property of $R_i^{\text{approx}}$ seems to be that the factor of over-estimation does not scale with the number of tasks.

For the lowest priority task we notice an unexpected behavior, since in this case $R_i^{\text{approx}}$ becomes smaller than $R_i^{\text{avg}}$. A partial explanation of this behavior can be found in the experiment methodology. The periods returned by $T_i$...
function \( T = \text{periodRiApprox}(C, \alpha, \beta) \)
% Returns a vector of optimal periods

function \( \Delta = \text{delayEstimate}(C, T) \);
% Returns a vector of delay estimates. It can be
% done, for example, by simulating the schedule
% and returning the average of the response times

function \( T = \text{periodRiApproxIter}(C, \alpha, \beta) \)
err = 1;
bias = ones(1, n);
while (err > \( \eta \)), % stop when err below \( \eta \)
  % invoke the period assignment
  \( T = \text{periodRiApprox}(C, \alpha, \beta./\text{bias}) \);
  % estimate the delay
  \( \Delta = \text{delayEstimate}(C, T) \);
  % evaluate the bias
  oldBias = bias ;
  bias = Rapprox/\Delta ;
  err = norm((oldBias−bias)./bias ) ;
end

Figure 3. Pseudo-code of RiApproxIter

Figure 2. Quality of the response time approximation.

The function \( \text{RiApproxIter} \) starts by invoking the efficient algorithm \( \text{RiApprox} \). Using the returned vector of periods \( T \) and the computation times \( C \), it estimates the vector of delays \( \Delta \) experienced by each task using, for example, the average response time of some initial jobs. Then, it compares the delays with the response time approximation \( R^{\text{approx}} \) (that was assumed by \( \text{RiApprox} \) to be the delay for finding \( T \)), storing the bias factor. The function continues invoking \( \text{RiApprox} \) until the bias factor has become stable.

5.2 Evaluation on Synthetic Tasks

In this experiment we have investigated the cost reduction that is possible to achieve by the presented methods. In this context we compare the three period assignment methods \( \text{FirstVertex}, \text{RiApprox}, \) and \( \text{RiApproxIter} \) (the iterative method that was described in Section 5.1). The cost achieved by the three methods is divided by the cost achieved by \( \text{Seto96} \).

The number of tasks \( n \) is set to 5. The computation times \( C_i \) and the cost coefficient \( \alpha_i \) are generated as in the experiment of Section 5.1. The coefficient \( \beta_i \) is extracted uniformly in \([0, 2 s \beta^{\text{ref}}]\), where \( \beta^{\text{ref}} \) is extracted in the same way as in was extracted \( \beta_i \) in Sec. 5.1, and \( s \) indicates the sensitivity to the delay. In fact, if \( s = 0 \) then all \( \beta_i \) will be set equal to zero. As \( s \) increases the values of \( \beta_i \) will increase as well. For each method the cost is evaluated assuming as delay the average response time of the first 10 jobs \( R_{10}^{\text{avg}} \).

In Figure 4 we show the results. We plot the cost of the three methods normalized with the cost by \( \text{Seto96} \), as a function of the sensitivity to the delay \( s \). It can be noticed that when \( s = 0 \) the methods \( \text{RiApprox} \) and \( \text{RiApproxIter} \) gives the same cost as \( \text{Seto96} \). This is quite evident, since when all \( \beta_i = 0 \) the minimization problem of Eq. (11) is exactly the same as Seto’s. \( \text{FirstVertex} \) is worse, because it bounds the delay by the period even though \( \beta_i = 0 \), which is clearly suboptimal.

As the sensitivity to delay \( s \) increases all the three methods improve. When \( s \approx 0.75 \), \( \text{FirstVertex} \) returns solutions with lower cost than \( \text{Seto96} \). As expected both \( \text{RiApprox} \) and \( \text{RiApproxIter} \) reduce the overall cost, as the system becomes more sensitive to the delay.

Finally it can be noticed that the benefit of \( \text{RiApproxIter} \) w.r.t. the simpler \( \text{RiApprox} \) is quite negligible. Hence we can affirm that even if the response time approximation \( R^{\text{approx}} \) can deviate significantly than the average response time \( R_{10}^{\text{avg}} \), the effect of this difference is negligible in terms of the system cost of the final solution. Hence we drop the
method RiApproxIter in the final experiment, since its long execution time does not pay off.

5.3 Evaluation of the Control Cost

For the control evaluation, we considered a set of random tasks controlling a set of randomly generated plants.

5.3.1 Random Task Generation

For the control evaluation, we considered \( n = \{2, 5, 10, 20\} \) control tasks. Nominal task utilizations \( U_{i}^{\text{nom}} \) were generated using an \( n \)-dimensional uniform distribution with total utilization 1 [4]. The execution time was given by \( C_i \in U(0.01, 0.1)/n \). Nominal task periods were given by \( T_i^0 = C_i/U_{i}^{\text{nom}} \) and priorities were assigned based on the periods returned by Seto96.

5.3.2 Random Plant Generation

In order to vary the sensitivity towards delay, random plants were generated in three different families.

In Family I, all plants had two stable poles, with each plant with equal probability drawn from

\[
P_1(s) = \frac{1}{(s + a_1)(s + a_2)}, \quad P_2(s) = \frac{1}{s^2 + 2\zeta\omega s + \omega^2}
\]

with \( a_{1,2} \in U(0, 1), \omega \in U(0, 1), \zeta \in U(0, 1) \).

In Family II, all plants had two stable and/or unstable poles, with each plant with equal probability drawn from

\[
P_3(s) = \frac{1}{(s + a_1)(s + a_2)}, \quad P_4(s) = \frac{1}{s^2 + 2\zeta\omega s + \omega^2}
\]

with \( a_{1,2} \in U(-1, 1), \omega \in U(0, 1), \zeta \in U(-1, 1) \).

In Family III, all plants had three stable and/or unstable poles, with each plant with equal probability drawn from

\[
P_5(s) = \frac{1}{(s + a_1)(s + a_2)(s + a_3)}, \quad P_6(s) = \frac{1}{(s^2 + 2\zeta\omega s + \omega^2)(s + a_3)}
\]

with \( a_{1,2,3} \in U(-1, 1), \omega \in U(0, 1), \zeta \in U(-1, 1) \).

Unstable plants are more sensitive to delay and jitter, and we would hence expect to see a larger performance difference for Families II and III than for Family I.

For the control design we throughout assumed the parameters \( \rho = 0.01, R_{1c} = BB^T, \) and \( R_2 = 0.01 \text{tr}\{R_1c\} \).

(Here, tr\{\} denotes trace.) Optimal LQG controllers were then designed assuming the assigned period \( T \) and expected control delay \( \Delta \).

5.3.3 Simulation Results

The various period assignment methods were evaluated in Monte Carlo simulations, where the plants (including the random disturbances), the controllers, and the scheduler were simulated in parallel using the TrueTime simulation toolbox [10]. From each family of plants, 20 random plants and controllers were generated and simulated for 100 s, the total cost \( J \) being recorded. The cost under Seto96 (with \( U = U_{\text{lab}} \)), FirstVertex, and RiApprox were compared to an ideal case where each controller had its own CPU and could execute at its maximum possible rate, \( T_i = C_i \). From the simulation results, the average performance degradation in percent and the standard deviation was computed.

For Family I the results were as follows:

<table>
<thead>
<tr>
<th>n</th>
<th>Seto96</th>
<th>FirstVertex</th>
<th>RiApprox</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20(%)</td>
<td>39 ± 3</td>
<td>49 ± 7</td>
</tr>
<tr>
<td>5</td>
<td>16(%)</td>
<td>35 ± 3</td>
<td>50 ± 12</td>
</tr>
<tr>
<td>10</td>
<td>16(%)</td>
<td>33 ± 3</td>
<td>42 ± 6</td>
</tr>
<tr>
<td>20</td>
<td>16(%)</td>
<td>33 ± 3</td>
<td>42 ± 6</td>
</tr>
</tbody>
</table>

For Family II the results were:

<table>
<thead>
<tr>
<th>n</th>
<th>Seto96</th>
<th>FirstVertex</th>
<th>RiApprox</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>24 ± 6</td>
<td>51 ± 9</td>
<td>60 ± 11</td>
</tr>
<tr>
<td>5</td>
<td>22 ± 6</td>
<td>42 ± 9</td>
<td>57 ± 6</td>
</tr>
<tr>
<td>10</td>
<td>19 ± 5</td>
<td>40 ± 6</td>
<td>48 ± 8</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Finally, for Family III the results were:

<table>
<thead>
<tr>
<th>n</th>
<th>Seto96</th>
<th>FirstVertex</th>
<th>RiApprox</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>27 ± 3</td>
<td>81 ± 24</td>
<td>121 ± 13</td>
</tr>
<tr>
<td>5</td>
<td>27 ± 8</td>
<td>61 ± 14</td>
<td>108 ± 11</td>
</tr>
<tr>
<td>10</td>
<td>24 ± 4</td>
<td>102 ± 79</td>
<td>100 ± 12</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is seen that all period assignment schemes introduce some performance degradation. Overall RiApprox outperforms FirstVertex which in turn outperforms Seto96.
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former achieve a utilization close to 1 while Seto96 stays at the RM least upper bound. As expected the performance degradation is the worst for Family III, and there the period assignment scheme matters the most. Also, the choice of method seems to be more important the larger the task set.

6 Conclusion

The paper has tackled the control–scheduling co-design problem of optimal period assignment for multi-loop control systems. The key improvement compared to previous work has been the closed-form formulas for the approximate control delay and optimal periods, which enabled delay-aware period assignment under fixed-priority scheduling. Detailed co-simulations showed that delay-aware period assignment could indeed significantly reduce the implementation-induced performance degradation, especially for large task sets and delay-sensitive plants.

For future work, it would be interesting to investigate how to assign optimal priorities to the controllers. An extension to the EDF case would also be of interest. From the control perspective, it would be useful to develop approximate formulas also for the jitter and include its effect in the cost function.
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