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Abstract

The current thesis originates from research efforts in the oncology and orthopedic departments at Lund University Hospital, and treats what initially appeared to be two different subjects.

One subject deals with the epidemiology of adult soft tissue sarcomas (STS), a group of often fatal diseases of unknown cause, treated by both oncologists and orthopedic surgeons. Here, the historical inability to clarify their etiology have resulted in a lack of preventive strategies and a significant loss of years of life. Here, we study factors associated with stature and reproductive events, heredity and tissue trauma.

The other subject treats the risk of cancer following knee prosthesis surgery, a concern among orthopedic researchers and an important public health issue as the number of prostheses is steadily increasing, not least in younger patients.

These two subjects turn out to be related as soft tissue tumors have been identified in locations adjacent to prosthetic implants. Therefore, identifying risk factors of STS may provide clues about the potential carcinogenic effects associated with prosthetic implants and/or the associated surgery.

In the study of both subjects, we work with some of the world’s largest and most detailed study populations. A population based case-control study set in South Sweden between 1998 and 2009, entailing almost 1000 cases and the Swedish Knee Arthroplasty Register, including all operated patients from 1975 to present day.

We find that 57% of the STS, and 74% of extremity STS, incidence in our study cohort can be attributed to factors related to stature and reproductive events, heredity and tissue trauma. We also find an excess number of STSs in the knee prosthesis cohort, together with a low but significant excess of more common cancers.

Considering the occurrence of STS, we conclude that tissue trauma may be a contributing factor in the increased cancer risk of knee arthroplasty patients.
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Introduction

The current thesis originates from intersecting research efforts in the oncology and orthopedic departments at Lund University Hospital, where the author started to work some odd ten years ago. Driven by the authors’ different interests within cancer epidemiology and orthopedic research, as well as the availability of large and rich cohorts, it treats what initially appeared to be two different subjects.

One subject deals with the identification of risk factors of adult soft tissue tumors, soft tissue sarcomas (STS), a group of often fatal diseases of unknown cause, treated by both oncologists and orthopedic surgeons. Here, the historical inability to clarify their etiology have resulted in a lack of preventive strategies and a significant loss of years of life, as early stage tumors often lack distinct symptoms and consequently are diagnosed late with a subsequently poor prognosis. As the literature on risk factors of STS is sparse, we took a cue from research on common cancers to identify some key areas of interest. These included stature and reproductive events, heredity and tissue trauma.

The other subject treated the risk of cancer following knee prosthesis surgery, a long-standing cause for concern among orthopedic researchers and an important public health issue as the number of prostheses is steadily increasing, not least in younger patients.

As it turns out, these two subjects are related, as STSs have been identified in locations adjacent to prosthetic implants, which has raised subsequent questions of causality. Therefore, identifying risk factors of STS may additionally provide clues about the potential carcinogenic effects associated with prosthetic implants and/or the associated surgery, as is illustrated below, in figure 1.

In the study of both subjects, the author had the unique privilege of working with some of the world’s largest and most detailed study populations. For the study of STS epidemiology, we worked with what is one of the world’s largest population based case-control studies on risk factors. Run by the department of Cancer epidemiology, set in the South Sweden Health Care Region, collecting all cases of STS through the regional tumor registry between 1988 and 2009, the study comprises almost 1000 STS cases and matched controls, each with information corresponding to a seven page questionnaire. For the study of knee prosthesis patients we worked with the Swedish Knee Arthroplasty Register, one of the world’s oldest national registries of knee prosthesis patients to date, dating back to 1975.
While these subjects are important in their own right, they also present a series of interesting challenges in terms of epidemiological and statistical methodology. For example, the study of STS as a heterogenous group of rare diseases with potentially different etiologies include issues of subgroup analyses and adjusting for multiple confounders in small sample studies. The rarity of the disease also leads to difficulties in investigating disease heritability. The study of prosthesis surgery related cancers includes challenges of evaluating potential detection bias.

**Figure 1** – Graphical illustration of the focus of papers I-IV and how they potentially relate to the outcomes of paper V of the present thesis. The question mark indicates factors that may not only help explain the potential increase in STS incidence after knee prosthesis surgery, but also some of the remaining tumour disease outcomes.
Background

What follows is a brief summary of the theoretical underpinnings of some of the thoughts that went into the design and interpretation of the studies included in the present thesis.

Tumor development

The signifying characteristic leading to the development of a tumor is the uncontrolled proliferation of cells. Failing normal response to regulating signals, cancer cells grow, divide, and invade normal tissue and organs. This process can be viewed in stages. Starting during initiation, a genetic alteration occur in a single cell which induces abnormal cell proliferation that during promotion leads to the outgrowth of a population of derived tumor cells. During progression the cell population continues to grow, acquiring additional mutations that accumulate in the genetic material of the cells. Some of these mutations, such those promoting increasing growth rates, provide the cell with a selective advantage over remaining cells, making it dominant in the cell population. This process is referred to as clonal selection and it continues throughout tumor development helping the tumor acquire novel traits and grow more rapidly, becoming increasingly malignant. The process of carcinogenesis can also be viewed in terms of the necessary traits to acquire for a tumor to become malignant. These include self-sufficiency in growth signaling, insensitivity to anti-growth signaling, by-passing apoptosis, ability to replicate without bounds, ability to sustain angiogenesis and to metastasize and invade adjacent tissues, often referred to as the six hallmarks of cancer. In recent years, additional hallmarks have been added, such as; deregulated metabolism, evading the immune system, genome instability and inflammation.

Changes in genetic materials that drive this process may be spontaneous, inherited or acquired through carcinogenic or radiation exposure. Significant changes are often those affecting regulatory genes that control cell proliferation, differentiation and survival. There are two main types of genes involved; proto-oncogenes and tumor suppressor genes. A proto-oncogene is a gene that under normal circumstance helps the cell grow but following mutation accelerates growth out of control. In contrast, a tumor suppressor gene is a gene that functions to slow
down cell division, repair DNA or induce apoptosis. A significant difference between the two is that a proto-oncogene is activated, while a tumor suppressor gene is inactivated by mutation.

In some hereditary cancer syndromes, tumor initiation has been described as a “two-hit” process. Under ordinary circumstances, normal gene function may be maintained after mutation as long as one allele stays intact. Gene function is not lost until a second mutation occurs in the remaining allele. This model explains the earlier age-at-onset and elevated risk of multiple primary tumors of inherited disease, as the first “hit” has already occurred at birth. This has been the dominating theory to explain the actions of tumor suppressor genes.

**Some causes and contributors**

The major cancer risk factors known today include tobacco smoking, responsible for 19.4% of cancers, then, in men, deficient intake of fruit and vegetables, 6.1%, occupational exposures 4.9%, alcohol consumption, 4.6%, while in women, overweight and obesity, 6.9% and infectious agents 3.7%. Taken together, 42.7% of all cancers can be attributed to the population distribution of a combination of 14 risk factors, in the UK in 2010. These factors only account for avoidable exposures and subsequently preventable cancers. Highly heritable factors have been estimated to account for only 5% of cancer risks, although general genetic factors have been estimated to account for 33% of variation in cancer outcomes.

While some risk factors cause DNA damage and initiate tumor development, others may simply promote its growth by providing tools and building blocks, creating a favorable microenvironment. Some, such as smoking habits, can be modified, while others, such as inherited genes and age, cannot. Of specific interest in the present thesis are sex and growth hormones, heritable predisposition and tissue trauma and inflammation, as well as exposure to metals.

**Inflammation and tissue trauma**

As first suggested by Virchow in 1863, it has long been recognized that inflammation following infection or tissue trauma, may promote tumorigenesis. It may initiate development by the production of free radicals causing DNA damage and mutation. It may also support advancement to later stages of development, because while mutations in tumor suppressor and proto-oncogenes are necessary for tumor development, they are not sufficient. Promotion and progression relies on ancillary processes and cells not necessarily cancerous themselves. In response to major tissue damage, induced by infection or trauma, lost tissue must be replaced. To achieve this goal, the inflammatory processes works to promote survival and expansion of remaining cells, often comprised of tissue stem cells, to repopulate damaged tissue. Suggested by the fact that inflammatory mediators such as
chemokines, cytokines and eicosanoids are known to promote increased proliferation in both normal and tumor cells, together with several other molecules and pathways which are involved in both homeostasis, tissue regeneration and repair, as well as in tumorigenesis, these same inflammatory processes may promote survival and proliferation in initiated cancer cells, thereby contributing to tumor growth and progression. There are numerous empirical examples of inflammatory disease and events of tissue trauma that are associated with increased risks of tumor disease, and of anti-inflammatory drug treatments that reduce these risks. Evidence of this connection is abundant.

However, the relationship between cancer and inflammation is not straightforward. There is also evidence to suggest that the immune and inflammatory systems prevent tumor development through immunosurveillance, where there may be dedicated mechanisms to identify and eliminate initiated cells, and adaptive immune recognition of cancer specific antigens. Although it has been suggested that the net effect of inflammation is to promote cancer development, and that the relationship between inflammation and cancer cannot be described in one grand unifying theory.

**Sex hormones**

Sex hormones (SH) are steroid hormones, produced in the gonads, integral to the maintenance and development of secondary sex characteristics, to the pubertal growth spurt and to the reproductive process. They include androgens, estrogens and progestogens, of which testosterone, estradiol and progesterone are important derivatives.

Estrogens, while regulating important processes in normal tissues, with receptors present in almost all tissue, are known to influence the development and progression of a number of diseases. They, for instance, play a vital role in the pathology of hormone-dependent tumors, both as a promotors and initiators of disease, as they induce cell proliferation in addition to exerting genotoxic effects through free radical which are byproducts of estrogen metabolism that damage DNA and induce mutation. Estrogen, and estrogen receptors (ER), have been reported to influence the development of at least four groups of tumors; breast and gynecological (cervical, endometrial and ovarian), endocrine (adrenocortical, ovarian, pancreatic, prostate and thyroid), digestive cancers (colorectal, esophageal, liver and pancreatic) and lung cancer.

The effect of estrogen on these tumors depend on two nuclear estrogen receptors, ERα and ERβ. ERα may promote cell proliferation in endocrine gland, breast and gynecological cancers while inhibiting the same in digestive and lung cancer. ERβ, on the other hand functions the other way around and inhibits the former while promoting the latter. The organ based differences in effect are seen in epidemiological studies on cancer risk where hormone replacement therapy based on estrogen alone is observed to increase the risks of endometrial and ovarian cancer
but possibly reduce risk of colorectal cancer. This is further validated by observations with respect to prognosis, where the effect of changes in ER vary. An extensively studied organ in relation to estrogen and tumorigenesis is the breast. Here, tumors are observed to express a high level of aromatase enzyme, enabling the biogenesis of estrogen in an autocrine fashion. Further evidence of estrogen involvement in the progression of tumors of the breast are the studies, both in vitro and in vivo, showing a reduction in cancer cell proliferation by use of aromatase inhibitors.

Progesterone is a steroid hormone produced in the female ovaries, adrenal gland and placenta of pregnant females. It influences several processes including the menstrual cycle, pregnancy, lactation and breast feeding and pubertal breast development. Its actions are mainly mediated through receptors PRA and PRB, found in tissues of the breast and reproductive organs, where altered receptor function may contribute to tumorigenesis. In the breast, progesterone together with estrogen promotes increased proliferation and cell survival, while in contrast it reduces estrogen induced growth in the uterus and protects ovaries from malignant transformation. Progesterone therefore plays a role in both breast and gynecological cancers. Progestins are prescribed as part of contraceptives or postmenopausal hormone replacement therapy as a mean of counteracting endometrial growth induced by estrogen.

Oral contraceptives (OC) combining both estrogen and progesterone have been reported to raise risks of breast, cervix and liver and reduces risk of endometrial and ovarian cancers. Breast cancer risks may be elevated with early use. Hormone replacement therapy (HRT) with estrogen plus progestagen is associated with an increased risk of breast and ovarian cancer, a reduced risk of colorectal cancer and no apparent effect on endometrial or lung cancer.

Additional evidence of the effect of sex hormones on cancer risk is that events that increase the cumulative exposure to endogenous estrogen and progesterone, such as early onset menstruation, late onset of menopause, late first time pregnancy or never having had a child, as well as events that reduces cumulative exposure, such as; pregnancy and breast feeding have all been observed to affect breast cancer risk. Risks of ovarian and endometrial cancers decline with the number of full-term pregnancies.

**Growth hormones / Insulin-like growth factors**

More than 50 years ago, insulin-like growth factors (IGF) were discovered as proteins produced in the liver to mediate effects of growth hormone (GH) on growth and differentiation of skeletal muscle and bone. The extensive research into its role in carcinogenesis, however, did not reach its peak until the 1990s. IGF-1 has since been found to influence each key stage of cancer development, from proliferation, apoptosis, angiogenesis and metastasis to therapeutic resistance. Influences that affect almost every type of cell in the body. The actions of IGF-1 is thought to
promote carcinogenesis through the induction of hyperproliferation, disrupting regular balance between proliferation and cell death. An imbalance thought to favor “initiated” stem cells. As it additionally acts as an anti-apoptotic agent, transformed cells may also experience prolonged survival. Even though these effects may be slight, over time, affecting a large number of cells, the risk of malignant transformation increases. IGF-1 is consequently not an initiator of cancer development, but a powerful promotor. Indeed, elevated levels of insulin-like growth factor 1 (IGF-1) have been linked to increased risks of prostate, breast, and colorectal cancers. After the extensive research efforts into IGF-1 since the 1990s, systemic therapies are now available that block IGF-signaling to the benefit of both cancer and sarcoma patients.

**Inherited genetic mutations**

There are several inherited genetic (germ line) mutations that manifest as familial cancer syndromes involving common cancers. These include Hereditary breast and ovarian cancer syndrome caused by mutations in the BRCA1/BRCA2 genes, Cowden Syndrome and Bannayan-Riley-Ruvalcaba syndrome, with mutations in the PTEN gene, familial malignant melanoma, CDKN2/p16 genes, Familial Adenomatous Polyposis (FAP), the APC gene, Lynch syndrome (Hereditary nonpolyposis colorectal cancer), including MLH1 and MSH2 genes, Hereditary prostate cancer, the HPC1 gene, Familial gastrointestinal stromal tumor, the KIT gene, along with many other syndromes and mutations. Common to many syndromes are that they are caused by mutations in tumor suppressor genes. Here predisposition may manifest according to Knudson’s “two-hit” hypothesis, where mutation may be inherited in one allele of a gene of this kind, leaving a single allele to sustain normal gene function. This may be sufficient until inactivation of the second allele, for instance through accumulated carcinogen exposures, subsequently leading to the development of a tumor.

Over time, research focus into inheritance has focused mainly on identifying mutations segregating with outcome in large family pedigrees. Analyses have led to the identification of several of the highly penetrant genes mentioned above to underlay known pre-disposition syndromes. However, studies have shown that while these genes account for most large families with multiple cancer cases, for instance in breast, they only account for a small portion of two or three case families. Moreover, it has also been shown that a large proportion of familial cancer aggregation is due to genetic inheritance and that high penetrance mutations in known genes cannot account for most of this association, at least in the case of breast and colorectal cancers. The majority of familial aggregation of cancers remain unexplained, as shown in figure 2. While the unexplained familial clustering may be due to high penetrance mutations in yet unidentified genes, there has also been a hypothesis of a polygenic model where a large number of genes associated with low excess risks individually, combine to produce a range of susceptibility of different
degrees. We see from Table 1 that a relative risk (RR) of three, which is roughly what we typically see associated disease in a first degree relative, can be produced either by two to three high penetrance alleles, depending on whether they would work together multiplicatively or additively, or by 30 – 40 up to 300 – 400 genes, depending on their prevalence. Either way, identification of genes underlying this “missing heritability” is important, as it allows for identification, proper monitoring and prophylactic treatment in those under high risk.

**Table 1** – Types of dominant alleles needed to produce a familial relative risk of a 1.8 (Adapted from Houlston et al.)

<table>
<thead>
<tr>
<th>RR</th>
<th>Frequency of allele in population</th>
<th>Number of alleles required to account for 3-fold familial risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-penetrance allele</td>
<td>20</td>
<td>0.001</td>
</tr>
<tr>
<td>Low-penetrance allele</td>
<td>1.5</td>
<td>0.01</td>
</tr>
<tr>
<td>Low-penetrance allele</td>
<td>1.5</td>
<td>0.1</td>
</tr>
<tr>
<td>Low-penetrance allele</td>
<td>1.5</td>
<td>0.3</td>
</tr>
</tbody>
</table>

**Exposure to metals**

It is not unreasonable to assume that many metals share common mechanisms and pathways for carcinogenicity, as they share important chemical characteristics. Some metals have established carcinogenic effects, such as arsenic, chromium and nickel. Arsenic exposure, for instance, has been associated with lung cancer through occupational and environmental studies, although experimental studies have remained inconclusive. Experimental studies, on the other hand, have clearly shown the carcinogenic potential of hexavalent chromium (the carcinogen responsible for the movie *Erin Brockovich*). Occupational studies of workers exposed to chromium
chemicals show elevated rates of lung and nasal cancer. Lead, beryllium and cadmium have all been implicated in experimental and/or epidemiological studies, however, results remain inconclusive. Limited findings also point to antimony and cobalt.42

There are several pathways for metal carcinogenicity. In experimental settings many metals induce DNA damage. They may also interfere with DNA repair processes. Some metals may affect cellular communication and homeostasis, as well as immune response. The pathways of carcinogenicity may differ also between metals according to metal type, solubility, metal-metal interaction among many other factors. 42

While there is clear evidence of carcinogenic effects of some metals, important information is still lacking. Further studies are needed to settle issues of dose and response and multiple exposures of several metals in different scenarios which is only partially understood. Initial epidemiological studies in this field were of powerful carcinogens under highly elevated levels of exposure, where confounding bias induced by other exposures appeared unlikely. However, the current challenges call for studies of weaker carcinogens under lower levels of exposure, where it may be difficult to account for effects of individual metals. Improvements are also needed in exposure assessment techniques, as well as their incorporation into epidemiological designs. 42
Sarcoma

Sarcoma, from the Greek “sarx”, meaning flesh, and “oma”, meaning growth, is the collective name of tumors that originate from transformed cells of mesenchymal origin, i.e. tumors of bone, cartilage, fat, muscle, vascular or hematopoietic tissues are considered sarcomas, as opposed to the more common tumors of epithelial tissue, termed carcinomas. And even though the former constitute the major part of the body tissues, sarcomas are exceedingly rare, barely making up 1% of cancer cases.

Soft tissue sarcoma

Sarcomas are subdivided into groups of sarcomas of the bone and of the soft tissues, where the latter is all but tumors of bone or cartilage. Soft tissue sarcomas (STS) make up about 0.6% of all incident cancer cases and 0.7% of cancer deaths. STS develop in any part of the body, although it has been reported to be most frequently in limbs. There are no known precursor lesions for STS, but there are benign forms that develop from the same tissues. These growths resemble normal tissue, do not invade locally and rarely reoccur after excision. In cytogenetic studies certain forms of STS have been shown not to originate from their benign counterpart, such as leiomyosarcomas and leiomyomas, as well as lipomas from liposarcomas. They usually develop as deep masses as opposed to superficial lesions. The expected survival of STS cases is low, approximately 67% in 5 years. Factors associated with prognosis for disease-specific mortality include; age at diagnosis, duration of symptoms, tumor size and anatomical and compartmental location as well as having had radiotherapy. The etiology of STS is poorly understood, but some risk factors have been identified.

Epidemiology

The epidemiological study of STS is complicated by the fact that they are rare and that histopathological classifications are inconsistent. Furthermore, histopathological classification and cancer registry coding are also known to be inconsistent. The Surveillance, Epidemiology and End Result (SEER) registry and the International Association for Research on Cancer (IARC) classify STS according to both anatomical site and histological origin, something that has given rise to some confusion. To make matters worse, there are more than 60 different histological subtypes. The most common are reported to be liposarcomas, leiomyosarcomas and fibrosarcomas, where the latter includes gastrointestinal
stromal tumor (GIST) and malignant fibrous histiocyteoma (MFH) / Undifferentiated pleomorphic sarcoma (UPS). MFH/UPS, a diagnostic entity that in the WHO classification of tumors was later reclassified and subdivided into additional categories, of which one is Undifferentiated/Unclassified Sarcoma, a category that recognizes that some tumors simply cannot be classified due to demonstrable line of differentiation or lack of specific histologic, genetic or immunohistochemical characteristics. A classification not used in the present study as data was collected before this reclassification was made.

STS is a heterogeneous group of tumors. Fibrosarcoma can occur in any anatomic site, MFH usually occur in the leg and dermafibrasoma occur on the trunk. Liposarcomas are usually large and found in thighs, retroperitoneum and inguinal region. Incidence appears to increase steadily with age. Rhabdomyosarcomas develop in skeletal muscle in the extremities, with peaks in incidence at five years and between 15 and 19 years of age, are most common during childhood, where it constitutes about half of all sarcomas and about 7% of all cancers. They are uncommon after the age of 45. Leiomyosarcomas develop in smooth muscle most frequently of the uterus or digestive tract. They are more common in women than in men and appear to peak during pregnancy.

Overall, the risk of adult STS increases with age and while most cases often appear sporadically without any known etiology, some risk factors have been identified.

**Risk factors**

Putative risk factors of STS are difficult to study due to the rarity of outcomes and the diversity of histological subgroups with potentially different etiologies. This brings with it consequent problems of both validity and statistical precision, with a subsequent lack of reproducible results. The problem is further exacerbated in environmental and occupational studies where accurate measurement of exposure history is difficult, and researchers have to rely on self-reported data with misclassification bias as a major consequence. Therefore, it is not surprising that there are only a handful established risk factors of STS. These include exposure to radiation and genetic susceptibility. Exposure to certain chemicals, such as phenoxy herbicides and chlorinated phenols, have also been implicated, but with conflicting evidential support. With respect to additional risk factors, the literature is sparse.

*Phenoxy herbicides, dioxins, and pesticides*

Phenoxy herbicides, dioxins, and pesticides are probably the most studied risk factors in STS, and also the most controversial. Following initial reports from Sweden of substantial effects of dioxin, or TCDD, an industrial contaminant, several occupational studies, as well as studies of accidental exposures, have
attempted to replicate the findings, with varying degrees of success. Out of approximately forty studies, fifteen showed a statistical significant elevated risk, while the remaining showed insignificant or lowered risks. A complicating factor may be that contaminant exposures cannot be measured directly and has to be inferred through occupation or proximity to a site of an accident, which results in great uncertainty with respect to levels of exposure.

Dioxin, as several other chemical toxins, exerts its effect, at least in part, through binding to the Ah, or aryl hydrocarbon, receptor, also known as the “dioxin receptor” on the cells surface, and does not directly alter DNA and cause mutation. Its carcinogenic action is primarily, but not exclusively, in terms of tumor promotion. Dioxin, and substances like it, are produced as unintentional byproducts of for example herbicides, wood preservatives, waste incineration and metal processing.

While there appears to be little concordance between results regarding the carcinogenicity of dioxins, varying from no effect to a 10-fold increase, it remains important to study this association due the toxicity of dioxins and the extent of population exposure. However, even though the World Health Organization (WHO) has already classified dioxin as human carcinogen, this association remains controversial.

Vinyl chloride

Vinyl chloride appears to be a carcinogen specific to the development of angiosarcomas. In repeated studies it has been shown that occupational exposure to vinyl chloride is associated with large excess risks, risks that have been clearly related to duration and time since first employment as well as cumulative exposure.

Radiation

One of the few established risk factors of STS is exposure to radiation therapy. High-dose radiation is known to markedly increase the subsequent risk of STS, where tumors are usually secondary to therapy of a primary tumor. The risk appears especially high among those 55 years of age or younger and specifically for angiosarcoma. Reported risks from a study of 194 798 women with invasive breast cancer were SIR 26.2 (16.5 – 41.4) for angiosarcomas and 2.5 (1.8 – 3.5) for other STSs. A study using SEER registry data showed angiosarcoma to be responsible for 56.8% of radiation induced STS and MFH 15.9%. Risks were also elevated in those not exposed to radiation therapy, SIR 2.1 (1.1 – 4.4) for angiosarcoma and 1.3 (1.0 – 1.7) for other STS, suggesting that risks may be inflated to some extent due to confounding factors. One such factor may be low penetrant effects of inherited genes.
**Immunosuppression**

The idea of immunosuppression as an etiological factor in STS is not new, dioxins, which have long been associated with STS, have been reported to exhibit immunotoxic effects. In the last decade or two, studies of children with AIDS have shown excess risks of STS in general, \( RR = 3.3 \) (2.6–4.1) and leiomyosarcoma in particular, \( RR = 1900. \) 33

**Sex and growth hormones**

As mentioned, hormonal factors, such as SH and GH, have been shown to play an important role in the development of common cancers. SH exposure levels have been linked to changes in risks and/or progression of prostate, breast, gynecological, and colorectal cancers 20,21,50–53. Results have shown both elevated blood levels of endogenous estrogen, through the study of reproductive events 51,52, as well as exogenous estrogen and progesterone, through the study of OCs and HRT 52, to be associated with an increased risk of breast cancer. In contrast, studies have also shown exogenous estrogen and progesterone exposure to be protective against endometrial, ovarian, and colorectal cancers20,21,53.

In sarcoma research, few studies have investigated this association, although some observations have been made. Regression of metastasis have been observed following oophorectomy 33, steroid increases risk of angiosarcoma of the liver and uterine leiomyosarcomas seem to increase from oral contraceptive use, OR 1.7 (0.7 – 4.1). 33 A hospital based case-control study reported risk increases for late age at first pregnancy and birth 54, but did not observe an association with menstrual cycle, parity, age at menopause or history of abortion. Moreover, incidence patterns coincide with reproductive events 55 and childhood rhabdomyosarcoma has been linked to sexual maturation and maternal still births 33.

Additionally, elevated levels IGF-1 have been linked to increased risks of prostate, breast, and colorectal cancers 37.

Since GH/IGF-1 and SH levels are important in the development of connective tissues as well as in carcinoma growth 37, it is not unlikely that they also play a role in sarcomagenesis. Indeed, pediatric sarcomas account for over 20% of solid tumors in children, with peaks around puberty, but only 1% of tumors in adults.

Furthermore, some STS subtypes have been found to have estrogen 55–57 and IGF-1 receptors 37,58, while IGF-1R is currently being targeted for therapy 59.

**Body mass index**

Another possible indication of hormones as a part of the etiology of common cancers is the increased risk in those that are overweight. Most cases involve breast, endometrial, kidney, or colon cancers. The most recognized biological mechanism thought to cause this observed association is related to the endocrine and metabolic effects of obesity 60. Evidence suggests that insulin resistance is connected to...
increased risks of colon and endometrial cancer. High insulin levels lead to decreased blood levels of IGF-1 binding protein 1 and 2, which in turn lead to an increased bioavailability of IGF-1. Moreover, elevated estrogen levels, due to superfluous amounts of adipose tissue, seem to be a mediating mechanism in the association between obesity and postmenopausal breast cancer as well as endometrial cancer.

Studies are limited, but STS risks have been reported to increase in those overweight, although results have varied. In a population based study excess risks were observed for leiomyosarcoma OR 2.5 (1.1 – 5.7), carcinosarcoma 2.9 (1.3 – 6.7) and stromal sarcoma, 3.5 (1.1 – 10.9).

**Heredity**

Although heredity is an important factor for many tumor diseases, its part in the etiology of STS is not fully understood. While most STS patients do not have a clear family history of tumor disease, association studies have shown increased risks in connection to having a family member with cancer, and/or soft tissue tumors. Although, the latter was not statistically significant, possibly due to the rarity of the disease. Moreover, an increased risk of STS has been observed in patients following diagnosis of a first STS.

Register studies of connections to other tumor types have pointed to some associations, indicating either common environmental or heritable genetic factors. Primarily in childhood, but also in adult cancer patients, a high incidence of secondary sarcomas have been reported. One study reported a SIR of 9.1 (2.4 – 20.2). It was irrespective of radiation treatment and most pronounced among women. In breast cancer probands, an increase in maternal sarcomas was detected. In a Swedish study stratified by histological subgroups, fibrosarcomas in parents were associated with endocrine gland and stomach cancers, and parent breast cancers was linked to leiomyosarcomas. In an additional study, MFH/UPS was associated with renal carcinomas.

To explain parts of these associations, there are heritable predisposition syndromes that manifest as STS. The most well-known is the Li–Fraumeni syndrome (LFS), a rare familial cancer syndrome. As can be seen from the diagnostic criteria in table 2, affected family members with LFS are predisposed for early-onset cancers of the breast, brain, adrenal gland, leukemia and for sarcomas of the skeleton and the soft tissues.
Table 2 – Li-Fraumeni syndrome diagnostic criteria based on outcomes in proband, first- and second degree relatives (FDR) and (SDR), respectively.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Individual</th>
<th>Outcome</th>
<th>At age</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Classic LFS</strong></td>
<td>Proband</td>
<td>Sarcoma</td>
<td>&lt; 45</td>
</tr>
<tr>
<td>FDR</td>
<td>Any cancer</td>
<td>&lt; 45</td>
<td></td>
</tr>
<tr>
<td>FDR or SDR</td>
<td>Any cancer</td>
<td>&lt; 45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>or sarcoma</td>
<td>Any age</td>
<td></td>
</tr>
<tr>
<td><strong>Chrompet</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Criterion I</strong></td>
<td>Proband</td>
<td>LFS-spectrum tumor</td>
<td>&lt; 46</td>
</tr>
<tr>
<td>FDR or SDR</td>
<td>LFS-spectrum tumor (not breast)</td>
<td>&lt; 56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>or multiple LFS-spectrum tumors (not breast)</td>
<td>Any age</td>
<td></td>
</tr>
<tr>
<td><strong>Chrompet</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Criterion II</strong></td>
<td>Proband</td>
<td>Multiple LFS-spectrum tumors (except ≥ 2 breast)</td>
<td>First &lt; 46</td>
</tr>
<tr>
<td><strong>Chrompet</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Criterion III</strong></td>
<td>Proband</td>
<td>Adrenal cortical carcinoma or tumor in the choroid plexus.</td>
<td></td>
</tr>
<tr>
<td><strong>Birch LFL</strong></td>
<td>Proband</td>
<td>Childhood cancer, sarcoma, brain tumor or adrenal cortical carcinoma</td>
<td>&lt; 45</td>
</tr>
<tr>
<td>FDR or SDR</td>
<td>LFS-spectrum</td>
<td>Any</td>
<td></td>
</tr>
<tr>
<td>FDR or SDR</td>
<td>Any cancer</td>
<td>&lt; 60</td>
<td></td>
</tr>
<tr>
<td><strong>Eeles LFL</strong></td>
<td>2 FDR or 2 SDR</td>
<td>LFS-spectrum</td>
<td>Any</td>
</tr>
</tbody>
</table>

The syndrome has often been associated with a germ line mutation in the p53 gene, a mutation found in 50-80% of affected families \(^{64,65}\). The p53 gene is an important tumor suppressor, also termed “guardian of the genome”, which is mutated in approximately 50% of all cancers. It regulates net cell growth, either by a reduction of cell births or by promoting apoptosis (cell death by suicide)\(^{66}\). Germ line p53 mutations have been shown to contributed to approximately 4% of STS \(^9\).

However, recent studies have shown this mutation to be associated with a broader range of cancer sites and age-of-onset than suggested by the LFS criteria, as defined in table 2 \(^{65,67-69}\). This may indicate that heredity represents a larger part of STS etiology then is currently known. In fact, it is estimated that p53 germ line mutations may be responsible for 15-20% of all inherited cancers \(^70\). Other mutations have been identified in a small portion of LFS families, though they do not appear to explain the wide range of clinical phenotypes of LFS \(^65\).

Other heritable syndromes involving STS include hereditary retinoblastoma and neurofibromatosis. In hereditary retinoblastoma, caused by a mutation in the RB-1 tumor suppressor gene, in addition to retinoblastoma, there is an increased risk of secondary sarcomas. Interestingly, mutations in both Rb1 and p53 genes have been observed in a number of tumors possibly indicating the need for inactivation of
multiple tumor suppressor genes in tumor development. Neurofibromatosis type 1 and 2, are caused by mutations in the NF1 and 2 genes, respectively. All functional aspects of NF1 gene product are currently not known, it appears to have multiple functions in different tissues. However, NF1 reportedly takes part in processes that promote cell growth and differentiation and induces an increased lifetime risk of sarcoma, usually neuro- or fibrosarcomas, of 7-14%. NF2 is a tumor suppressor gene, involved in the contact dependent inhibition of cellular proliferation. Those with neurofibromatosis type 2 is characterized by the occurrence of vestibular schwannomas (acoustic neuromas), which are benign cranial nerve tumors.

Given the rarity of known predisposition syndromes and the magnitude of observed familial associations, it seems clear that there is more still to uncover of heredity in STS.

**Tissue trauma and repair**

In relation to the hip and knee prostheses studies, some research has also been made into trauma related tissue damage and its possible promotion of STS genesis. A case study has reported ongoing chronic inflammation with the presence of suture materials in cells being observed in a tumor located in a surgical wound. And although the process of malignant transformation may not be well understood, the additional observation of soft tissue tumors in surgical wounds, following traumatic injury and in burn scars, questions the balance with wound healing.

A common explanation for some of these observations appear to be that physical injury at a site of a tumor attracts attention to that site and increases the probability of the tumor being detected. While this explanation is viable, there is mounting evidence of inflammation as both an initiator and promoter of tumorigenesis, as well as of tumor progression. And as the physiological response of tissue repair and regeneration following injury is mediated through inflammation it is not unlikely that physical injury may cause and/or contribute to tumor initiation, promotion and/or progression, not least when the consequent inflammation becomes chronic. Moreover, additional stages of wound healing share biological pathways with tumor development, further pointing to the wound microenvironment as a stimulator of tumor cell growth. Recently, tissue injury have been shown to promote sarcoma formation in animal models in addition to previous models showing wounds as possible tumor growth promoters. It has furthermore been suggested that the risk of STS is increased in chronic repair processes, with one study showing an association with a reduced DNA repair process.

**In summary**

The only risk factor with a firm connection to STS to date are the risks of secondary STSs subsequent to radiotherapy and some rare heritable cancer syndromes. There have been conflicting evidence for an association with occupation, herbicide and...
chlorophenol exposure as well as with place of residence in connection to industrial emissions. There have been insufficient evidence for conclusions about effects of menstrual and reproductive factors and no evidence of associations with DDT or asbestos. There is insufficient information to draw conclusions regarding birth weight, maternal age, pregnancy medications, pregnancy conditions, history of infections and tobacco, alcohol and drug use.

Consequently, we still know very little about what causes STS and what to do to prevent it. The need for identifying factors that account for STS risks is apparent, both to yield missing etiological clues and, further down the line, potential prevention targets.

Cancer and joint prosthesis of the lower extremities

Approximately 13 000 patients are fitted with a knee prosthesis every year in Sweden alone. The number has steadily increased since they were introduced six decades ago. The number of operations has even surpassed the number of hip arthroplasties in the high-income countries. In addition, improved long-term prosthetic survival coupled to high patient satisfaction has led to younger patients being operated. It has, therefore, become essential to address the concern raised by several researchers that degradation of prostheses may increase the risk of developing cancer.

The concern is that wear and corrosion releases significant amounts of polymer and metal particles into the tissues, lymph nodes and lungs of knee prosthesis patients. Serum levels of cobalt and chromium are normally up to five times that of the average person and up to 50–300 times greater during prosthesis failure. Moreover, prosthesis materials have been shown to cause cancer in animal and epidemiological studies. However, if this contributes to increased cancer risks in prosthesis patients is not known. The evidence has been conflicting.

Today, patient risks are mainly monitored by means of cross checking hospital data with national cancer registries. The organs and systems most likely to be affected, at least in the ten to twenty year time span available in these data, is likely to be hematopoietic systems, the urogenital system and skin. In the long term, twenty to forty years, were data is sparse, we are more likely to see the putative effects on solid tumors.

To date, these studies have repeatedly shown risk increases in hematopoietic tumors, for prostate cancer and melanoma, along with decreased risks for gastrointestinal and airway cancers. Other risks have been fluctuating. However, many of these studies have not been stratified by indicating diagnosis, and because it is known that rheumatoid arthritis (RA) patients have an already elevated risk of,
for instance, hematopoietic cancers, it may be difficult to disentangle surgery and prosthesis related risks from those of the underlying disease.

**Cancer and inflammatory disease**

As was previously mentioned, much research have been made into the connection between inflammation and tumor disease. With respect to inflammatory musculoskeletal conditions and, most of all, lymphatic tumors, several examples are associated with increased cancer risks. These include RA, Sjögren’s syndrome and SLE. In RA patients, the risk of lymphoma has additionally been observed to decline by use of anti-inflammatory treatment. Also of interest is that leukemia and lymphoma have been diagnosed in patients with osteonecrosis, although the inflammatory processes associated with this condition are not fully understood. The subsequent question is whether osteoarthritis (OA), which is the leading diagnosis in knee arthroplasty patients, might also drive malignancy, with or without an implant. We have suggested that factors of pre-existing disease that drive malignancy is further enhanced by metal ion exposure following implementation and promote development of for instance hematopoietic malignancies.

**Soft tissue sarcoma and joint prosthesis**

One study has shown prosthesis debris to induce sarcoma in rats. Soft tissue sarcomas have also been observed in connection to prostheses of the hip in case reports, but was absent when collecting information in a larger register, in one instance, although not when considering metal-on-metal articulation. Because sarcomas are rare, even in large prosthesis register cohorts, the question whether prosthesis debris may drive sarcomagenesis remains difficult to investigate.

However, acquiring further knowledge of risk factors of STS may help elucidate not only its association with joint prostheses, but additionally shed light on potential associations with more common cancers, as etiological factors may be shared.
Aims

The present thesis has three general aims:

- Identify important risk factors of soft tissue sarcomas to help to identify etiological factors that could have a bearing on preventive work.
- Evaluate cancer risks associated with knee prosthesis surgery.
- To determine whether our first aim will improve the understanding of findings by our second aim.

The specific aims were

- To evaluate the influence of stature and growth, as well as reproductive factors on STS risk. (Paper I)

- To evaluate the influence of familial STS and cancer on STS risk, as well as the effect of sex and OC-use on this relationship. To further determine whether putative associations are due to inherited genetics and to identify links to other cancer types and their potential pathways. (Paper II)

- To develop a method for determining how much of the odds ratio (OR) between STS and cancer in a sibling, that is due to inherited genetics, and to extend this method to a case control setting. That is, to adjust this OR for environmental factors shared among family members. (Paper III)

- To evaluate the influence of tissue trauma on the risk of STS. (Paper IV)

- To determine if having knee prosthesis surgery is associated with increased risks of cancer. If so, what types of cancer and what can we say about putative causes? (Paper V)
Study design and data collection

What follows is a summary of study design, data sources and collection procedures used in the present thesis. These include the main studies of each paper, but also validation cohorts were important results are replicated.

Data sources

The Swedish Cancer Register

With the objective of producing health care statistics for quality assessment as well as for research purposes, the Swedish National board of Health and Welfare, since the 1958, maintains a register of all of malignant, and certain types of benign, cases of tumor disease, simply referred to as the Swedish Cancer Register (SCR) 102. It is based on compulsory reporting by clinicians and pathologists working for Swedish healthcare providers. The register contains information concerning tumor site, histological type, basis for, and date of, diagnosis and follow-up data, such as date and cause of death as well as date of migration. The register is reportedly almost complete, containing 96.3% of all cases, although this figure varies with tumor type and patient age. It was worst for soft tissues, nervous system, leukemia and lymphoma and worse in those older than 70 year of age than in those younger.

The Swedish Population Register

The Swedish population register is a register of all people currently living in Sweden, maintained by the Swedish tax agency 103. It contains names, addresses, Swedish personal identity numbers, places of birth, citizenships, spouses, children, parents, legal guardians, adoptions, migration in and out of the country, addresses abroad and deaths and burial sites of all those registered. Information also includes dates of these events.

SPAR is a public register that contains all persons registered in the population register, with the same information, in addition to earnings and property owned.
The MISS Study

A study cohort originating from the department of Cancer Epidemiology used for studies of different exposures that affect women’s health, measured through a variety of outcomes. The study was initiated in 1990 as a prospective study of malignant melanoma risk factors and includes a thousand native Swedish women in each 1-year age group between 25 and 65. In total 40000, randomly selected from SPAR and checked against the cancer register for no prior malignancies, were invited. Women were asked to fill out a standardized questionnaire concerning melanoma risk factors at inclusion and then again for a follow-up in the years 2000 to 2002. Questions pertained to several areas of life style factors, including parity, family history, physical exercise, smoking habits, alcohol consumption, use of combined oral contraceptives, age at menopause, educational level and stature. 104.

The Swedish Knee Arthroplasty Register

In the mid 1970:ies, the surgeons of the Swedish Orthopedic Association realized that each operating center alone could not gain sufficient experience to critically evaluate all emerging implants models and surgical procedures to allow for choosing optimal combinations. They therefore initiated a nationwide multicenter study with the primary purpose of warning against suboptimal techniques and implants. As a result, Sweden currently has the lowest prosthesis revision rate in the world 93. The register started in 1975 and is still ongoing today, making it the world’s oldest nationwide knee arthroplasty registry, presently covering all 74 orthopedic clinics that routinely perform knee arthroplasties in Sweden. Reporting is done by means of a one page questionnaire filled out at the time of surgery in the operating theater, collecting information on patient history, prosthesis model and surgery 93. The questionnaire is then sent to the registry data entry office, where data is validated and entered by registry personnel. It presently contains 96.6% present of all surgeries. Validation is done by means of monitoring visits to participating units by registry personnel. 3,93

Study design

Study I-IV Soft tissue sarcomas

STS is a heterogeneous group of rare diseases. In studying them, it is therefore inefficient to use the most basic of study designs; the cohort study. This is where
one defines a patient population, the cohort, at a given point in time and simply follows them prospectively through time to observe any outcome that participants may experience. In STS, for the cohort to be large enough to attain sufficient statistical precision, it would likely have to contain a large portion of the population of Sweden. However, to collect information on all these people is of course both financially and logistically infeasible, and consequently, we are forced to adopt a different approach.

The case-control design

The case-control design was seemingly pioneered by Lane-Calypon in 1926 in an investigation into the association between reproductive events and breast cancer. Thereafter, the design was sparsely used, until the 1950ies, when researchers were investigating the connection between smoking and lung cancer. Among the studies produced during this time, the most influential in terms of the modern approach to case-control designs, is likely Doll and Hill, 1952. In terms of theory, an important contribution was made by Cornhill, who demonstrated the crucial symmetry property of the parameter of main interest in the case-control study, the OR. This ultimately increased the relevance and understanding of the case-control study, as it connected its result to that of other study designs. And of course, one cannot discuss the origins of the case-control study without mentioning the contributions of Mantel and Haenzel, who clarified the objectives of this design, systemized their use and presented two now established approaches to their statistical analysis.

The case-control study is well suited for studying diseases with long induction periods, such as cancer, as it allows the investigator to look back through extensive periods of time. Periods of time for which maintaining a cohort study would be infeasible. This may help explain some of its past and current popularity in this research area. Most of our current knowledge of carcinogenic exposures are due to case-control designs. And even though it has been widely criticized in the past, some of it fair and some of it due to misconception, to put it in the words of the late great statistician and epidemiologist Norman Breslow: “What would we replace it with?”. It is simply paramount to medical sciences.

The basic idea behind the case-control study is simple. In its most basic form, where one is investigating the effect of the presence/absence of a risk factor on a given disease, one collects, during a given period of time, all cases of the disease and estimate the prevalence of the risk factor among these cases, \( p_{ca} \). This prevalence is then compared to the corresponding prevalence in a set of “controls”, \( p_{co} \), by calculating the relative odds of exposure between the two, the exposure OR

\[
OR = \frac{p_{ca}}{1 - p_{ca}} \cdot \frac{p_{co}}{1 - p_{co}}
\]
Here, the controls are a population free from the given disease, often chosen to be similar to the cases with respect to certain characteristics. This is usually done in order to limit confounding bias and random variation in the result. The similarity can be achieved in several ways. One common way is through “matching”. Here, one selects one or more controls per case based on the characteristics of the case. The process helps to balance characteristics between cases and controls, so that investigators can be reassured that any difference detected between them cannot be due to differences in the distribution of the characteristics, i.e. it helps to avoid confounding effects of important characteristics, such as sex and age, with that of exposure.

The OR, because of its symmetry property, as pointed out by Cornwall, when disease prevalence is low, or under certain sampling schemes, corresponds to the RR of disease given exposure status. Due to the works of Mantel, Haenzel, Breslow and others, one can then test the statistical significance of this association. Consequently, one may estimate and test the same parameter in a case-control study as is of main interest in a cohort study, but with much less effort.

The main draw back in an otherwise brilliant design is in terms of bias. The case-control study, as opposed to the cohort study, is retrospective. This induces issues of recall bias in the data collection process, when, for instance, using self-reported exposure data, as study participants may not recall their entire exposure history in sufficient detail. Other issues include selection bias, which may occur when the sampling frame of cases and controls do not agree and/or does not correspond to the intended source population. The retrospective design can also cause confounding of temporal ordering of events. Effects of these types of bias can usually be contrasted using a prospective study design.

Choice and of controls and sampling method

In a case-control study, cases are to be selected to represent the cases in a well-defined population. Controls are to be chosen as to represent the disease free individuals of that same population. This can be done in several ways, and some different considerations weigh into the way controls are collected. These include what effect measure one wishes to estimate along with considerations of validity and statistical precision. Depending on the way controls are sampled, the estimated OR can approximate different effect measures. In the present project, as controls are sampled at the same point in time as cases are diagnosed, which is referred to as incidence density sampling, ORs can be most closely described to estimate the incidence rate ratio (IRR). Considering validity and precision, controls are selected by matching, in order to balance potential confounders between cases and control. In doing so one wants to be mindful not to introduce bias by matching on the wrong variables. While matching on confounders increases validity and matching on strong determinants of disease increases precision, matching on factors on the causal path between exposure and outcome, the mediators, may introduce
bias and reduce validity. Additionally, matching on variables strongly associated with exposure, may reduce precision, as cases and controls become too similar and the contrast of exposure, which is the basis for statistical precision, is lost. A problem referred to as overmatching. In the present study, in order to evaluate the potential effect of overmatching, two sets of controls are collected with different degrees of geographical matching; parish, and region. The sets contain two controls each.

Collecting information on cases and controls
The present study is set in the south of Sweden, from which all STS cases 15 years of age or older, except for those with uterine tumors, were collected through the Southern Swedish Regional Tumor Registry, a regional node of the national cancer register. Once reported to the register, a questionnaire was sent to the case, after consulting with the treating physician. Controls were sent the questionnaire at the same time, after being selected from the SPAR register matched for sex, age, birth year and parish or region of residence and checked against the SCR to be without previous tumor disease. For those who failed to respond, a new control was selected. This process was repeated until the selected control responded or selected controls started to repeat. No control was sent the questionnaire a second time and matched to a second case. All control questionnaires used corresponded to unique individuals. This produced a number of cases at the end of the study without a matched control. The use of a population based register as sampling frame for the controls limited the risk of selection issues with respect to controls. Further details of the study is given in paper I and a copy of the questionnaire can be found in the appendix of this thesis.

Flow chart
To illustrate the different stages of participant selection into the studies I, II and IV of the thesis, we present a flow chart in figure 3. Here, region- and parish-matched controls are presented in individual sections. On a separate line in each box of the case section, the number of cases matched to at least one region-, parish-, or either region or parish, control is given. Abbreviations correspond to; Ext – extremities, Retr/Visc – Retroperitoneal/Visceral and Not spec – No location specified. Below we also provide a table describing what subpopulations are used for the analyses in each of the studies I through IV. The different papers and subsequent analyses contain different subpopulations. These are of varying sizes in the interest of striking a balance between validity and statistical precision. The definition and size of each subpopulation are described in table 3.
Table 3 – Description of the different subpopulations, used for the analyses in papers I-IV, derived from the original case-control study described in figure 3.

<table>
<thead>
<tr>
<th>Study</th>
<th>Group</th>
<th>Analysis</th>
<th>Matching</th>
<th>Nbr cases</th>
<th>Nbr controls</th>
<th>Control type</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>All</td>
<td>Main analysis of exposure OR</td>
<td>Matched</td>
<td>634</td>
<td>1251</td>
<td>Region</td>
</tr>
<tr>
<td>All</td>
<td></td>
<td>OR sensitivity analysis including all collected data</td>
<td>Unmatched</td>
<td>855</td>
<td>2021</td>
<td>Region</td>
</tr>
<tr>
<td>II</td>
<td>All</td>
<td>Main analysis of exposure OR</td>
<td>Matched</td>
<td>629</td>
<td>1231</td>
<td>Parish</td>
</tr>
<tr>
<td>Female NS STS</td>
<td>Heritability in case families</td>
<td>-</td>
<td>$91 \hat{I} (321)^*$</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Female STS</td>
<td>Heritability in case families</td>
<td>-</td>
<td>$283 \hat{I} (938)^*$</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Male MFH/UPS ≤ 65</td>
<td>Heritability in case families</td>
<td>-</td>
<td>$40 \hat{I} (163)^*$</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Male STS</td>
<td>Heritability in case families</td>
<td>-</td>
<td>$341 \hat{I} (1521)^*$</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>Heritability in case families</td>
<td>-</td>
<td>$637 \hat{I} (2833)^*$</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>Female NS STS</td>
<td>Heritability OR</td>
<td>Unmatched</td>
<td>139 $\hat{I} (546)^*$</td>
<td>183 (718)</td>
<td>Parish</td>
</tr>
<tr>
<td>IV</td>
<td>STSE</td>
<td>Main analysis of exposure OR</td>
<td>Matched</td>
<td>249</td>
<td>491</td>
<td>Parish</td>
</tr>
<tr>
<td>All controls</td>
<td>Estimate propensity scores for adjusting ORs</td>
<td>-</td>
<td>-</td>
<td>2066+2021</td>
<td>Both</td>
<td></td>
</tr>
<tr>
<td>STSE</td>
<td>Location specific exposure OR</td>
<td>Unmatched</td>
<td>253</td>
<td>491+497</td>
<td>Both</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>Sensitivity analysis to detect recall bias</td>
<td>Unmatched</td>
<td>855</td>
<td>2066+2021</td>
<td>Both</td>
<td></td>
</tr>
<tr>
<td>STSE</td>
<td>Survival in exposed vs unexposed</td>
<td>Unmatched</td>
<td>316</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>STSE</td>
<td>Sensitivity analysis to evaluate detection bias using Survival analysis</td>
<td>Matched</td>
<td>249</td>
<td>491</td>
<td>Parish</td>
<td></td>
</tr>
</tbody>
</table>
Table 3 – Explanations

* Number of proband family members. Includes only parents and sisters for female cases.

† Only includes cases collected during the same time period as the controls of the main analysis. GISTs are excluded.

‡ Contain different number of study participants as the estimation of the heredity OR is based on interaction analyses that demand a larger study size. The latter analysis also allows for adjusting for covariates, making it possible to include cases and controls collected during different time periods. Consequently, there are not two controls per case in this analysis.
Figure 3 – Flow chart showing participant selection into the different subgroups of studies I-IV. Additional information is given in table 3.
Study V - Knee prosthesis

The cohort design

The cohort study is the most basic and straightforward of the epidemiological designs. It consists of defining a group of study participants at a point in time and subsequently following them with respect to outcome for an extended period of time. This can be done in a prospective manor, defining the cohort in present time and following it into the future. It can also be done by identification of a “historical cohort”, determining a historical time of initiation of the study and following them through to present time. Study V of the present thesis is of this latter type. Contrasting this design with the case-control design, it is clear that the prospective cohort study demands more effort, not least in terms of funds, logistics and time invested by both investigators and study participants. On the other hand, it offers a wider picture of the effects of exposure because of the ability to study multiple outcomes, as opposed to the case-control study, that can only focus on a single outcome. Therefore, it has been suggested that the case-control study may be the method of choice for investigating causes of a specific disease and cohort studies the choice when investigating health effects of given exposure. It is also known to avoid some typical biases that plague case-control studies.

The primary focus of a cohort study is the outcome incidence rate, \( I \). This entails computing two things; the number of incident outcomes, \( e \), and sum of follow-up time, \( p \), for members of the cohort. The estimate of interest is then simply \( I = e/p \). The estimation of these two entities in study V is straight forward, by cross-checking the SKAR register with the Swedish Cancer register, counting the number primary tumors diagnosed and years passed, from the date of knee prosthesis surgery to the date of death, migration or end of the study. The dates of death and migration were collected from the SPAR register. In Study V, we study standardized incidence rate ratios (SIRs) for different types of tumor disease. The definition of this measure is given in the chapter that follow.
Epidemiological measures and bias

What follows is a short summary of the epidemiological measures used in the present thesis, their motivation, standard methods of analysis, issues to consider when applying them and the most common types of bias that affect their use. Possible solutions to some of these issues are also provided. At the end of the chapter a table is presented overseeing what measures are used in each papers.

The odds ratio

As mentioned previously, the analysis of a case-control study is focused on the OR. We also stated that, in the present study, this OR approximates the incidence rate ratio, IRR. To give an intuitive idea as to why this is, we will give an example of a pair-matched study (matching one control to each case) of similar design, based on an example due to Greenland\textsuperscript{109}.

Let us assume that $P_r$ is the proportion of exposed, and $N$ the number of study participants left, in the study at time $T$. Further assume that incidence rates are $I_e$ and $I_{ne}$ in the exposed and non-exposed groups, respectively. We would then expect the distribution of case-control pairs, concordant/discordant for exposure, to be

<table>
<thead>
<tr>
<th>Controls</th>
<th>Cases</th>
<th>Exposed</th>
<th>Unexposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed</td>
<td>$NTI_eP_rP_r$</td>
<td>$NTI_{ne}(1-P_r)P_r$</td>
<td></td>
</tr>
<tr>
<td>Unexposed</td>
<td>$NTI_eP_r(1-P_r)$</td>
<td>$NTI_{ie}(1-P_r)(1-P_r)$</td>
<td></td>
</tr>
</tbody>
</table>

Now, in a matched case-control study, the OR is estimated by the ratio of the cells corresponding to pairs discordant for exposure. If we were to do this here, with the current design, we would get

$$\frac{NTI_eP_r(1-P_r)}{NTI_{ne}P_r(1-P_r)} = \frac{I_e}{I_{ne}} = IRR$$
that is; when matching on study time \( T \), the OR equals the IRR. As a side note, this estimation procedure also explains the phenomenon of overmatching, as matching on variables predictive of exposure makes matched pairs similar with respect to exposure and leaves few discordant pairs and little information about the OR/IRR.

While one can perform the analysis of a matched-pairs case-controls study this way, for instance by using McNemar’s test, one is frequently in need of adding more controls to increase statistical precision or to adjust for additional covariates and confounder to increase validity. In order to do so, a common approach is to use logistic regression. If the study is matched, one has to condition on the matched groups using what is referred to as conditional logistic regression (CLR). In the example given above, with

\[
P[Y_{ij} | X_{ij}] = \frac{e^{\alpha_i + X_{ij} \beta}}{1 + e^{\alpha_i + X_{ij} \beta}}
\]

for logistic regression, with \( \beta = \beta_1, ..., \beta_n \) as a vector of parameters with \( \beta_i = \log(OR_k) \) and \( OR_k \) is the OR corresponding to the effect of covariate \( k \), and \( X_{ij} \) as a covariate vector of the case, as indicated by \( j=1 \), or control, \( j=2 \), of pair \( i \) respectively, this amounts to

\[
P[Y_{i1} = 1, Y_{i2} = 0 | X_{i1}, X_{i2}, Y_{i1} + Y_{i2} = 1] = \frac{P[Y_{i1} = 1 | X_{i1}]P[Y_{i2} = 0 | X_{i1}]}{P[Y_{i1} = 1 | X_{i1}]P[Y_{i2} = 0 | X_{i1}] + P[Y_{i1} = 0 | X_{i1}]P[Y_{i2} = 1 | X_{i1}]}
\]

\[
= \frac{e^{\alpha_i + X_{i1} \beta}}{1 + e^{\alpha_i + X_{i1} \beta}} \frac{1}{1 + e^{\alpha_i + X_{i1} \beta}} + \frac{1}{1 + e^{\alpha_i + X_{i1} \beta}} \frac{1}{1 + e^{\alpha_i + X_{i1} \beta}} e^{\alpha_i + X_{i2} \beta}
\]

\[
= \frac{e^{X_{i1} \beta}}{e^{X_{i1} \beta} + e^{X_{i2} \beta}}
\]

when conditioning on outcome and applying the logistic model above. Standard estimation of \( \beta_i = \log(OR_k) \) for the CLR model then proceeds by calculating one term per pair \( i \), as defined above, and multiplying them together for all pairs in the study, to yield what is referred to as the likelihood function. The estimates of the effects \( OR_k \) for all covariates are then produced by finding the vector \( \beta \) that maximizes this.
likelihood function. This is what is referred to as maximum likelihood estimation\textsuperscript{110}.

Although under certain conditions, such as when the effect of matching variables can be modelled statistically, unconditional logistic regression can be used as an alternative to CLR. It may even be preferred in certain scenarios to counteract potential effects of overmatching\textsuperscript{111}.

**Homogeneity of the odds ratio - subgroup analysis**

The standard assumption in both experimental and observational studies is that the effect of exposure, or treatment, is equal over all subgroups. This is usually not a realistic assumption, for example considering responders/non-responders to medical treatments, as well as the occurrence of treatment side effects only in some, but it is usually adopted due to the difficulties that arise otherwise. Subgroup analyses demand large study sizes, are inherently difficult to conduct and interpretation is riddled with pitfalls\textsuperscript{112}. When one still opts for these analyses, two important aspects that are usually stressed in order to avoid common pitfalls, are that analyses should be planned a priori and that differences should be analyzed using statistical tests. We consider two different types of subgroup analyses important to the current project, conducted using the same statistical approach.

**Heterogeneity of effects between different outcomes**

One important aspect of the analyses of STS-studies are the possibility that sarcomas that originate from different tissues and locations may have different etiologies and risk factors associated with them, and therefore, for any given risk factors, the effect on various STS subtypes may be different.

Intuitively, when handling this question statistically, we view each set of cases of a specific subtype, together with their corresponding controls, as a separate study. We then test the difference in observed effects between studies statistically by creating an indicator variable for each study and then pooling all study data in the same statistical model. Differences in effect are then tested using the interaction terms between the exposure and study indicator variables in a CLR-model according to

\[
L(\boldsymbol{\beta}) = \prod_{k} L_k(\boldsymbol{\beta}) = \prod_{k} \prod_{i} \prod_{j} \frac{e^{\beta e x_{i1k} + \beta I_k x_{i1k}}} {e^{\beta e x_{i1k} + \beta I_k x_{i1k}} + e^{\beta e x_{i2k} + \beta I_k x_{i2k}} + e^{\beta e x_{i3k} + \beta I_k x_{i3k}}}
\]

where \(x_{ijk}\) is an exposure indicator for subject \(j\), where \(j=1\) indicates a cases and \(j \in \{2,3\}\) indicates controls, in matched group \(i\), and study \(k\) and \(I_k\) is an indicator vector of length corresponding to the number of studies minus one, with zeros in all places.
except for number \( k \). \( \beta_e \) is the effect of exposure, in terms of \( \log(OR) \), for the study selected as the reference, and \( \beta \) is a vector of the same length as \( I_k \), containing the differences in effects between remaining studies \( k \) and the reference study, in terms of \( \log(OR_k) - \log(OR) \). The likelihood is then tested against a likelihood where the study indicator is removed. A significant result is taken as evidence that effects of exposure differ between histological subtypes.

**Heterogeneity of effects between different subgroups – effect modification**

We also investigate differences in effect of exposure between different subgroups, based on for instance, sex and age. This is done equivalently, by simply replacing the study indicator \( I_k \) by a group indicator and selecting a suitable reference group.

### Population attributable fraction

The population attributable risk (PAR) is defined as the proportion by which the incidence rate of an outcome in a given population could be reduced if the exposure of interest was eliminated \(^{113}\). That is

\[
PAR = \frac{I_p - I_e}{I_p}
\]

where \( I_p \) is the population outcome incidence rate and \( I_e \) the incidence rate of the exposed group. We see that the PAR is a simple measure of the potential benefit of a population intervention targeting exposure, \( e \). This can be re-written as

\[
PAR = \frac{P_e(RR - 1)}{1 + P_e(RR - 1)}
\]

to make explicit its dependence on exposure prevalence, \( P_e \), and associated \( RR \). Here, the \( RR \) is often approximated using the \( OR \) from, for instance, a case-control study.
Heritability

In the search for inherited genetic causes of disease researchers often study familial aggregation of outcomes. Significant aggregation is often considered a prerequisite for establishing presence of important genetic effects. Although, we note that this largely ignores inheritance due to rare genetic mutations, as can be seen following the reasoning put forth earlier in this thesis. When familial aggregation is established, a natural next step is to determine the pattern of clustering to disentangle whether the association is due to inherited genetic or shared environmental factors, or possibly both. This is mainly done in two different ways; through regression models, estimating parameters corresponding to aggregation specific to certain familial relationship pairs, or through multivariate models, including variance components and path analysis formulations, out of which the ACE model is one of the more well known. The latter is used to partition outcome variance into parts due to additive genetic, shared and individual environmental effects, which can be used to estimate the heritability of outcome. The proportion of variance due to additive genetic effects is sometimes referred to as the narrow sense heritability ($h^2$).

In the present work, we identify familial aggregation by estimating the OR of having a first degree relative (FDR) with cancer using a logistic regression model. We then study the pattern of familial clustering using a multivariate ACE model. However, the ACE model to estimate heritability is applied in a somewhat different manor than what is commonly done. In order to gauge to what part the familial aggregation observed in our study is due to predisposition genes shared between STS and common cancers, we estimate the heritability $h^2$ of cancer in families of STS cases and compare it to that of the general population. While this is not a rigorous approach, and may in fact border on a methodological flaw if attempting to apply it in a general setting, we reason that shared genes may be rare in the general population, and comparatively common among cases. In this scenario, under certain assumptions about gene prevalence and effect, the genetic variance in case families would exceed that of the general public. Therefore, a high narrow sense heritability, compared to that of cancer in the general population, may by a sign that the association is, at least in part, due to shared predisposition genes.

The problems with this approach are several. For one, in a general setting, if our genes and outcome do not fulfill the assumptions about prevalence and effect, the heritability results may be difficult to interpret. If predisposition genes were to be common among STS families, then gene variance, in terms of presence/absence of relevant disease alleles, would be low, and consequently genetic variance and heritability, would be low. That is, in theory, the familial association could be genetic in nature, but the heritability in case families could be lower than that of the general population. This could also be true if the shared genetic mutations were protective for STS. Therefore, it would not be possible to differentiate between these
two situations in a general setting, without further assumptions. Cancer prevalence in case families may also vary due to additional characteristics that set them apart from the general population. One such characteristic may be age, considering the average age of adult STS probands, another could be race.

**Heritability odds ratio**

In essence, the mentioned issues with the above approach is due mainly to the fact that it was applied to case families only, and consequently, does not consider the difference in cancer prevalence between case and control families. It is done this way because the ACE-model does not extend easily to the case-control setting, and especially not to our specific problem of investigating the association between STS and familial cancers. The problem would have been more tractable had we been investigating the same outcome in both probands and family members.\(^{114}\)

The \(OR\) of having an FDR with cancer, that we started with to study familial aggregation, does exactly this, compares the cancer prevalence between cases and controls. On the other hand, it also conflates familial aggregation due to heritable predisposition with that due to shared environment. In an attempt to combine the best aspects of both these approaches, we developed a new measure; the heritability odds ratio, \(OR_g\), and apply it to our case-control setting. This approach combines partitioning of familial associations into genetic and environmental parts with comparing cancer prevalence between case and control families, under some common assumptions. The resulting measure is most easily viewed as an \(OR\) of having a sibling with cancer, \(OR_{sib}\), adjusted for the effects of common environmental exposures. That is the \(OR_{sib}\) due only to shared genetic factors.

The measure is built on the basic principal that under assumptions of independence of genetic and shared environmental factors, as well as their effects, the \(OR\) of a child having cancer given cancer in the parent, \(OR_{child}\), can be partitioned into a product of an \(OR\) due to genetic factors, \(OR_g\), and an \(OR\) due to shared environmental factors, \(OR_c\).

\[
OR_{child} = OR_g OR_c
\]

this extends earlier ideas of partitioning the \(OR\) in a twin study setting.\(^{116}\)

We also note that the prevalence of cancer in children can be expressed in terms of the prevalence of cancer in parents and the \(OR_{child}\). We use this observation to predict what the prevalence of cancer would be in proband sibs, had the \(OR_{sib}\) been equal to \(OR_g\), that is; if the part of the association due to shared environmental exposures \(OR_c\) was equal to one. Comparing the predicted cancer prevalence in sibs between cases and controls, by means of the \(OR\), then gives us an approximate
estimate of the association between cancer in a sib and STS in the proband adjusted for shared environmental factors, i.e. the association due to genetic factors such as predisposition genes shared between STS and common cancers.

Hazard rate ratio

As mentioned, in cohort studies, focus is often on incidence of disease. One way of describing this incidence is to look at the proportion of cohort members that have experienced an event before a given point in time $T$. This way of describing data becomes especially relevant when studying mortality, whereby it may not be strange that this method of data summary and its subsequent methods of analysis is referred to survival analysis. In a short, heuristic manner, it works in the following way

First, we note that a useful measure in this context is the hazard rate

$$h(t) = \lim_{\delta \to 0} \frac{P[t < T \leq t + \delta | T > t]}{\delta}$$

i.e. the event rate at time $t$, conditional on survival until that time $t$. We realize that if we knew this entity for all times $t$, we would also know the proportion that have experienced the event at any time $t$. We call this summary of the proportion that experienced an event at time $t$, the failure function $F(t)$. The relationship between $h$ and $F$ is governed by the equation

$$h(t) = \frac{\partial F(t)}{\partial t}$$

which is equivalent to

$$\int h(t) = \int \frac{\partial F(t)}{F(t)} = -lnF(t) + C$$

for any constant $C$. Adding, that $F(0)=1$, this further implies that
\[ F(t) = e^{-\int h(t)dt} \]

and

\[ S(t) = 1 - F(t) = 1 - e^{-\int h(t)dt} \]

if we are interested in survival at time \( t \), as opposed to mortality. \( S(t) \) is usually estimated using the Kaplan-Meier method \(^{106}\). Now, in order to analyze the impact of different factors on survival in the cohort, a common approach is to apply what is referred to as the proportional hazards model

\[ h(t) = h_0(t)e^{\beta_1 x_1 + \ldots + \beta_n x_n} \]

where, if for instance \( x_i \) is a dichotomous variable, \( \beta_i = \log(HR_i) \), and \( HR_i \) is the ratio between the hazard rates corresponding to \( x_i = 1 \) and \( x_i = 0 \), i.e. the hazard rate ratio. Here \( x_i = 1 \) might for example indicate an exposure group. If \( x_i \) is continuous, \( HR_i \) will be the ratio between hazards corresponding to one unit difference in \( x_i \).

Among the proportional hazard models, the Cox proportional hazards model is likely the most well-known. A basis for its appeal is likely that is semi-parametric, in the sense that one does not have to specify the baseline hazard \( h_0(t) \) for its application to data. Instead, in estimating the model using the maximum likelihood approach \(^{106}\), Cox managed to show that the only part of the likelihood relevant in estimating the model parameters \( \beta = \beta_1, \ldots, \beta_n \), are the factors

\[ l(\beta) = \prod_i e^{\beta X_{casei} + e^{\beta X_{control1i} + \ldots + e^{\beta X_{controlni}}} \]  

(2)

where \( X_{casei} \) is the covariate vector for the case, the one who experienced the event, and \( X_{control1i}, \ldots, X_{controlni} \) covariate vectors for those event-free at the time \( t \) when case number \( i \) experienced its event. We note that (2) has the same form as (1) for estimating the \( OR \) in the matched case control study above, leading us to the conceptual idea that most epidemiological study designs originate from a cohort study and are only different in terms of what data one decides are convenient to collect from this cohort and the manner in which they are analyzed. Cox regression, as described above, is basically a case-control study nested in the study cohort, with controls collected by incidence density sampling. But instead of a fixed number of controls, it uses everyone in the cohort alive at the time of data collection.
In study IV, Cox regression is used to compare survival between those having been exposed to accidents before STS diagnosis to those who have not.

**Standardized incidence rate ratios**

The standardized incidence rate ratio is a classical epidemiological tool, which has been used to study disease at least since 1786. Part of its appeal is likely that it provides a single summary measure for comparing disease incidence, or mortality, between groups, when incidence rates, as well as rate differences between groups, may vary between population strata.

The indirect, as opposed to the direct standardization of rate ratios, makes use of rates external to the cohort and compare the number of events observed in the exposed cohort to that of a fictitious cohort with the same distribution with respect to the standardization variables, but with incidence rates equal to the external rates. Often the population used to generate the external rates is the general population of the country where the study is set. The SIR in this context is basically a comparison of the number of events observed compared to what would have been expected had the cohort not been exposed.

In mathematical terms the indirect standardization is defined as

$$SIR = \frac{\sum_{k=1}^{M} e_k}{\sum_{k=1}^{M} p_k \lambda_k} = \frac{E}{E^e} \quad (3)$$

where $e_k$ are the number of events, $p_k$ is the number of person-years in strata $k$ of the study cohort and $\lambda_k$ is the incidence rate of the corresponding strata in the comparison population. The latter may explain an additional part of its appeal as the summing of events over all strata and comparing it to a fixed number, $E^e$, with no statistical variation, provides power in detecting excess incidence and mortality even when outcome is rare. This of course in addition to it being easy to understand and communicate.

As a side note we observe that if we assume that the effect of exposure is homogenous and proportional over all population strata, the SIR corresponds to an incidence rate ratio (IRR).

$$SIR = \frac{\sum_{k=1}^{M} e_k}{\sum_{k=1}^{M} p_k \lambda_k} = \frac{\sum_{k=1}^{M} p_k IRR \lambda_k}{\sum_{k=1}^{M} p_k \lambda_k} = IRR$$
where $IRR$ is the incidence rate ratio comparing exposed subjects to those in the general population of the same strata.

<table>
<thead>
<tr>
<th>Study</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>OR</td>
</tr>
<tr>
<td>II</td>
<td>OR, PAR, $h^2$</td>
</tr>
<tr>
<td>III</td>
<td>Heredity OR; OR$_9$</td>
</tr>
<tr>
<td>IV</td>
<td>OR, PAR, HR</td>
</tr>
<tr>
<td>V</td>
<td>SIR</td>
</tr>
</tbody>
</table>

Table 4 – Epidemiological measures used in papers I-V of the thesis.

Bias

The following cases of bias can affect any of the treated measures above, but here we will discuss them primarily in the context of the case-control study and its $OR$.

Confounding bias and adjustment

Confounding bias is in “A dictionary of Epidemiology” $^{117}$, defined as

Bias of the estimated effect of an exposure on an outcome due to the presence of common causes of the exposure and the outcome.

In the present thesis we subscribe to the view that prerequisite causal knowledge is necessary for correct confounder adjustment and the subsequent removal of bias. Other approaches have been suggested and are widely used, but, as Hernan et al. clearly demonstrates $^{118}$, do not produce the intended bias reduction. These approaches are almost exclusively based on statistical associations, such as automated stepwise selection, comparing adjusted and unadjusted estimates or investigating associations of potential confounders with outcome and exposure.

In the present work little is known about what influences the risk of STS as well as the inter-relationship between covariates, and it is consequently difficult to identify confounders, mediators and colliders. The causal diagram used to summarize causal knowledge, usually illustrated through a directed acyclic graph (DAG), is not, or only partially, known. This makes the number of potential causal diagrams for the present studies numerous for any given exposure. Furthermore, as several exposures are investigated in the same analysis, several DAGs, as well as
adjusted analyses, would likely have to be generated for each exposure. This is not the common approach and adds up to an amount of detail difficult to include in a single manuscript. As such, we argue that the main interest of the present work is in crude estimates and we take a very pragmatic approach to confounder adjustment. While different models for adjustment are evaluated in paper I, in papers II and IV the standard approach of including all potential measured confounders is used, with the motivation that this will hopefully include the true confounders. Furthermore, if some care is taken not to include colliders (causes of both exposure and outcome), but we include some that are mediators, the resulting estimate will still have the interpretation of an indirect effect, which is still an effect of exposure on outcome, albeit possibly with a less obvious interpretation, as this may not be what one would expect to see in an intervention or randomized trial.

Recall bias

Recall bias, defined, in “A dictionary of Epidemiology” 117, as

Systematic error due to differences in Accuracy or completeness of recall to memory of past events or experiences. For example, a mother whose child has died of leukemia may be more likely than the mother of a healthy living child to remember details of such past experiences as use of x-ray services when the child was in utero. A type of Information or Measurement bias.

In case-control studies using self-reported data, it is commonly known that cases with serious disease are more likely to recall and report events thought to be associated with their condition than their corresponding controls, producing a bias common to most case-control studies, termed recall bias. Recall bias can be adjusted for in what is referred to as a sensitivity analysis 119 when the probability of reporting exposure conditional on exposure status is known, for instance through a subsample study. However, in most cases, as in the current project, these probabilities are not known. We are then left to venture best guesses, usually a range of possible values, to evaluate how these may have impacted study results.

In the current thesis, potential recall bias is a relevant aspect of all case-control studies I-IV, but particularly important and mainly discussed in paper IV. Here, in order to investigate whether recall bias may explain study findings, we provide some theoretical results to predict the ORs that would have been observed under the assumption that recall bias is produced mainly by the failure of controls to report exposure, while also assuming no effect of exposure. The results help us do two things; First, evaluate whether it is possible for recall bias to produce ORs of the magnitude observed in study IV. If it cannot, we can rule out recall bias as a possible explanation for the observations of study IV. Second, we note that the predicted ORs
under the assumption of recall bias vary with exposure prevalence, an observation we use to construct simple statistical tests for detecting the presence of this bias in the study data. Theory and background for the calculations are given in appendix I of paper IV.

**Prospective validation study**

Another way to evaluate the possibility of recall bias is to compare the results of the study to that of one with a prospective design that does not suffer from these issues. In study I, we validate the results of OC ever-use in a prospective cohort, the MISS study. We also investigate the risk of STSE of the lower extremities in the prospective knee prosthesis surgery cohort of study V, to potentially validate the surgery related results of study IV.

**Selection bias**

Selection bias is defined, in “A dictionary of Epidemiology”¹¹⁷, as

> Bias in the estimated association or effect of an exposure on an outcome that arises from the procedures used to select individuals into the study or the analysis. When the selection involves conditioning on a factor that is affected by the exposure or a cause of the exposure, and also affected by the outcome or a cause of the outcome, selection bias can arise even in the absence of a causal effect of exposure on outcome, i.e., under the Causal Null Hypothesis.

In the present case-control study, issues of selection are reduced by the use of population based registers. However, due to the less than perfect response rates, it is still possible that there are systematic differences between cases and controls associated with the likelihood to respond. We evaluate potential effects of selection bias in studies I and IV, by partial validation of results in an external prospective study. Even if a cohort study may also suffer from this bias, contrasting two different study designs, with different sampling schemes, may still provide valuable information.

**Detection bias**

Detection bias is defined, in “A dictionary of Epidemiology”¹¹⁷, as

> Bias due to systematic differences between the study groups in Ascertainment, assessment, diagnosis, or verification of outcomes. As other biases, it has numerous mechanisms and forms. An example is verification of diagnosis by laboratory tests in hospital cases but failure to apply the same tests to cases outside the hospital.
It can be grouped into the broader category of “information bias” and may present in both case-control and cohort study settings. In study IV, this bias may for instance occur when those exposed to injury, focus attention to the injury site and thereby increase probability of detecting a tumor. This may then increase the incidence of detected tumors in the injured study group, creating the illusion that injury may increase tumor risks. We evaluate the possibility of detection bias in study IV and V by examining time from exposure to tumor diagnosis, the latency time \(^{120}\), with the rationale that excess risks due to detection should be close in time to exposure. Exposure in close connection to diagnosis would also contradict a causal role in tumor initiation, considering the long latency periods reported in connection to solid tumors \(^{121}\). We keep in mind, however, that this reasoning pertains mainly to solid tumor, as latency has been observed to vary between tumor types. Hematopoietic malignancies, for instance, have the much shorter latency of 0 to 5 years \(^{122}\).

The latency analyses serve a particularly important purpose with respect to the SIRs of paper V, because of the study context. This is because, as we can see from equation (3) describing the indirect standardization, that is the SIR, when operation rates are increasing as they have been during recent years \(^{123}\), the SIR is a weighted average of cohort cancer rates, with the largest weights attached to the most recent years. This shifts focus to short term risks that are not of primary interest as these may involve effects of detection bias, or more secondary effects in terms of tumor promotion. It limits the possibility to study causal risks associated with tumor initiating exposure.
Statistical analyses

What follows is a short summary of the statistical methods used in papers I, II, IV and V, that may not be considered standard. Methods that are explained in detail in the paper appendices are not explained in great detail here. As Paper III is a methods paper, only a short summary of the posed problem and two main points that contribute to its solution are provided. For remaining parts of this and the works of remaining papers, we simply refer to said papers.

Exact logistic regression

In small samples the regression coefficients in ordinary logistic as well as conditional logistic regression are known to be biased\textsuperscript{124,125}. The same is true for highly unbalanced or stratified data. One way of avoiding this bias is to change approach and opt for exact tests, such as Fischer’s exact or an exact version of the McNeamer test. An exact analogue to the standard regression approach in matched case-control analyses, conditional logistic regression, is exact logistic regression (ELR). ELR is based on exact permutational distributions of the sufficient statistics under the logistic model. To illustrate what this means, we give a short example.

Let us assume that we have a logistic model of binomial data

\[ P(Y_j = y_j) = \binom{n_j}{y_j} p_j^{y_j} (1 - p_j)^{n_j - y_j} \]

with

\[ p_j = \frac{e^{\beta_0 + \beta_1 x_{j1} + \beta_2 x_{j2}}}{1 + e^{\beta_0 + \beta_1 x_{j1} + \beta_2 x_{j2}}} \]

where \( x_1 = (x_{11}, x_{12}, ..., x_{1j}) \), \( x_2 = (x_{21}, x_{22}, ..., x_{2j}) \) and \( y = (y_1, y_2, ..., y_j) \) are vectors containing information of covariates \( x_1 \) and \( x_2 \), and outcome \( y \), respectively, and we are interested specifically in the effect of \( x_2 \) on outcome. Under regular conditions we could make use of the likelihood
\[ L(y) = \prod_{j=1}^{J} P(Y_j = y_j) = \prod_{j=1}^{J} \binom{n_j}{y_j} p_j^{y_j}(1 - p_j)^{n_j - y_j} \]

\[ = \frac{e^{\beta_0 t_0 + \beta_1 t_1 + \beta_2 t_2}}{\prod_{j=1}^{J} (1 + e^{\beta_0 + \beta_1 x_j + \beta_2 x_{j2}})^{n_j}} \prod_{j=1}^{J} \binom{n_j}{y_j} \]

with sufficient statistics

\[ t_k = \sum_{j=1}^{J} y_j x_{jk} \text{ and } t_0 = \sum_{j=1}^{J} y_j \]

to construct a likelihood ratio test for \( \beta_2 \). But in situations where this does not work well the idea is to make inferences about \( \beta_2 \) by conditioning on the sufficient statistics \( t_k \) in \( L(y|t_0, t_1) = P(y|t_0, t_1) \) and thereby generate a permuational distribution of the likelihood ratio, to compare with the observed value and hence produce a p-value. Conditioning yields

\[ P(y|t_0, t_1) = \frac{\frac{e^{\beta_0 t_0 + \beta_1 t_1}}{\prod_{j=1}^{J} (1 + e^{\beta_0 + \beta_1 x_j + \beta_2 x_{j2}})^{n_j}} \prod_{j=1}^{J} \binom{n_j}{y_j}}{\sum_{y \in S} \frac{e^{\beta_0 t_0 + \beta_1 t_1}}{\prod_{j=1}^{J} (1 + e^{\beta_0 + \beta_1 x_j + \beta_2 x_{j2}})^{n_j}} \prod_{j=1}^{J} \binom{n_j}{y_j}} = \frac{\prod_{j=1}^{J} \binom{n_j}{y_j}}{\sum_{y \in S} \prod_{j=1}^{J} \binom{n_j}{y_j}} \]

where \( S \) contains all \( y \) for which

\[ t_1 = \sum_{j=1}^{J} y_j x_{j1} \text{ and } t_0 = \sum_{j=1}^{J} y_j \]

We can now create a permutational distribution of the likelihood ratio by generating all possible values of \( y \) and its corresponding likelihood ratio. By subsequent comparison of the observed likelihood ratio to the permutational distribution, one can generate an exact p-value.

Although elegant, an unfortunate disadvantage of this method is that it does not handle continuous covariates.
Population attributable risk in a case-control setting

Estimating the PAR in a case control setting is a little different from doing so in a cohort setting, as we do not have available to us a random sample from the population from which to estimate the risk factor prevalence. Instead one can use an alternative definition using only quantities available in the case control setting. We observe that the PAR

\[ PAR = \frac{P[D] - P[D|\bar{E}]}{P[D]} \]

can be re-written as

\[ PAR = \frac{P[E|D](RR - 1)}{(RR)} \]

where \( D \) is a disease indicator, \( E \) an exposure indicator, \( \bar{E} \) meaning no exposure, \( RR \) the relative risk and \( P[E|D] \) is the probability of exposure in cases. The latter identity can, in contrast the earlier one, be used with an adjusted \( RR \), something that generates bias with the former\(^{113,117}\).

In the present study we note that the interpretation of the PAR calculated from data may not be representative for the general population of the South of Sweden during the time period due control selection issues. It may be that responding controls are healthier than the general population, not least because they are cancer free as far back as the 1960ies. However, it is our view that studying the PAR still communicates valuable information.

Heritability

Calculation of the narrow sense heritability \( h^2 \) of cancer in STS case families is done by means of a liability threshold model provided by Javars et al\(^{114}\). Details are given in appendix I of paper II.
Propensity score

In observational studies, different types of biases are always a concern. Common ways of reducing its influence is by regression adjustment or stratification. Another now quite popular way, is to use propensity score (PS) methods. A PS is a balancing score generated by analyzing the probability of exposure in the study population, for instance by means of regression, and assigning to each study participant a score corresponding to their probability of exposure. When conditioned on, for instance by stratification, the score balances covariates included in the score between exposure groups. When covariates used for constructing the score are confounders, this reduces confounding bias. Balance using the PS can also be achieved by means of regression adjustment or weighting.

As adjustment for the PS, that is; including it in a regression model as a covariate, as opposed to weighting or stratification, necessitates modelling of the functional form of the outcome dependence on the score. To avoid this challenge, we choose to stratify the score by quintiles. Quintiles have been standard with respect PSs, likely due to the fact that it was shown to remove 90% of the bias when studying confounding by continuous confounders and/or linear treatment effects\(^{126}\).

It has been shown that PS adjustment performs the best, in terms not only of bias reduction, but a combination of reduction and variance, the mean squared error, when including, in addition to confounders, covariates related to outcome only, as this reduces variance, but not to exposure only, as this increases variance\(^ {127}\). While this speaks clearly against using strategies based on statistical modelling of exposure probabilities, as in the present work of paper IV, we maintain that our foremost interest is in bias reduction and that outcome based modelling approaches would not be feasible in the present study setting, with several very small subgroups of STSs of different histological subtypes needing adjusted analyses including multiple confounders. We use PSs for the sole purpose that they allow for efficient stratification on a large set of variables.

Propensity score in a case-control setting

In case-control samples, as opposed to prospective studies, it may be especially difficult to differentiate between confounders, mediators and colliders, as data collection is retrospective. The basic strategy of prospective studies, is to collect covariates at baseline, and as such, one can be reassured that most covariates will not be mediators or colliders. Even if case-control studies often contain data on the time of exposure, information is of course subject to recall and may not always be precise enough to be of used in the temporal ordering of events.
PS methods were developed and primarily used in a cohort study setting. It has not experienced the same wide spread use in case-control studies, possibly because the estimation of the PS in this setting is less than straightforward. In study IV, we use a method based on a report by Månsson et al. 128, whereby PSs are estimated using the control population only. This is done on the grounds that outcome, STS, is rare, whereby the covariate distribution in controls approaches that of the general population when the study size increases. As our study is matched, we additionally allow for the propensity to vary with the levels of the matching variables. While Månsson et al. report that similar methods are accompanied by some difficulties of artificial effect modification 128 this appears to affect studies primarily of small to medium size, where as we estimate prosperity scores by pooling all $2066 + 2021 = 4087$ controls.

As previously mentioned, in this thesis we use PS methods to attempt to avoid small sample issues with maintained validity, in situations where standard regression analyses may not be applicable. As opposed to conducting separate regression analyses for each subgroup, effectively reducing sample size and using up degrees of freedom for each covariate, we estimate prosperity scores by pooling all 4087 controls, and conducting analyses stratified by PS quintiles. Considering the number of controls, predicted scores should be fairly stable. Because men and women have been observed to differ with respect to risk factor profiles, not least in the present work, the analysis to generate PSs was stratified by gender. This approach has the advantage that for any subgroup analysis we only have to account for a single variable to balance potential confounders between cases and controls. We can therefore get an adjusted analysis for each subtype without the drawback of reduced statistical precision due to lost degrees of freedom.

Penalized regression

In order to generate PS we need to predict the probability of exposure in controls. To this end, several different methods of prediction have been used 126. One way to improve ordinary regression predictions, in terms of mean squared error, is by the introduction of bias. A useful way of introducing bias is by shrinkage of the regression coefficients. One very attractive shrinkage estimator is the $L_1$-penalty estimator, that has the convenient property of shrinking coefficients of unimportant predictors to exactly zero, and thereby performing variable selection 129. This is a major advantage over other methods in terms of interpretability of results. In order to give an intuitive idea of how this works, we mention that in the case of linear regression and orthonormal predictors the $L_1$-shrinkage estimator is defined as the solution to the optimization problem.
\[ \argmin_{\beta} \| y - X\beta \|_2^2 \text{ s.t. } \| \beta \|_1 \leq t \]

or the equivalent

\[ \argmin_{\beta} \| y - X\beta \|_2^2 + \lambda \| \beta \|_1 \]

which has the solution

\[ \hat{\beta}_j = \text{sign}(\hat{\beta}_{j,\text{ols}})(\hat{\beta}_{j,\text{ols}} - \lambda)_+ \]

where \( \beta = (\beta_1, \beta_2, ..., \beta_n) \). Here we see that the L1-shrinkage estimator is merely a fixed translation of all regression parameters with a truncation at zero. The constant \( t \) has a one-to-one correspondence with \( \lambda \). In applications, \( \lambda \) can be determined for instance by the use of cross-validation.\(^{130}\) In the current project, the L1-penalization is used in the context of logistic regression, as we intend to predict the binary exposure indicator. This changes the optimization problem to

\[ -\sum_{i=1}^{N} (y_i x_i' \beta - \log(1 + e^{x_i' \beta})) + \lambda \| \beta \|_1 \]

The effect of parish of residence on exposure was evaluated before using penalized regression using mixed effects logistic regression with a random intercept for matched pairs. This was because this factor may be complicated to evaluate in a fixed effects setting, and as the analysis showed little effect of parish of residence, we avoid having to solve this problem in the penalized regression framework.

**Firth correction**

Logistic regression has well known problems with separation, diverging parameter estimates and bias in small samples. One possible solution to these problems is the
use of a special type of penalized regression, called firth correction $^{131,132}$. Firth correction amounts to a penalized likelihood function of

$$L(\beta)^* = L(\beta) + \frac{1}{2} |I(\beta)|$$

where $I$ corresponds to the Fisher information matrix. It may look complicated but the penalized likelihood is equivalent to adding 0.5 to each data cell, for instance in the four fold table corresponding to data on a dichotomous variable. We use it in place of exact logistic regression in paper IV much because it is easily combined with multiple imputation. Not least because of available software $^{133}$.

**Multiple imputation**

Multiple imputation has during recent years emerged as the primary method of handling missing data in a wide range of study designs. Its chief advantage lies in the fact that it quantifies the uncertainty in imputations made and incorporates it into the precision estimate for studied statistics, such as regression coefficients. It does this by imputing missing values repeatedly and summarizing results in a pooled estimate, in a clever way. One of its more attractive methods is multiple imputation by chained equations (MICE). It handles imputation of several covariates of different types, continuous/binary/ordinal/categorical and so on, simultaneously. In order to get an intuitive feel for what it does, we introduce a 7 steps schematic here adapted from Azur et al. $^{134}$

1. A single imputation is made of all missing values in all variables, using for instance the mean of the variable where the variable value is missing.

2. For a chosen single variable, $x$, the mean imputed values are removed and corresponding entries are set to missing once more.

3. The chosen variable $x$ is regressed on remaining variables in the imputation model.

4. The missing values in the chosen variable $x$ are replaced using the estimated model in step 3. These values are then used throughout the imputation process, when the chosen variable $x$ is used as independent in the imputation model to impute the values of subsequent variables.
5. Steps 2 – 4 are repeated for each variable that has missing values. Replacing all missing values in all variables constitutes one cycle.

6. Cycles are repeated, a number of times, ten is standard, with the intent to make regression coefficients stable, and subsequently make the procedure independent of the order of imputed variables. At the end of all cycles, one imputed dataset has been created. This is the “chained equations” part.

7. Imputations are then repeated a number of times, 5-10 is commonplace, up to 40, has been suggested to improve performance, depending on the problem and computational power.

The process is then evaluated using diagnostics to compare observed and imputed values as well as checking whether the algorithm has converged. The use of MICE is in part based on the assumption of missing data being missing-at-random (MAR). MAR is the assumption that the probability of an observation being missing depends only on the observed data.

MICE is used in study IV primarily to lessen the impact of a specific type of recall bias. One may suspect that not only are controls less likely to report exposures, but may do it with a lesser degree of detail, i.e. when reporting for instance injury, one may be less likely to report both location and point in time. Therefore, we impute, for both injury and surgery, exposure, exposure location, age and time to data collection (diagnosis in cases).

**Poisson modelling of SIRs**

Given the mathematical expression for the SIR above and a Poisson distribution for the observed events E, we can compare the number of observed and expected events, $E$ and $E^e$, through Poisson regression, to estimate the SIR as well as make inferences, according to

\[
SIR = \frac{E}{E^e}
\]

\[
\log(SIR) = \log\left(\frac{E}{E^e}\right)
\]

\[
\log(E) = \log(SIR) - \log(E^e)
\]
where the last term is modelled as an offset. Because SIRs cannot be readily compared between different strata, as differences may be due to the distribution of standardizing variables, and not to exposure. In these situations the above regression equation can be used for comparison between strata by conditioning on standardizing variables $X$.

$$\log(E) = \log(\alpha) + X\beta - \log(E^e)$$

where $\log(\alpha) + X\beta = SIR$. In the current study the above equation is also used to investigate the change in SIRs relative to time from surgery, both before and after. This is simply done by including time as one of the covariates in $X$. In order to differentiate time trends from temporal changes in the distribution of standardization variables, sex, age and calendar year, these were also included in $X$.

### Restricted cubic splines

When examining the relationship between a covariate $X$ and an outcome $Y$ statistically, one finds it to be non-linear in many cases. Regression splines is a convenient way to estimate non-linear functional relationships as well as the associated precision of this estimation.

A regression spline in its most simple form is a linear spline

$$E[Y|X] = \beta_0 + \beta_1 X + \beta_2 (X - x_1)_+ + \cdots + \beta_n (X - x_n)_+$$

where $(t)_+$ indicates a function that takes on the value 0 when $t$ is negative and $t$ otherwise, and with knots $x_1 < x_2 < \ldots < x_n$, in the interior of the study interval where $x$ is observed. Although a linear spline gives improved freedom to model more complex relationships compared to linear regression, the sharp turns it takes at the knots often appear unrealistic.

**Figure IV** - Simple graphical illustration of the sharp turn in functional relationships that are rarely observed in practice.
Nature often moves in smooth motions. Modelling can be improved in this respect by allowing linear terms to take on non-linear forms, such as polynomials of a higher degree. The estimated functional form will gain additional smoothness if we force first and second degree derivatives to be equal at the knots, effectively limiting the rate of change that can occur at the knots. A spline of this form can be written as

$$E[Y|X] = \beta_0 + \beta_1 X + \beta_2 X^2 + \beta_3 X^3 + \beta_2 (X - x_1)_+^3 + \cdots + \beta_{n+3} (X - x_n)_+^3$$

In some instances, as is common in polynomial regression, predictions may be quite unstable and diverge rapidly in the first and last intervals of $X$. In order to avoid this problem one can force the estimated function to be linear at the beginning and end intervals. In order to force linearity at the first interval, $\beta_{II}$ and $\beta_{III}$ have to be set to zero. At the end interval, the last two $\beta$'s become redundant, as they become functions of remaining $\beta$'s. The remaining terms make up the regression equation

$$E[Y|X] = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_{n-1} X_{n-1}$$

where $X_1 = X$.

$$X_{j+1} = (X - x_j)_+^3 - \frac{x_n - x_j}{x_n - x_{n-1}} (X - x_{n-1})_+^3 + \frac{x_{n-1} - x_j}{x_n - x_{n-1}} (X - x_n)_+^3$$

and $j = \{1, \ldots, n-2\}$. And even though, the restricted cubic spline (RCS) yields non-linear functional relationships between $X$ and $Y$, the RCS regression equation is linear in the regression parameters and RCS can therefore be used in any standard regression setting to estimate and make inferences about possible functional relationships.\(^{137}\)

In the current study, RCS is used to model the seemingly non-linear relationship between time-from-surgery and SIR. And as time intervals are narrow to gain more detail in time trends, RCS analysis also provides smoothing to otherwise noisy data.
### Table 5 – Measures and statistical methods used in each paper I-V.

<table>
<thead>
<tr>
<th>Study</th>
<th>Measure</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>OR</td>
<td>Standard, Conditional and Exact logistic regression</td>
</tr>
<tr>
<td></td>
<td>Adjusted OR</td>
<td>Standard, Conditional and Exact logistic regression</td>
</tr>
<tr>
<td>II</td>
<td>OR</td>
<td>Conditional logistic regression</td>
</tr>
<tr>
<td></td>
<td>Adjusted OR</td>
<td>Conditional logistic regression</td>
</tr>
<tr>
<td></td>
<td>PAR</td>
<td>PAR for case control studies</td>
</tr>
<tr>
<td></td>
<td>$h^2$</td>
<td>ACE liability threshold model</td>
</tr>
<tr>
<td>III</td>
<td>Heredity OR; OR$_g$</td>
<td>Method developed in paper III</td>
</tr>
<tr>
<td>IV</td>
<td>OR</td>
<td>Conditional logistic regression</td>
</tr>
<tr>
<td></td>
<td>Adjusted OR</td>
<td>Conditional logistic regression stratified by PS</td>
</tr>
<tr>
<td></td>
<td>Location specific OR</td>
<td>Standard logistic regression with Firth correction</td>
</tr>
<tr>
<td></td>
<td>PAR</td>
<td>PAR for case control studies</td>
</tr>
<tr>
<td></td>
<td>HR</td>
<td>Stratified cox regression</td>
</tr>
<tr>
<td>V</td>
<td>SIR</td>
<td>Poisson analysis</td>
</tr>
<tr>
<td></td>
<td>SIR change with time</td>
<td>Poisson regression with RCS</td>
</tr>
</tbody>
</table>
Results and Discussion

Soft tissue sarcomas are relatively rare, but often come with a poor prognosis at diagnosis. This is because of delay, as early stage sarcomas lack distinct symptoms. And as STS are common in young adults, they are also responsible for many years of life lost. Meanwhile, there are few known causes and consequently, there is little or no basis for disease prevention.

The current work is a great leap forward in this sense. Although, results for the most part are not directly applicable in a public health prevention setting, they point to specific research areas where causative factors may be found. They also indicate great rewards if these factors are properly understood and managed, as up to an estimated 57% of all STS incidence could potentially be prevented, and 74% of STSE. Each area and its attributed fraction of STS risk is shown in table 6, as well as the fraction attributed to all areas combined. As is shown here, prior to our work, almost no areas to which we could attribute STS risk were known.

The PAR for the purpose of this result summary and discussion, is not used in what may be considered as its standard context, to gauge how much of the disease incidence may be eradicated had a given risk factor been removed from the population. Instead, we use it to estimate the proportion of incidence attributed to factors associated with the factor under study. For instance, if we consider stature relative to peers at pubertal onset, and the PAR associated with it, it is meaningless to know what proportion of incidence could be prevented had everyone in the population been shorter than their peers at age eleven, which is contradiction by definition. The PAR for this factor is instead meant to be interpreted as the proportion due to involvement of factors associated with pre-pubertal height, such as GH and IGF-1, and that could be prevented had we been able to control the effect of these factors on STS genesis and growth. However, some caution is recommended when viewing the figure in table 6 as one has to also keep in mind that this PAR is calculated for a population that is probably healthier than the general population during the same time period.
Table 6 – STS risks attributable to each risk factor studied in papers I-IV. Results are adjusted for sex and age. The calculations do not include participants with previous surgical treatment for tumour disease.

<table>
<thead>
<tr>
<th>Factor type</th>
<th>Factor</th>
<th>Group</th>
<th>Subgroup</th>
<th>PAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk</td>
<td>Tissue damage</td>
<td>Surgery</td>
<td>Extremities</td>
<td>40%</td>
</tr>
<tr>
<td>Risk</td>
<td>Tissue damage</td>
<td>Injury from accident</td>
<td>9%</td>
<td></td>
</tr>
<tr>
<td>Risk</td>
<td>Tissue damage</td>
<td>Both</td>
<td>43%</td>
<td></td>
</tr>
<tr>
<td>Risk</td>
<td>Heredity</td>
<td>First degree relative with cancer</td>
<td>Female</td>
<td>9%</td>
</tr>
<tr>
<td>Risk</td>
<td>Heredity</td>
<td>First degree relative with cancer</td>
<td>Have never used OCs</td>
<td>18%</td>
</tr>
<tr>
<td>Risk</td>
<td>Heredity</td>
<td>First degree relative with cancer</td>
<td>Have ever used OCs</td>
<td>0%</td>
</tr>
<tr>
<td>Risk</td>
<td>Heredity</td>
<td>Male</td>
<td>11%</td>
<td></td>
</tr>
<tr>
<td>Risk</td>
<td>Heredity</td>
<td>All</td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>Protective</td>
<td>Reproductive</td>
<td>Ever used oral contraceptives</td>
<td>Female</td>
<td>14%</td>
</tr>
<tr>
<td>Protective</td>
<td>Reproductive</td>
<td>Three or more children</td>
<td>22%</td>
<td></td>
</tr>
<tr>
<td>Protective</td>
<td>Reproductive</td>
<td>Both</td>
<td>30%</td>
<td></td>
</tr>
<tr>
<td>Protective</td>
<td>Stature</td>
<td>Shorter than peers at age 11</td>
<td>All</td>
<td>38%</td>
</tr>
<tr>
<td>Both</td>
<td>All</td>
<td>Surgery, injury, FDR with cancer, OC ever-use, Three or more children, Shorter than peers at age 11</td>
<td>Female</td>
<td>67%</td>
</tr>
<tr>
<td>Both</td>
<td>All</td>
<td>Surgery, injury, FDR with cancer, Shorter than peers at age 11</td>
<td>Male</td>
<td>61%</td>
</tr>
<tr>
<td>Both</td>
<td>All</td>
<td>Surgery, injury, FDR with cancer, Shorter than peers at age 11</td>
<td>All</td>
<td>57%</td>
</tr>
<tr>
<td>Both</td>
<td>All</td>
<td>Surgery, injury, FDR with cancer, OC ever-use, Three or more children, Shorter than peers at age 11</td>
<td>Extremities</td>
<td>Female</td>
</tr>
<tr>
<td>Both</td>
<td>All</td>
<td>Surgery, injury, FDR with cancer, Shorter than peers at age 11</td>
<td>Male</td>
<td>69%</td>
</tr>
<tr>
<td>Both</td>
<td>All</td>
<td>Surgery, injury, FDR with cancer, Shorter than peers at age 11</td>
<td>All</td>
<td>74%</td>
</tr>
<tr>
<td>Risk</td>
<td>Established</td>
<td>Exposure to radiotherapy</td>
<td>All</td>
<td>2%</td>
</tr>
</tbody>
</table>
Study I

We studied the effect of hormone related factors on STS in the Swedish population between 1988 and 2009 using a population based matched case–control design. Our study was the largest on this topic to date, including 634 cases in a primary matched analysis and 855 cases in an unmatched sensitivity analysis. We identified protective effects connected to constitutional characteristics, hormonal and reproductive factors. Being shorter than your peers at age 11 was associated with an OR of 0.51 (0.36–0.74). Having used oral contraceptives (OC), OR 0.75 (0.49–1.15), and high parity, OR 0.16 (0.04–0.63), comparing three or more children to two or less, also appeared to reduce the risk of STS. The risk was further reduced with the duration of OC use (p = 0.01), comparing use for 11 years or more to use for 3 years or less yielded an OR of 0.10 (0.02–0.41). No effect was observed for ever having had HRT OR 1.02 (0.70–1.47). The effect of BMI varied significantly with subtype (p = 0.03) and tumor location (p<0.001).

In the present study, an estimated 30% of female STS incidence could be attributed to not ever using OCs or having less than three children. Thirty eight percent could be attributed to being equally tall or taller than peers at age eleven. While the latter two are not modifiable in the sense of an intervention, the figures do illustrate the influential magnitude of sex and growth hormones on STS genesis and the potential long term benefit of studying these associations.

However, one factor that may be a potential prevention target is OC use. Results do not of course imply that all women should take oral contraceptives so that a few can avoid developing STS, as the potential adverse effects of extended OC use, including increased risks of breast cancer, by far outweigh the benefits, especially considering the very low risk of developing STS in the general population. However, if high risk groups could be identified from future research, the number of unnecessarily exposed to OCs could be reduced and those who benefit could be increased. Furthermore, as results indicate that there may be a critical age period for OC driven risk reduction, prevention could potentially be limited to this time period and thereby avoid unnecessary harmful exposures.

A second potential public health implication related to OC use is the risk-lowering effect of parity and OC-use on female STS risk. One can just ponder the implications for treating clinics if women stopped using OCs and had markedly fewer children. This could likely increase STS incidence by about 40% among females. This is certainly worth further studies, with a focus on projecting different scenarios.

A second prevention target may be growth hormones/IGF-1, which has been shown to be associated with dietary habits. It is possible that a diet focused on controlling cancer risk in general may also apply to STS. Our results indicate that a
successful prevention in this area could have a significant impact on STS incidence in all histological subtypes.

Study II

The risk of STS increased with having a first degree relative with STS, \( OR \) 4.2 95% CI (0.8 – 21.9). With respect to other tumors, the overall \( OR \) was low and non-significant. In females who had never used oral contraceptives (OCs), there was a significant effect of cancer in a first degree relative (FDR), \( OR \) 1.5 (1.1-2.3), \( PAR \) 18%. It was \( OR \) 0.7 (0.4-1.2), \( PAR \) 0%, in OC ever-users. The difference was significant (p=0.021). Among histological subtypes, MFH/UPS in men, 65 years of age or younger, showed an \( OR \) of 4.5 (1.8 – 11.6), which was significantly greater than in remaining age and subtype strata (p=0.024). Here, 54% of tumor incidence was attributable to familial cancers and heritability among case family members was 54% (10 – 84%). 9% of cases were 45 years of age or younger, the cut-off age for the Li-Fraumeni diagnostic criteria. In females, risks were related primarily to female parents and sibs, \( OR \) 3.27 (1.43 – 7.48), and not to males 1.36 (0.62 – 2.94). Only 22% of these STS cases were below the age of 45. Here, the largest effect was seen in the rarer subtypes, for which the proportion of incidence attributable to familial cancers was 31% and the heritability was 69% (22 – 90%).

The study suggests that low penetrant inherited mutations, potentially connected to p53 pathways, may be important in the etiology of adult STS, especially in women, and that OC use may potentially limit their effect. In fact, this effect may be considerable, as in a non-OC-using population 18% of female STS incidence is due familial cancers as opposed to 0% in an all-OC-using population. Furthermore, if genes and risk alleles could be identified from future research, prevention could potentially target those who would most benefit and effectively limit unnecessary exposure, making prevention efficient with less harmful impact on public health.

Study III

In study II, we focused on risk associated with a positive family history of cancer measured in terms of an odds \( OR \). This approach allowed us to extract valuable information familial aggregation of cancer in STS, but it is in some sense methodologically flawed as interest is exclusively in inherited genetic, as opposed to shared environmental, factors and it fundamentally conflates effects of the two. In contrast to studies of early onset disease, in adult STS we could not readily assume that familial effects were due exclusively to inherited genetics, as adults, as
opposed to children or young adults, have sufficient time to accumulate enough environmental exposures to be at increased risk for malignances. It is therefore vital to the results of the study to be able to distinguish between inherited genetic and shared environmental effects in this context.

In order to separate them, we wanted to apply an ACE model to partition the outcome variance into components of additive genetic and shared and unique environmental effects. However, this latent trait model did not easily lend itself to the analysis of case-control data. As an ad hoc solution, we applied the method to case families only and used published data on the general population as a reference to gauge whether cancer in STS case families were more or less “genetic” than cancers “in general”. To solve this problem in a more rigorous manner, we extend earlier ideas of decomposing the OR to our current setting, with case and control families. The result was that we could produce an OR for cancer in a sibling, adjusted for common environmental exposures, OR_s. That is, an OR measuring only the association between cancer in a sibling and the risk of STS in a proband due to shared genetic factors, such as shared predisposition genes.

Or, to put it more correctly, in the case-control setting, we could only produce an approximate interval for the adjusted OR, as opposed to an exact estimate, due missing information. This interval, however, turned out to be quite useful in our study setting, as it may prove to be in many others.

The method was applied to female STS and cancer in female siblings. Results showed the OR_s was somewhere in the interval (1.68 (0.99 – 2.29) - 1.82 (1.07 – 3.13)) which verified that this association indeed was due to inherited genetic predisposition shared between STS and common cancers, i.e. potentially one or more unknown cancer syndromes.

As crude and adjusted ORs are the bread and butter of epidemiology, results from the current method may be easier to digest for the average epidemiologist than that of the ACDE model that pertains to partitioning of variance on a latent scale. In addition, we also note that the regression formulation suggested allows for application to small samples, such as through Firth correction or exact regression methods, and potentially for generalization to other types of outcomes, such as time-to-event. We feel that the method is simple, at least in the cross-sectional study setting, results are easy to communicate and the method is generalizable, and as such a welcome complement to existing methods for studying heritable dichotomous outcomes.

Study IV

We studied the association between accidental injury and/or surgery in 249 cases of STSE, each matched to four controls. We saw that having been exposed to surgery
or injury from accidents to any part of the body both increased the risk of STSE, \( OR \ 2.1 \ 95\% \ CI (1.5 – 3) \) and \( 1.5 \ (1.1 – 2.1) \), respectively. Adjusting for potential confounders yielded \( ORs \) of \( 2.4 \ (1.6 – 3.6) \) and \( 1.4 \ (1.00 – 2.00) \). Surgery related \( OR \ (SOR) \) varied with STSE histological subtypes, from 1.2 to 4.2. MFH/UPS, leiomyosarcoma and liposarcoma showed significantly elevated \( SORs \) that were significantly greater than for remaining subtypes (\( P=0.029 \)). The accidental injury related odds ratio \( (AOR) \) varied from 0.8 to 3.5, being significantly elevated for leiomyo- and liposarcomas, and the \( AOR \) of the two combined was significantly greater than remaining subtypes (\( P=0.045 \)). Analyzing surgery or accidental injury to a given part of the body and the subsequent risk of STSE in the same location showed the \( SOR \) to be \( 4.13 \ 95\% CI (1.87 – 9.15) \) and the \( AOR \) was \( 2.29 \ 95\% CI (1.21 – 4.32) \).

The \( PAR \) for surgery 40\% and for accidental injury, 9\%. It was and 43\% for both combined. This indicates that tissue trauma and, potentially mediating inflammatory response may be an important contributing factor in sarcomagenesis of the extremities.

These results do not necessarily help prevention, as one usually cannot eliminate surgeries from the population, although there may be important exceptions such as breast cancer patients treated with mastectomy, who may be at high risk for STS, and the choice to reconstruct the missing breast/breasts. However, results may also facilitate early detection, which is detrimental to prognosis, as tissue damage-induced tumors are currently not an accepted diagnostic entity. This knowledge may on occasions help clinicians identify STS, as one may otherwise look to other differential diagnoses. Furthermore, if inflammation is a mediating factors, this may raise questions regarding possible prevention using non-steroidal anti-inflammatory drugs (NSAIDs).

Further studies are of course needed to elucidate the biological mechanisms behind these associations and may help identify high risk groups that could be subject to monitoring, or possibly prevention. Although a first step would be to reproduce study results. A natural study setting for such further studies are large prospective registers, where all surgeries, as well as diagnoses are well documented and recall bias is eliminated. Swedish registers are well suited for this purpose.

**Study V**

We evaluated the long-term cancer risks associated with having a knee prosthesis, a long-term follow-up of all knee patients in Sweden between 1975 and 2006, comparing the cancer incidence of operated individuals to the national incidence in Sweden by means of standardized incidence ratios.
For male and female patients with RA or OA, the overall cancer risks were elevated, ranging from 1.10 (95% CI: 1.03 – 1.18) to 1.26 (1.23 – 1.29). The greatest increases in risk were observed for leukemia subtypes, myelodysplastic syndromes (MDS) and essential thrombocytosis (ET), ranging from 3.31 (1.24–8.83) for ET in men with OA to 7.38 (1.85–29.51) for ET in women with RA. Increased risks were also observed for breast cancer, prostate cancer and melanoma. A latency analysis revealed elevated risks late in the study period for both solid and hematopoietic cancers. However, only increases in MDS and possibly prostate cancer and melanoma rates appeared to be connected to the operation. Elevated risks of MDS and possibly prostate cancer and melanoma indicated a potential connection to exposure to metals in the implant. The observed excessive incidence of ET was likely associated with the inflammatory disease.

**Recent research**

Since the publication of our study, there have been additional reports, mainly dealing with the risk associated with metal-on-metal hip prostheses, for which concerns were raised in the public media. Two studies replicated an overall increased risk, 1.08 (1.04 – 1.12) and one did not and yet another was close when looking at non-metal-on-metal prostheses, which was the larger subgroup, 1.04 (0.99 – 1.09). Two studies replicated the risk of skin cancer and one the risk of prostate cancer, while one was close 1.18 (0.97 – 1.41) when looking at metal-on-metal prostheses, and one study the risk of hematopoietic malignancies. Although the latter did not stratify by diagnosis leading to surgery. Another study showed a significant increase in STS comparing metal-on-metal to non-metal hip prostheses.

Furthermore, in periprosthetic masses of twenty patients fitted with metal-on-metal hip prostheses, cancer-related genetic alternations were identified that are commonly found in hematological malignancies and bone dysplasia. One periprosthetic mass was a liposarcoma. Genetic alternations were associated with in-situ time of the prosthesis but no significant association with cobalt or chromium levels, in accordance with an additional study. This made the authors hypothesize that alterations may be due to prolonged induced inflammatory response, as opposed to genotoxic effects of metal ions.

The discussion regarding causes of elevated risks and discrepancies between studies remain. To complicate matters, there are a myriad of factors that may confound the association between joint prosthesis and cancer and for which the distribution between study populations may differ. These include everything from patient characteristics in term of underlying and comorbid conditions, previous occupational and life style exposures, treatment and diagnostic procedures as well as potentially procedures and willingness to supply information for tumor
registration, especially for rare tumors where registry completeness is poor. As the proportion operated in the general population has increased dramatically, in addition to there seemingly being a lack of consensus of the main indications for surgery, patient populations are indeed likely to differ between studies, and over time. To what extent these differences matter to cancer risks is unknown.

Another potential explanation for the elevated risks is that of detection bias. Observations that support this hypothesis may be that the particular risks that have been replicated appear to be those that may be affect by increasing visits to the doctor’s office with consequent repeated examinations, x-rays and blood tests; hematological malignancies, skin, breast and prostate cancer. Here, the difference between OA and RA patients and the short latency, mainly in OA patients, may be interpreted as support, as RA patients may have had a higher frequency of health care contacts preceding surgery and thereby have less bias in the time period following surgery. It may also be noteworthy that studies using hospital controls, as opposed to the general population, have not resulted in these elevated risks.

Here, differences between studies may be due to different routines with regards to patient examinations and diagnostic procedures. The change over time in risks of, for instance, breast cancer may correspond to improved methods of detection. This would in part explain the seemingly constant risk increase over follow-up time, as in improvement in diagnostic capabilities during a given calendar period, could possibly affect the detection rate of all study participants irrespective of when during their post-surgery follow-up it may have be introduced.

The hypothesis of detection bias could potentially be evaluated using mortality data, in lines with the reasoning of study IV. As it happens, this has been studied in the present knee cohort previously. Here, mortality was reduced compared to the general population, likely due to healthy patient selection effects. However, this reduction, over time, from surgery, changed to an increase in mortality after about 12 years following operation. This translated into mortality being increased in younger patients, less than 55 years of age at operation. This increase appeared to be mainly due to cardiovascular, gastrointestinal, urogenital causes, but an increasing elevated risk of tumor related deaths was also observed, although not statistically significant, from 0.79 (0.76 – 0.82) in those 55 years of age at operation or older to 1.28 (0.89 – 1.79) in those younger. This may be a sign of a gradual increase in tumor death with follow-up, as older patients die early. Additionally, the proportional mortality ratio for tumor related deaths (the observed proportion relative to the expected proportion) among older patients, 1.03 (0.99 – 1.07), indicating that despite the reduced mortality there may be a slight shift in the causes of death towards tumor diseases. Considering the prognosis following diagnosis of some of the excess cancer types, it may not be unexpected that a diagnosis early during follow-up impacts survival years later. Therefore, the elevated risk of death by tumor disease may be a sign that elevated cancer risks are not, or just in part, due to detection bias. Although, as results were not significant, they need to be
confirmed in a larger population setting for increased precision and potentially ruling out random variation as a cause. The possible increase in risk should be offset against a report of a total population of OA patients in the same region showing a reduced overall mortality compared to the general population\textsuperscript{149}. Also, considering that a corresponding hip arthroplasty cohort reported a reduced cancer incidence SIR 0.95 (0.92 – 0.97) and a subsequent reduced overall and as well as tumor related mortality SMR 0.69 (0.67-0.70) and 0.54 (0.50 – 0.57), yielding a PMR of 0.78 and thereby possibly indicating a correlation between cancer incidence and mortality and consequently pointing to a biological cause, as opposed one of study design.

A competing hypothesis, particularly for the short term risks, related to biological processes, is that of inflammation. Inflammation due to the underlying condition, potentially exacerbated by surgery related tissue trauma, and further induced by prosthesis debris\textsuperscript{101}. Inflammation has been implicated in the etiology of common cancers\textsuperscript{14} Surgery with subsequent tissue trauma induced inflammatory response has been observed to drive progression of micro metastasis\textsuperscript{150,151}. Inflammation is thought to have a potential part in all stages of tumor development, from initiation to promotion and progression, being able to act on cancer risk in the short term. Further empirical support for this hypothesis may come from our study IV, where excess lower extremity STSs was observed in our knee prosthesis cohort, 5-10 years following surgery, in accordance with the general results for STSE following accidents or surgery of any kind, where excess risks were observed mainly 3-10 years following operation. Furthermore, about half of STSE tumors observed in the knee cohort were that of MFH/UPS, leiomyo- and liposarcomas, tumors for which tissue trauma appears to be an important factor, as seen from paper IV and table 6. Furthermore, gastrointestinal tumors, reported to be reduced in several other studies\textsuperscript{98,100,152}, likely due to the use of NSAIDs, were not reduced in our study. This may question the balance between induced inflammation and the extent of NSAID use for this population.

Differences between study populations following this hypothesis may in part be due to differences in this balance, as NSAIDs are known to act as chemopreventive agents, not least for breast\textsuperscript{153}, prostate\textsuperscript{154} and potentially for skin\textsuperscript{155}. 

Conclusions and future perspectives

Study I – IV

We have identified several areas for further research into understanding the etiology and potential prevention targets of STS. These areas, if properly understood and managed, could lead to potential reductions of STS of up to 57%. This increases to 75% in STSE and up to 90% in female STSEs. This is important, because even though STSs are rare, they are often associated with a poor prognosis and substantial amount of years of life lost.

Several interesting research questions follow the present work, but the most relevant in terms of prevention can probably be grouped into three steps:

- Validate results. Studies I, II and IV can all be replicated to some extent using SNBH registers. Considering the different sources of bias, this step is crucial.

- Identify high risk subjects. Many of the present risk factors are prevalent in the population, and as STS is rare, any prevention with these as target would affect a large number of persons unnecessarily. If we can identify groups at high risk, this number can be reduced and prevention may be efficient and ultimately feasible. A study that elaborates on this issue is Merlo et al. \(^{156}\).

- Identify preventive action. Some research areas connected to potential preventions have been identified, such as diet and exogenous sex hormone exposure, now further studies are needed to better understand the biological underpinnings of these associations and ultimately translate them into prevention strategies for groups of high risk individuals.

Some thoughts along the lines of point two and three, would perhaps be
- *Study I* suggested that GH/IGF-1 may play a part in the etiology of a wide variety of STSs of different locations and histological subtypes. Other studies have suggested that IGF-1 levels may be targeted to reduce risks of common cancers through dietary prevention. Perhaps risks of STS are also modified using these same strategies.

- *Study I* also suggests that there may be a critical age for exogenous sex hormone exposure to exert maximum protection. If identifiable, one may limit exposure for high risk individuals to this age period, and thereby limit unnecessary exposure and subsequent side effects.

- *Study II* suggests that a portion of female STS may be due to genetic predisposition, and that exogenous sex hormone exposure may limit or even prevent this genetic risk. A study genotyping candidate genes associated with p53 pathways in female STS cases, possibly focusing on the less frequent histological subtypes, may reveal genetic markers for high risk individuals suitable for prevention.

- *Study IV* suggests that a sizable portion of STSE may be associated with tissue trauma, perhaps mediated by inflammatory response. Considering the potential effect of NSAID in the prevention of common cancers, perhaps they could also be used as chemopreventive agents in this setting. However, as mentioned, the ability to identify high risk subjects is key, as NSAID use is not free from side effects and should not be applied to large populations unnecessarily.
Figure 4 – Fraction of STS (light blue) and STSE (red) incidence attributable to risk factors identified in the present thesis, compared to the fraction attributed to risk factors previously established for STS (dark blue). Here we consider only exposure to radiation therapy as an established.

Study V

The research into cancer risks associated with prosthesis surgery is still inconclusive. Our study, in concert with others, have indicated excess tumor incidence following surgery. A few processes have been identified to explain these findings, in study IV we identified tissue trauma as an additional factor. However, findings are still inconsistent and warrant continued studies and surveillance. Perhaps with increasing study sizes, follow-up and specific focus on associated tumor diseases, results may be less heterogeneous, especially in terms of short term risks. The latter could possibly be achieved by nesting a more focused study within the population based registers, to collect information on potential confounders, such as inflammatory markers and NSAID use, tumor staging at diagnosis and survival, to further evaluate the possibility of confounding and detection bias, getting closer to identifying, or refuting, causal factors. And perhaps with time, register studies will yield the needed information on long term risks, lacking today.
Populärvetenskaplig sammanfattning

Den aktuella avhandlingen härrör ur forskningsinsatser inom klinikerna för onkologi och ortopedi vid Universitetssjukhuset i Lund, och behandlar vad som ursprungligen verkade vara två skilda ämnen.

Ena ämnet behandlar epidemiologin för mjukdelssarkom hos vuxna (MDS), en grupp av ofta dödliga sjukdomar av okänd orsak, som behandlas av både onkologer och ortopeder. Här har den historiska oförmågan att kartlägga etiologin för dessa tumörer resulterat i en brist på förebyggande åtgärder med en betydande förlust av levnadsår som följd. I det här avhandlingsarbetet studerar vi faktorer förknippade med kroppskonstitution, reproduktiva händelser, ärflichkeit och vävnadstrauma.

Det andra ämnet behandlar risken för cancer efter knäproteskirurgi, en oro bland ortopedforskare och en viktig folkhälsofråga, då antalet proteser stadigt ökar, inte minst hos yngre patienter.

Dessa två ämnen har visat sig vara relaterade då mjukdelstumörer har identifierats i anslutning till protesimplantat, vilket fört med sig att kunskap kring riskfaktorer för MDS potentiellt skulle kunna ge ledtrådar om carcinogena effekter hos protesimplantat och dess associerade faktorer, så som underliggande sjukdom och behandling.


Vi fann att 57% av MDS-fallen, och 74% av de MDS-fall som uppstod i extremiteter, i vår studiecohort kunde tillskrivas faktorer relaterade till kroppskonstitution och reproduktiva händelser, ärflichkeit och vävnadstrauma. Vi finner också ett överskott av MDS-tumörer i knäproteskohorten, tillsammans med ett lågt, men statistiskt signifikant, överskott av mer vanliga cancerformer. Dessa inkluderade prostata cancer, malignt melanom och hematologiska maligniteter. Med tanke på förekomsten av MDS, drar vi slutsatsen att vävnadstrauma kan vara en bidragande faktor i till den ökade cancerrisken.

Även om dessa ämnen i sig är viktiga, presenterar de också en rad intressanta utmaningar när det gäller epidemiologisk och statistisk metodik. Till exempel utgör studiet av MDS, som en heterogen grupp av sällsynta tumörsjukdomar med potentiellt skilda etiologier, problem i termer av subgruppanalyser samt justering.
för multipla störfaktorer i små studier. Den sällsynta sjukdomen leder också till svårigheter att utreda effekten av ärfelighet, då etablerade analysmetoder för detta inte på ett enkelt sätt går att förena med den etablerade studiedesign som ofta används i dessa fall. Studien av proteskrurgirelaterad cancer inkluderar utmaningar i att skilja mellan kausala effekter och den bias som uppstår när sjukhuspatienter undersöks på grund av sin sjukdom och cancerdiagnoser uppkommer som ett bifynd.
Acknowledgements

This work is by no means the work of a single person. There are several persons I would like to thank and whose contributions I would like to acknowledge here.

First and foremost, to my supervisor and guide into the amazing world of Cancer epidemiology, Professor Håkan Olsson, thank you for imparting invaluable wisdom and knowledge. For your confidence in my work and for great advice and immense patience with a novice researcher and his somewhat odd ideas. Thank you for giving me a framework for understanding epidemiology. You should know that it has meant a lot.

To my mentor, Professor Jonas Ranstam, thank you for introducing me into the exciting world of biostatistics. Thank you for numerous constructive discussions and immense patience with someone who was yet to understand the purpose and foundation of statistical science. Watching you work has taught me more than most books. Thank you for generously opening many doors. It has been crucial.

To my co-supervisor and co-authors; Professor Lars Lidgren, for your support in this and many other projects, and for giving me a push in the right direction when needed. To Otto Robertsson for always interesting discussions and ideas. They have taught me a lot. (Even though I still cannot explain the cumulative hazard in a meaningful way.) To Professor Anders Rydholm, Fredrik Vult von Steyern and Thor Alvegård, thank you for a great collaboration. This would not have worked without your support and input.

To Mats Enlund, Professor Jerzy Leppert, Professor Kent Nilsson and everyone at CKF. This would certainly not have been possible without you. Thank you all for the wonderful support, understanding and for creating a great scientific work environment. It is what helps people grow.

To Elisabet Rodby-Bosquet for introducing me to a wonderful workplace, for advice on big things and small, for support, encouragement and scientific collaborations. You, my friend, are a force of nature.

Professor Gunnar Hägglund for support and great collaborations. For giving me the opportunity to take my first small steps into science. Thank you for your immense patience in explaining orthopedics to a math geek.
Professor Juan Merlo and the Department of Social Epidemiology for great collaborations on interesting and challenging questions. For never settling. For pushing the boundaries. We have only just begun.

To my former co-workers Aleksandra Turkiewicz and Rebecca Rylance, thank you for lively discussions about statistical methodology, life, politics, religion and other important things. (In that order.) A special thanks to Rebecca for working intensely to improve the horrible excuse for English language that is this authors writing.

To Professor Marie Reilly for graciously hosting me at KI and MEB, making me part of a great work environment. Thank you. It has meant a lot. To my MEB roommates; Johan Zetterqvist and Hanna Bower, and everyone at MEB, for great discussions on causality and most other things. Thank you for making me feel welcome.

To Monika Andersson and Ingrid Mårtesson at the Department of Cancer Epidemiology for great help with the administrative aspects of research. For helping me carry tons and tons of binders. A sincere, thank you. To Per Broberg and Harald Andersson for many interesting discussions.

To my parents Zoltán and Eva for loving support and encouragement. For being there. Not just for the years of this thesis, but for all the years. There really are no words to thank you. I love you. To my sister Bim, for being there for me growing up, and her loving family. I miss you.

Last, but certainly not least, to my family; Marlon, Inez and Sofie. My life. It is all for you. Sorry for all the work. This is the only thesis I will write, promise.

And to all the patients and people that put time and effort into answering the study questionnaires that led to this research. Your contributions have not gone unnoticed. I have read much of what you wrote, in detail.
References


