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This thesis studies the techniques of laser remote sensing and their applications in environmental monitoring, as documented in several published papers.

The environment where the human being live is degrading with an accelerating speed. Quantitative monitoring characterizes the quality of the environment and offers possibilities to solve environmental problems. Laser remote sensing actively probes physical quantities with advantages of, e.g., large spatial coverage and little environmental influence, and hence becomes a very suitable tool for environmental analysis.

Light detection and ranging (LIDAR) measures the backscattered light from remote targets using a short-pulsed laser. Three varieties of LIDAR techniques, based on a vehicle-carried laboratory, have been developed in the work within the thesis. Elastic LIDAR measures the elastic backscattering from the atmospheric aerosols, and has been used to comparatively study their vertical distribution above a Swedish rural area and a Chinese Magacity. Differential absorption LIDAR (DIAL) is able to analyze the distribution of trace pollutants in the atmosphere. Vertical measurements of two serious pollutants, atomic mercury and nitrogen monoxide, have been performed in the same Chinese city. Further, DIAL is also proved to be valid for remote gas analysis in multiple-scattering media. Fluorescence LIDAR can recognize the molecules contained in a remote target, through analyzing the laser-induced fluorescence fingerprint. Such a technique is employed in this thesis mainly for ecological studies, particularly for insect and bird monitoring. Promising performances have been revealed through feasibility tests and field experiments.

Tunable diode laser absorption spectroscopy (TDLAS) attracts research attention for its compactness, cost-effectiveness, and high sensitivity. The signal-to-noise ratio of a TDLAS can be conventionally improved by applying modulation; while in the thesis, a different idea is proposed and demonstrated by operating the absorption spectroscopy on a zero light background. Proof-of-principle experiments are performed and considerations regarding real-world applications are discussed. GAs in Scattering Media
Absorption Spectroscopy (GASMAS) employs diode lasers for gas analysis as well, and wavelength modulation is frequently applied for sensitivity enhancement. Such an advanced TDLAS tool is applied in the thesis for food package monitoring.

Finally, fiber-optic remote sensing realizes the environmental monitoring by employing fiber-optic devices, e.g., fiber Bragg gratings (FBGs). Applications of these sensors are usually limited to temperature and stain monitoring. By using a methane catalyst which transfers the ambient methane into heat, FBG sensors become sensitive to methane. The sensitivity can be improved if the sensing FBG is interrogated by another reference grating having a matched spectrum. The multiplexing of such twin-grating-structure sensors is realized, and thus a distributed sensor network is possible to construct.


Tre typer av laserbaserade fjärranalystekniker beskrivs i denna avhandling och exempel på olika intressanta tillämpningar ges. I likhet med radar- och sonar-teknik studeras i LIDAR (Light Detection And Ranging)-tekniken eken efter transmission av en puls. Avståndet från ljuskällan till målet kan bestämmas genom att mäta flykttiden för de fotoner som reflekteras tillbaka till mottagaren. LIDAR-ekon kan även erhållas från partiklar fördelade i atmosfären, och aerosoler kan därför studeras effektivt. Om
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**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APS</td>
<td>aerodynamic particle sizer</td>
</tr>
<tr>
<td>BBO</td>
<td>$\beta$-barium borate</td>
</tr>
<tr>
<td>CAP</td>
<td>controlled atmosphere packaging</td>
</tr>
<tr>
<td>CCD</td>
<td>charge-coupled device</td>
</tr>
<tr>
<td>DAQ</td>
<td>data acquisition</td>
</tr>
<tr>
<td>DFB</td>
<td>distributed feedback</td>
</tr>
<tr>
<td>DIAL</td>
<td>differential absorption LIDAR</td>
</tr>
<tr>
<td>dWMS</td>
<td>digital wavelength modulation spectroscopy</td>
</tr>
<tr>
<td>DOAS</td>
<td>differential optical absorption spectroscopy</td>
</tr>
<tr>
<td>DOM</td>
<td>dissolved organic matter</td>
</tr>
<tr>
<td>EMI</td>
<td>electromagnetic interference</td>
</tr>
<tr>
<td>FBG</td>
<td>fiber Bragg grating</td>
</tr>
<tr>
<td>FBGP</td>
<td>FBG pair</td>
</tr>
<tr>
<td>FMCW</td>
<td>frequency modulated continuous wave</td>
</tr>
<tr>
<td>GASMAS</td>
<td>gas in scattering media absorption spectroscopy</td>
</tr>
<tr>
<td>HITRAN</td>
<td>high-resolution transmission, molecular spectroscopic database</td>
</tr>
<tr>
<td>I-CCD</td>
<td>intensified CCD</td>
</tr>
<tr>
<td>IR</td>
<td>infrared</td>
</tr>
<tr>
<td>LED</td>
<td>light-emitting diode</td>
</tr>
<tr>
<td>LIDAR</td>
<td>light detection and ranging</td>
</tr>
<tr>
<td>LIF</td>
<td>laser-induced fluorescence</td>
</tr>
<tr>
<td>LPG</td>
<td>long-period fiber grating</td>
</tr>
<tr>
<td>MAP</td>
<td>modified atmosphere packaging</td>
</tr>
<tr>
<td>MIR</td>
<td>middle infrared</td>
</tr>
<tr>
<td>Nd:YAG</td>
<td>neodymium-doped yttrium aluminium garnet</td>
</tr>
<tr>
<td>OMA</td>
<td>optical multi-channel analyzer</td>
</tr>
<tr>
<td>OPD</td>
<td>optical pathlength difference</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>OPO</td>
<td>optical parametric oscillator</td>
</tr>
<tr>
<td>OSA</td>
<td>optical spectrum analyzer</td>
</tr>
<tr>
<td>PCI</td>
<td>peripheral component interconnect</td>
</tr>
<tr>
<td>PID</td>
<td>proportional-integral-derivative</td>
</tr>
<tr>
<td>PM2.5</td>
<td>particulate matter below 2.5 micrometer</td>
</tr>
<tr>
<td>PM10</td>
<td>particulate matter below 10 micrometer</td>
</tr>
<tr>
<td>PMT</td>
<td>photomultiplier tube</td>
</tr>
<tr>
<td>PZT</td>
<td>piezo-electric transducer</td>
</tr>
<tr>
<td>QCL</td>
<td>quantum cascade laser</td>
</tr>
<tr>
<td>RAM</td>
<td>residual amplitude modulation</td>
</tr>
<tr>
<td>SLED</td>
<td>superluminescent LED</td>
</tr>
<tr>
<td>SMPS</td>
<td>scanning mobility particle sizer</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>TCSPC</td>
<td>time-correlated single photon counting</td>
</tr>
<tr>
<td>TDLAS</td>
<td>tunable diode laser absorption spectroscopy</td>
</tr>
<tr>
<td>TDM</td>
<td>time division multiplexing</td>
</tr>
<tr>
<td>TEOM</td>
<td>tapered-element oscillating microbalance</td>
</tr>
<tr>
<td>TTL</td>
<td>transistor-transistor logic</td>
</tr>
<tr>
<td>UV</td>
<td>ultra violet</td>
</tr>
<tr>
<td>VCSEL</td>
<td>vertical-cavity surface-emitting laser</td>
</tr>
<tr>
<td>WDM</td>
<td>wavelength division multiplexing</td>
</tr>
<tr>
<td>WMS</td>
<td>wavelength modulation spectroscopy</td>
</tr>
</tbody>
</table>
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1.1 Organization of the Ph.D. program

At the Atomic Physics Division of Lund University, laser techniques have been developed for environmental monitoring since 1980 under the leadership of Prof. Sune Svanberg (the main supervisor of this thesis). Being attracted by the academic standing of the Lund group in the field of laser spectroscopy, the author came from China to Sweden as a visiting student in 2007. Afterwards, he became a Ph.D. candidate in the group through a regular application and selection. Most research work contributing to this thesis was performed between 2007 and 2010, during which the Ph.D. position was supported by the Swedish Research Council (VR). In addition, a SIDA/VR grant supported the Sino-Swedish collaboration, and important equipment was funded by the Kunt and Alice Wallenberg Foundation.

Clearly, the thesis studies a multidisciplinary subject, which must be based on good collaborations among researchers from different fields. The project of aerosol LIDAR sounding at Vavilhill (Sweden) was collaborated with the Aerosol Group (Prof. Erik Swietlicki) at the Nuclear Physics Division of Lund University, in the spring of 2009; while a comparative study was carried out at Hangzhou (China) using the same LIDAR system, through a Sino-Swedish project with Zhejiang University in China. The author was at the Photonics Group (headed by Prof. Sailing He, who is also a professor at Royal Institution of Technology, Sweden) at Zhejiang before coming to Lund, and Dr. Gabriel Somesfalean (a co-supervisor of the thesis), who is a Lund graduate, is now working at the same Chinese group as an associate professor. The main supervisor, Prof. Sune Svanberg, is also a honorary professor at the Zhejiang University. In the project, totally 12 tons of Lund mobile LIDAR facility was deployed to China for 6 months (October 2009 to April 2010) of scientific activities. Besides the
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aerosol sounding, two atmospheric pollutants, atomic mercury and nitro- 
genon monoxide, were also vertically measured, using differential absorption LIDAR techniques. The demonstration of agriculture pest monitoring using fluorescence LIDAR techniques was also performed when the mobile system was in China, based on collaborations with biologists at Zhejiang University and Nanjing Agricultural University (Nanjing, China), through the relationship of the Ecology Department (Prof. Christer L"ofstedt) of Lund University. Other biological monitoring discussed in the thesis, including two weeks of field experiments of damselfly monitoring at Veberöd, and field experiments of bird migration monitoring at Kullaberg, were carried out in Sweden, together with biologists (led by Profs Susanne Åkesson and Erik Svensson) from the Biology Department of Lund University.

The GAs in Scattering Media Absorption Spectroscopy (GASMAS) technique discussed in Chapter 4 is utilized for food monitoring. This part of research work directly promoted a collaboration with Tetra Pak, one of the world’s largest suppliers of food packaging systems. An industrial project regarding juice package monitoring is now on-going at the Atomic Physics Division. Compared with GASMAS, the zero-background tunable diode laser absorption spectroscopy is at an early stage, and only proof-of-principle experiments were performed, with a clear purpose to improve the measurement sensitivity in real applications.

The chapter of fiber-optic sensors is partly adopted from the research work that the author performed at Zhejiang University of China, for the reason that the topic of the remote methane measurement fits well into the thesis, and by considering the firm collaboration between the Swedish and Chinese research groups.

1.2 Structure of the thesis

Principally, each single chapter through the thesis can be read independently. However, for those new to the field, Chapter 2, which generally overviews environmental monitoring techniques and applications, is strongly recommended to be read first before going deeper into Chapters 3 to 5, which detail three types of active optical remote sensing techniques and their specific applications in environmental monitoring.

In Chapter 3, three varieties of LIDAR techniques, i.e., elastic LIDAR, differential absorption LIDAR (DIAL) and fluorescence LIDAR, are introduced in Section 3.1, Section 3.2, and Section 3.3, respectively. This chapter is based on Papers I to VI. In Paper III, elastic LIDAR is employed for aerosol remote sensing, while in Papers I and II, DIAL techniques are used for atmospheric pollutant measurements, and remote gas analysis in multiple scattering media, respectively. The applications of the fluorescence LIDAR
for remote biological target analysis are reported in Papers IV to VI.

In Chapter 4, another important laser remote sensing technique, tunable diode laser absorption spectroscopy (TDLAS), is discussed. After reviewing some basic knowledge about the TDLAS in Section 4.1, the novel zero-background TDLAS and the advanced gas analyzing tool for scattering media, GASMAS, are introduced in Section 4.2 and Section 4.3, respectively. The techniques regarding the zero-background TDLAS are presented in Papers VII and VIII, while the applications of the GASMAS technique in food and clinical monitoring are reported in Papers IX and X. Paper XI proposes a novel technique to define pathlengths in the presence of multiple scattering, which is of great importance for GASMAS measurements.

The introduction of the third type of remote sensing techniques, fiber-optic sensors, is given in Chapter 5. Firstly, in Section 5.1, the basics and techniques related to an important sensing device, the fiber Bragg grating (FBG), are generally reviewed. Then, combining with Paper XII, Section 5.2 describes the technical details of a novel fiber-optic methane sensor, based on a pair of FBGs and a methane catalyst, which can transfer the ambient methane concentration into a temperature increase. The multiplexing possibility of such methane sensors is also considered in Section 5.3, by using the coherence multiplexing technique presented in Paper XIII.

Finally, future research possibilities are discussed in Chapter 6.
Environmental problems have different appearances, such as air pollution, acidification of water and soil, global warming etc. Quantitative measurements of atmospheric aerosols and trace gases form the basis for estimating such problems. Differently, ecological research reveals the environmental changes through, e.g., studying the movements and migration patterns of insects and birds. Unlike the natural or ecological environment, the social environment is surrounding human activities. For the sake of the health and safety of people, regular and strict surveillance should apply on critical public issues such as food quality and occupational safety. Techniques developed for studying the above-mentioned aspects are generally treated as environmental monitoring in this thesis.

Laser remote sensing is a powerful technique for environmental monitoring, since large spatial scales can be covered and very little environmental perturbation is induced. As examples, the techniques and applications of laser radar, diode laser spectroscopy and fiber-optic sensors are briefly introduced in this chapter.

2.1 Environmental monitoring

Environmental issues are modern problems ranging from local water/air pollution to global climate change, which are of great concern to human life and health. To control and improve environmental conditions, the quantitative monitoring is the first step that characterizes the quality of the environment and offers possibilities of further strategies.

As one most important natural environment on planet Earth, the atmosphere is a complex, dynamic gaseous system that is essential to support life. Compared with other natural resources like water and soil, air is more fragile to pollutants. One main atmo-
spheric pollutant, aerosols, defined as fine solid particles or liquid droplets suspended in gases, is abundantly produced from combustion or industries, and affects the climate and human health strongly. Many other pollutants (CO$_2$, SO$_2$, NO$_x$, C$_x$H$_y$, Hg, etc.), existing as trace gases in the atmosphere, can also cause serious harm or discomfort to humans and can damage the natural environment. Monitoring the distribution and concentration of aerosols and trace gases in the atmosphere is critical for climate analysis and environmental protection.

Ecology studies the interactions between the organisms and their environment. Many organisms are highly sensitive to the environmental/climate change, and can thus be used as bio-markers by ecologists. The movement and migration of insects and birds are especially interesting for climate and epidemiological studies, and are specially studied in this thesis.

Compared with the polluted natural environment and abnormal ecosystem, unexpected accidents in human activities are more direct and dangerous to the health and safety of human being. For instance, food safety and occupational health are two hot topics which are discussed annually at, e.g., the Global Food Safety Conference [1] and the Occupational Health and Safety Conference [2]. As believed, techniques developed for assessment of the food quality and occupational environment are as important as (if not more important than) other environmental monitoring activities.

2.1.1 Atmospheric monitoring

Aerosols

Aerosols are defined as solid or liquid particles suspended in mixtures of gases. For instance, smokes and fogs are two types of aerosols with solid and liquid cores, respectively. The sources of the aerosol particles are complicated, but can be generally separated into naturally generated and anthropogenic. Natural sources include volcano, sea-spray, erosion, etc. In an industrialized world, combustion is a prominent source of aerosols. The size of the aerosol particles ranges from several tens of nm (called the nuclear mode) to several tens of µm (called the coarse particle mode). The notation PM10 is used to describe particles of 10 µm or less and PM2.5 represents particles less than 2.5 µm in aerodynamic diameter [3].

Broadly speaking, aerosol particles tend to scatter energy back to space and cool the planet down. This tends to offset the warming associated with greenhouse gases in the atmosphere, which act like a blanket, trapping longwave radiation and warming the planet. Most aerosol particles have the opposite effect since they reflect some of the incoming solar radiation. Some types of particles, however, can absorb solar radiation and contribute to warm-
ing of the local atmosphere. An example of light absorbing particles is carbon soot generated from combustion processes or forest fires. Since aerosols have much shorter lifetimes and more varied distributions than greenhouse gases, the net effect on global climate is hard to predict. Besides the environmental effects, fine aerosols, mainly from the combustion, can be directly harmful to human health. For instance, PM2.5 accumulates in human alveolar through breath, and has been shown to result in a number of diseases including ‘silicosis’ and ‘black lung’ [4].

Many point-monitoring techniques are available for aerosol measurements, including cascade impactors [5], tapered-element oscillating microbalance (TEOM) [6], aerodynamic particle sizer (APS) [7], scanning mobility particle sizer (SMPS) [8] etc. SMPS is especially interesting, since the concentration of aerosol particles can be measured in a spectroscopic fashion, i.e., aerosols can be separated according their sizes and the particle numbers can be counted. For remote and range-resolved measurement of aerosols, laser radar (or LIDAR) is the only technique. More details on LIDAR techniques used for aerosol analysis will be discussed in Section 3.1 and Paper III.

Trace gases

Trace gases are those with concentration less than 1 % by volume in the atmosphere. Except nitrogen (78 %) and oxygen (21 %), all other gases in the natural atmosphere are trace gases.

Many trace gases are anthropogenic pollutants, and can be extremely harmful to human health and the natural environment. For instance, sulfur dioxide (SO$_2$) is naturally produced by volcanoes, while considerably more from combustion of coal and petroleum containing sulfur compounds. Nitrogen oxides (NO$_x$) are mainly from local traffic and have become a typical Megacity problem. Both gases ultimately contribute to acidification problems at washout, and the water and soil are then further polluted.

Mercury is a toxic pollutant, mostly in atomic form (gas phase) in the atmosphere. Mercury pollution has been extensively studied over the world, since the extremely toxic compound methyl mercury can be formed over time, and serious brain damage in humans can be caused. International conferences devoted to this topic are arranged every third year (see, e.g. [9]). The sources of such pollution are mainly coal combustion, waste incineration, chlor-alkali industries and mining activities. For instance, concentrations of 1 µg/m$^3$ can be found in the direct vicinity of mercury mines and ore smelters. More generally, mercury exists in the low atmospheric layer (since it is a type of heavy atom) with very low concentration. The background level above the Atlantic is around 2 ng/m$^3$, and the urban concentrations can be 10 times higher or more.
Other, non-toxic, gases, such as carbon dioxide (CO₂) and methane (CH₄), are produced mainly by plants, microorganisms and from natural geophysical sources [10]. They keep the earth warm through the green-house effect, by absorbing radiation within the thermal infrared range. However, too much emission of CO₂ from anthropogenic activities induces global warming problems, which were greatly discussed at the Copenhagen Conference in 2009. Reducing the emission of carbon for the future of mankind has become a common understanding of people. Compared with CO₂, methane has an even higher global warming potential by a factor of 72 (calculated over a period of 20 years) or 25 (for a time period of 100 years) [11].

Optical spectroscopic techniques have been developed for measuring trace gases. Point monitoring devices operating on different principles are available and widely used by environmental authorities. Gas samples are first sucked into a cell before being analyzed. Taking SO₂ as an example, the measurement is based on UV-induced fluorescence [12]. NOₓ can be measured by detecting the photons from the chemiluminescence process with ozone (O₃) [13]. CH₄, CO₂ and Hg can be accurately quantified with high-resolution absorption spectroscopies [14, 15]. Optical remote sensing instrumentation has advantages, since wider areas are covered and sampling issues are avoided. Among such optical techniques, differential optical absorption spectroscopy (DOAS) [16], gas correlation techniques [17, 18], tunable diode laser absorption spectroscopy (TDLAS) and differential absorption LIDAR (DIAL) can be mentioned. The latter two techniques are specially studied in Chapter 3 and Chapter 4 of the thesis.

2.1.2 Ecological monitoring

Insect monitoring

Monitoring insects and studying their movements and migration are of great importance in biological research and environmental monitoring. For instance, there exist groups of agricultural pests world-wide, including in Southeast Asia. They are mostly moths with sizes from 1×1 to 5×5 mm² (see Figure 2.2). Between the spring and summer every year, some species migrate from the Indo-China peninsula, through the Guangdong and Guangxi provinces of China, and even penetrate into the Yangtze area of China. During the migrating, with local amount density as high as 1 million/m², they cause serious economical damage by feeding on rice corps. It is clearly important to understand their migrating strategy for controlling the agricultural loss. Developed techniques include conventional mark-and-recapture methods and microwave radar recently applied for automatic measurements. The feasibil-
ity of fluorescence LIDAR to study such insects will be discussed in the thesis and the potential of the technique will be shown.

Damselflies constitute another type of insects, which are studied in the thesis. Damselfly larvae live in the water and have been used as biomarkers [20], since they are highly sensitive to oxygen concentration and water pollution. Damselfly adults are sensitive to ambient temperature, and the tendency of global warming can be known from the fact that many species have undergone a northwards shift in their distribution [21]. Moreover, dispersal studies of insects are critical to understand the role of gene dispersal between populations over wide spatial scales [22]. As for migration monitoring of agricultural pests, the traditional method in the past decades was limited to mark individuals with different fluorescence dyes and then collecting individuals from neighboring populations [23]. Very recently, pioneering work using elastic LIDAR to study honey bees for land mine detection has been reported in [24, 25]. In this thesis, the capability of fluorescence LIDAR on monitoring damselflies in the natural environment will be further revealed through a feasibility study and two weeks of field experiments. More details can be found in Papers IV and V.

Bird migration

Many bird species migrate long distance seasonally for fitting the environment. Generally, migratory birds fly towards north in the spring and breed there in the summer, while in the autumn they fly back to warm regions in the south for spending the winter. Some birds perform really long migration flights across vast inhospitable areas, such as the Sahara desert and the Mediterranean Sea (e.g. [26, 27]). Studies of migrating birds are interesting not only to biologists, for identifying the species, ages and sexes, and how they select time of migration, flight direction relative to winds and topography as well as altitude of migration, but also to epidemiologists seeking to understand the spread of diseases carried by birds, including avian flu and malaria [27, 28].

A large proportion of migratory songbirds fly at night and at high altitudes (>500 m) between these remote destinations (e.g. [29]). In this way, the bird flight will be relatively less disturbed by turbulent wind conditions [30], and the risk of being taken by predators can be reduced (e.g. [31]). For this reason, the traditional visual observation is almost impossible for studying the migration status of these birds. Instead, tracking radars, infrared cameras, and their combination [29] enable observers to get a good estimate of the spatial distribution and numbers of birds passing. However, these remote methods are limited to not being able to detect the species of the free-flying birds. Compared with tracking radar, fluorescence LIDAR techniques can achieve additional infor-
2.1.3 Food and occupational monitoring

Food safety

Food safety is an important public issue regarding food handling, preservation and packaging. From long times, people have known that physical packages can protect food from shock, vibration, compression and temperature, and stop the penetration of external oxygen, water vapor and dust. Later, people further realized that the natural presence of oxygen in food products fastens the chemical breakdown and microbial spoilage of the food products. Oxidative processes are responsible, and it is therefore important to control the concentration of oxygen in food packaging. Traditional packaging methods are now largely replaced by newer techniques, e.g., modified atmosphere packaging (MAP) and controlled atmosphere packaging (CAP), which replace the natural oxygen content inside the package with other gases such as carbon dioxide (CO$_2$) or nitrogen (N$_2$). Carbon dioxide is an effective replacement as an anti-microbiological gas, while nitrogen behaves like an inert gas in food packaging.

Assessment of packed food to ensure its quality and suitability for consumption is of great importance for such a public issue. In order to maintain package integrity and reduce the waste of samples, the technique for assessment is preferred to be non-intrusive, which is particularly important in the MAP community. One possible way is to analyze the gas concentration in the sealed package using optical methods. TDLAS is a spectroscopic technique conventionally developed for gas monitoring in free space; while headspace monitoring in wine bottles has also been demonstrated [32]. In this thesis, however, the technique is employed to analyze the gases in food packages, combining the knowledge of light scattering in turbid media. Details can be found in Section 4.3 and Paper IX.

Occupational safety

Occupational health and safety are still of great concern in many developing countries. In China, for instance, frequent coal-mine accidents kill thousands of workers per year. The direct reason for 95% of coal-mine accidents is the high concentration of methane. The risk of mine blast become very high if the concentration of methane is above 5% in the local air.

A distributed sensor system that can monitoring the concentration of methane at multiple locations would be effective to avoid most mine accidents. Considering the electromagnetic interference (EMI) and the safety reason in the working environment under...
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Figure 2.6. Passive and active optical remote sensing techniques [33].

ground, fiber-optic sensors have advantages over electronic sensors. Meanwhile, system cost is also an important issue that will be considered especially by Third World countries. Fiber-optic sensors are possible to be connected into a sensor network, which share a common light source and detection system, and in this case, the cost of each sensor is reduced.

2.2 Laser remote sensing

Remote sensing is small- or large-scale acquisition of information, without physical or intimate contact with the measured object. Optical remote sensing can be divided into active and passive techniques, according to whether an artificial light source is used, or not. Figure 2.6 illustrates different passive and active remote-sensing techniques. In passive modes, measurements are carried out using natural background radiation, such as sun-light and sky-light. In active modes, a laser is usually employed as the light source due to its obvious advantages like high intensity and single frequency properties. Related techniques are thus called laser remote sensing.

Laser remote sensing is extremely interesting for environmental monitoring. For atmospheric measurements in free air, laser re-
remote sensing has many advantages over point monitoring devices, since wider areas are covered and sampling technique issues are avoided. In ecological studies, laser remote sensing is much more effective and with less environmental influence compared with traditional ‘mark-and-collect’ methods used for studies of migrating insects and birds. Inherent properties (like non-contact and intrusiveness) make such techniques also very suitable for assessment of food packages. In the application of methane monitoring in, e.g., coal mines, fiber-optic sensors, as another type of important remote sensing technique, can be connected into a geometrically flexible sensor network, and signals can be collected and transmitted by a single communication fiber to a central office hundreds kilometers away.

Three types of laser (active optical) remote sensing techniques are discussed in this thesis. They are light detection and ranging (LIDAR), tunable diode laser absorption spectroscopy (TDLAS), and fiber-optic sensors. Brief descriptions of them are given in the following.

### 2.2.1 LIDAR

LIDAR, an acronym for light detection and ranging, is a radar-fashion technique using a pulsed laser instead of microwave radiation. As illustrated in right lower part of Figure 2.6, the reflection/back-scattering from targets is detected by a photosensitive device and recorded in the time domain. The ranges of targets can therefore be determined according to $R = ct/2$, where $c$ is the light speed, and $t$ is the time delay at which the detector receives the reflection/back-scattering signal. One main application of LIDAR technique is ranging, which is clearly of great military interest. However, laser range finder also has many civil applications. For instance, using such a technique, it is possible to map out the geometry of complex volumes like grottoes, underground storage rooms and mines [33].

Back-scattering from distributed particles and molecules in the atmosphere can also be captured by the sensitive detector. The LIDAR curve in the time domain can therefore be used to analyze the scattering coefficient along the laser beam. With scattering coefficients measured at many wavelengths and according to Mie scattering and Rayleigh scattering theories, the densities and sizes of the floating particles (aerosols) are possible to be determined [34]. LIDAR is a unique technique for atmospheric analysis. At low atmospheric layers, not only the aerosol distribution, but also wind speed/direction can be measured if the Doppler shift, due to the motion of the aerosols, is analyzed by using coherent technique or narrow-band-filter techniques [35].

At middle and upper atmospheric layers, due to the low density of the aerosols and molecules, resonance fluorescence LIDAR tech-
niques are employed instead for wind/temperature analysis [36]. Since Na, K, Li, Ca and Fe ions are present in the mesopause region, the resonance fluorescence spectra of them can be scanned out by a narrow-linewidth laser at certain wavelengths. The broadening of the spectra reveals the temperature information while the spectral shift reveals the wind information. All above-mentioned atmospheric measurements are remote and range-resolved due to the inherent property of LIDAR.

At short distance (several hundreds meters), the fluorescence LIDAR techniques have been proved to be able to analyze the components of remote targets [37]. With a UV laser as an excitation source, the fluorescence signature at longer wavelengths is the fingerprint that can recognize the molecules contained in the target. Applications of such a technique range from analyzing water samples, recognizing vegetation, diagnosing historical monuments [38, 39], to remotely classifying migrating insects and birds [Papers IV–VI].

Another type of advanced LIDAR technique, named differential absorption LIDAR, combines the LIDAR technique and absorption spectroscopic techniques [40]. By swiftly switching the laser wavelength ‘on’ and ‘off’ an absorption dip of one specific molecule/atom, the range-resolved concentration can be deduced from the difference between the ‘on’ and ‘off’ LIDAR curve. Such a technique can map out the concentration of trace gases in the atmosphere.

However, since the wavelength range that a DIAL can cover is usually limited, such a technique is conventionally not valid for pollutants (e.g. biological aerosol) with broadband spectral properties. Instead, a technique called femtosecond white-light LIDAR [41] was developed with unique advantages originating from the employment of a powerful mobile terawatt laser system – Teramobile [42]; a broadband of spectrum can be analyzed in measurements. Laser pulses of several tens of femtoseconds in pulse width and of several terawatts in peak power are transmitted into the atmosphere. Before that the group velocity dispersion is compensated by the chirped pulse amplification technique. Based on the high-intensity-induced nonlinear effects, actually, the dynamical equilibrium between self-focusing due to the Kerr effect and defocusing effects due to the ionization of air, the laser beam can propagate a very long distance in the atmosphere. During the propagation, multiphoton ionization and plasma production existing in the medium induce white-light backscattering along the laser beam, and thus an extremely broad spectral range can be covered. This new technique has been demonstrated for atmospheric remote sensing [43].
2.2.2 TDLAS

Diode lasers, due to their compactness and cost-effective advantages, have become important candidate light sources for absorption spectroscopy. The wavelength of a diode laser can be simply tuned by changing the temperature or driving current. The output light is usually collimated by a single piece of lens to free space or coupled into optical fibers. Electronic cooling is enough to keep the chip working at room temperature. Easy operation makes tunable diode laser absorption spectroscopy (TDLAS) very suitable for remote sensing applications. With the rapid development of semiconductor materials, the wavelengths of diode lasers are now (non-continually) selectable from the ultra-violet (UV) to the middle infrared (MIR) region. The absorption lines of most trace gases on Earth can be found in this broad range, and thus TDLAS is widely used for free-gas analysis [44–47].

Many techniques have been studied and developed to improve the sensitivity of TDLASs [47]. Since the absorption signal increases according to the product of the gas concentration and the optical path length, one direct way is to extend the effective optical path length, e.g. using a White cell. Another commonly used method is to modulate the light source at high frequency, so that the noise level largely reduces at the detector. Modulation methods include intensity modulation, wavelength modulation and frequency modulation.

Except employing long path-length and modulation, a high sensitivity of absorption spectroscopy can be realized by measuring the absorption signal on a zero background, which keeps the noise at the detector at a very low level. Examples include laser-induced fluorescence spectroscopy [48, 49], photoacoustic spectroscopy [50], and polarization spectroscopy [51]. Based on a balanced Michelson interferometer working in a destructive interference fashion [Paper VII], the TDLAS can realize background-free measurements also. This technique is discussed in Section 4.2.

A new type of TDLAS technique is developed by the Lund research group, to analyze the gas components and concentration in scattering media such as food. It is called gas in scattering media absorption spectroscopy (GASMAS) [52–60]. On a background of broadband absorption of solid media, the narrow absorption lines of gases are still possible to be recognized, by using wavelength modulation techniques. Importantly, multiple scattering naturally extends the effective propagating length of the light, and improves the sensitivity for free. Such a technique is discussed in the thesis mainly for food package monitoring, and is also explored for medical applications.
2.2.3 Fiber-optic sensor

One main advantage of fiber-optic sensing systems is that the signal can be transferred by a single communication fiber from a remote location to the central office, between which the distance might be over 100 km. Together with other advantages like immunity to EMI, geometric versatility, etc., fiber-optic sensors are very suitable for environmental monitoring, e.g., in coal mines. Especially many sensors are possible to be connected by one fiber to form a sensor array. With an effective multiplexing scheme, these sensors can share one light source and the signals can be distinguished by one detection system, and in this way, the system cost are shared by and dramatically reduced for each sensor.

One of the most important candidates for fiber-optic sensors is the fiber Bragg grating (FBG), which is a periodic index modulation in fiber core [61, 62]. A narrow band (ca. 0.1 nm) of light that matches the phase condition will be selected and reflected by the grating, while the rest of the light will pass through. Since the reflective wavelength is sensitive to environmental temperature and strain, FBG sensors are widely used for structure monitoring. The reflection spectrum of each FBG can be separated from those of others, if its grating period is designed to be different. Wavelength domain multiplexing is hence a typical multiplexing scheme for FBG sensing arrays.

Using some specific catalysts, the concentration information of CH$_4$ in the air can be transferred into temperature information and hence measured by FBG sensors [63] [Paper XII]. Combining other temperature and strain FBG sensors, multiple physical parameters at multiple locations are possible to be monitored using one distributed FBG sensing system. Such a system is expected to reduce the risk of accidents in Chinese coal mines.
Light detection and ranging (LIDAR) is a remote sensing technique that can provide range-resolved information, commonly by employing a laser as the light source. LIDAR techniques have been developed since the 1960s with most applications for atmospheric monitoring. Aerosols, water vapor, clouds, wind, trace constituents, and temperature are typical parameters for understanding complex mechanisms governing the atmosphere [34, 64]. Meanwhile, LIDAR has also been proved to be effective for hydrological and vegetation monitoring [37]. This powerful technique can provide four-dimensional (space and time) maps of the quantities during the measurements and thus is critical for environmental monitoring.

Different measurements are carried out by different LIDAR varieties, which can be separated by their working principles and functions. Three important ones are introduced in details in this chapter. The atmospheric aerosols and particles can be measured by analyzing the elastic back-scattering light, that is with the same frequency as that of the emitted light, and in accordance, such LIDAR technique/equipment is called elastic LIDAR, with its techniques and applications discussed in Section 3.1. For trace gas monitoring, the LIDAR curves are obtained at two wavelengths with different absorption coefficients due to the gas, and their ratio contains the information of the gas concentration. Such LIDAR techniques are therefore named differential absorption LIDAR (DIAL), and are discussed in Section 3.2. Laser-induced fluorescence (LIF) is the finger print for material recognition, since it includes molecular structure information. The remote/LIDAR version of LIF technique is named fluorescence LIDAR and is very helpful in ecological research, through remotely recognizing vegetation, monitoring flying insects and birds, etc. This part of the description is given in Section 3.3
3.1 Elastic LIDAR

3.1.1 LIDAR equation and analytical solution

Elastic LIDAR, as the name indicates, measures the elastic back-scattering, which is defined as ‘scattering with no apparent wavelength change and the sum of Mie scattering and Rayleigh scattering’ [34]. The elastic LIDAR systems are popular for atmospheric aerosol analysis, since the range-resolved scattering coefficient can be deduced from the LIDAR equation, Equation (3.1), where single scattering is assumed.

\[ P(R) = K \beta(R) \exp\left(-2 \int_0^R \alpha(r) dr\right)/R^2 \]  \hspace{1cm} (3.1)

Here, \( P(R) \) is the backscattering signal power, \( K \) the system constant, \( \beta \) the backscattering coefficient, and \( \alpha \) the extinction coefficient. \( R \) and \( r \) indicate the LIDAR range.

By assuming a simple relation between \( \beta \) and \( \alpha \), the scattering coefficient can be obtained from Equation (3.1). Two kinds of retrieval methods can be mentioned for giving analytical solution. One is called the Klett method [65], which ignores the scattering from the air molecules, and is only suitable in case of dense aerosol concentrations. The other one, called the Fernald method [66], considers the effects from both the aerosols and the molecules, and thus can give a more accurate solution, especially in clear weather conditions. In the Fernald method, the backscattering coefficient and the extinction coefficient are expressed as the sum of two components, i.e.,

\[ \beta = \beta_a + \beta_m \]
\[ \alpha = \alpha_a + \alpha_m \]  \hspace{1cm} (3.2)

Subscripts \( a \) and \( m \) indicate ‘aerosol’ and ‘molecule’, respectively. The relationships between the extinction and backscattering coefficients are simply assumed as,

\[ \alpha_a(R) = S_a(R) \beta_a(R) \]
\[ \alpha_m(R) = S_m \beta_m(R) \]  \hspace{1cm} (3.3)

where \( S_a(m) \) is called the extinction-to-backscattering ratio. \( S_a \) depends on the properties of aerosols and is a function of \( R \), while \( S_m \) is a constant, \( 8\pi/3 \), according to, e.g., [66]. \( \alpha_m(R) \) and \( \beta_m(R) \) can be calculated through the atmospheric pressure model, which indicates the exponential decrease with altitude [67].

With the above assumptions, the solution of \( \alpha_a \) from Equation (3.1) can be expressed as,
\[
\alpha_a(R) = -\frac{S_a(R)}{S_m}\alpha_m(R) + \frac{X(R)}{X(R_f)} \cdot S_a(R)\exp[I(R)] \\
\times \left(\frac{\alpha_a(R_f)}{S_a(R_f)} + \frac{\alpha_m(R_f)}{S_m}\right) + J(R) \quad (3.4)
\]

where

\[
I(R) = 2 \int_R^{R_f} \left(\frac{S_a(r)}{S_m} - 1\right)\alpha_m(r)dr \\
J(R) = 2 \int_R^{R_f} S_a(r)X(r)\exp[I(r)]dr \quad (3.5)
\]

In Equation (3.4) and Equation (3.5), \( X(R) = P(R)R^2 \), where the range compensation factor \( R^2 \) is applied for the raw curve. One can notice that, to get the solution of \( \alpha_a(R) \) in the full LIDAR range, at least one value (\( \alpha_a(R_f) \)) at a reference distance (\( R_f \)) needs to be known. In real operations, this reference can be from a point-monitoring taken close to the ground, or the stable, close-to-zero value at a high altitude, where the presence of aerosols can be ignored.

Since the scattering performance of aerosols is described by Rayleigh and Mie theories, which are laser-wavelength and particle-size dependent, the size distribution of the aerosols can be retrieved if scattering coefficients at many wavelengths are available. Principally, such a retrieval can become more accurate if more wavelengths are employed, while in real applications, four- or even two-wavelength measurements are sufficient by assuming aerosol size distributions with different models [34].

### 3.1.2 LIDAR system

The LIDAR campaigns carried out during this thesis work are mainly based on a well-developed vehicle-based mobile LIDAR system (see Figure 3.1) [68], which is importantly modified for different measurements. The system has two emission sources. One is a Nd:YAG laser with output at 1064 nm, and at 532 nm and 355 nm for the second and third harmonic frequencies. The other one is an optical parametric oscillator (OPO) pumped by the third harmonic frequency of another Nd:YAG laser. In elastic LIDAR measurements, the 355-nm radiation of the first Nd:YAG (SpectraPhysics, GCR-290) is used for eye-safety reasons. The laser is running in Q-switched mode with a pulse width of 8 ns, pulse energy of about 100 mJ and repetition rate of 20 Hz. The laser beam is expanded by a Keplerian telescope into a 4 cm diameter beam, and the divergence can be controlled to be less than 2 mrad. The expanded laser beam is transmitted vertically to the atmosphere without any
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Figure 3.2. The elastic LIDAR system.

further optics; the dome containing a folding mirror for scanning was removed in vertical LIDAR measurements. The backscattered light is collected by a co-axial Newtonian telescope and focused onto a photomultiplier tube (PMT) (EMI 9816QA). At the focus point, an iris aperture is used to control the telescope field-of-view matching the divergence of the laser beam. The schematic diagram of the LIDAR system for elastic measurements is shown in Figure 3.2.

The signal from the PMT is recorded by a transient digitizer (Licel) with a sampling rate of 20 MS/s, which limits the range resolution to 7.5 m, while the recording length limits the maximum distance to 10 km, which vertically covers most troposphere and can even reach the stratosphere, depending on the monitoring location and weather conditions. The start of the recording is triggered by a TTL signal from the Nd:YAG laser before each pulse, with a tunable delay applied. The recorded LIDAR curves are read out by a program developed using LabView graphic language, averaged within a certain (controllable) period of time, and saved as one measurement onto the harddisk. The same program controls a mechanical chopper to block the laser beam after every certain numbers of measurements and records the background of the sun and sky-radiation, which will be subtracted from the measured raw curves.

The mobile LIDAR system is enclosed in a laboratory enclosure on a Volvo truck (Volvo, F6 Turbo). The environmental temperature and humidity are well controlled through air-conditioning systems. A motor generator (KraftProdukter AB, P45P1) with a power of 40 kW is arranged as an 2-ton trailer, which extremely enhances the mobile ability of the LIDAR system when running in rural areas.

3.1.3 Measurements and data analysis

Raw data and retrieval

In the spring of 2009, the mobile LIDAR system was parked at the Vavihill background air monitoring station located in the south of Sweden, and vertical aerosol sounding were performed. The site is far from industry and heavy traffic, thus the amount of locally produced anthropogenic particles is expected to be low. For calibration, the back-scattering and extinction coefficients of the aerosols close to the ground are measured by a nephelometer. During the four days (April 6th–9th, 2009) of the measurement campaign, there was no extended time period of perfectly clear weather; only shorter clear periods occurred.

Figure 3.3 illustrates a flow chart used to retrieve the extinction coefficient from the raw LIDAR signal. The system constant $K$ in Equation (3.1) is found to be invalid at close range, where the
telescope collecting efficiency becomes low. The function of $K$ corresponding to range $R$, can be calibrated from a horizontal measurement of aerosols, which is regarded to be symmetrically distributed. The calibrated curve for our LIDAR system is shown in Figure 3.4(a). For ranges larger than 700 m, a constant value is used while in the ‘blind’ area, a linear decay is assumed. Such a curve is calibrated from the raw LIDAR signal before further steps of calculations.

The extinction coefficient $\alpha_m$, backscattering coefficient $\beta_m$ and their ratio $S_m$ corresponding to the part of air molecules in the atmosphere are available from literature such as [66, 67, 69]. Figure 3.4(b) shows that $\alpha_m$ exponentially decreases with the altitude, due to the decay of the atmospheric pressure [67]. These parameters are required when using Equation (3.4) to calculate the extinction coefficient, $\alpha_a$, corresponding to the aerosol part. From the nephelometer in the background-monitoring station, the extinction-backscattering ratio, $S_a \approx 8$, of close-ground aerosols is measured, and used as an constant value in the calculation.

In the calculation, the reference distance is set at a far distance (7 km), which is with higher stability compared with a setting at a close range [65]. The extinction coefficient at the reference distance is adjusted until the calculated value, $\alpha_a(0)$, at the short range gets close to the value ($\alpha_N$) measured by the nephelometer on the ground.

---

**Figure 3.3.** A schematic flow chart for retrieving the extinction coefficient.

**Figure 3.4.** (a) Systemic coefficient $K$ shows the blind area of the telescope; (b) Extinction coefficient of air molecules in vertical atmosphere.

**Figure 3.5.** The raw LIDAR signal (a) and the retrieved extinction coefficient (b) on 16:02, April 8, 2009. The inset shows a photography taken by a vertically-looking camera at the site.
3.1.3 Measurements and data analysis

Figure 3.6. The vehicle-based LIDAR was parked at Vavihill, Sweden (top) and the Zijingang Campus, China (bottom) [Paper III].

Figure 3.7. The aerosol extinction coefficient calculated for the time period between 13:00 and 19:00 in urban China and in rural Sweden.

One example of using the above retrieval algorithm is shown in Figure 3.5. (a) shows a raw LIDAR curve measured on 16:02, April 8, 2009. This curve is taken for demonstration since rich atmospheric structures can be seen at different ranges. The extinction coefficient of aerosols (dark curve) is retrieved from the raw data and shown in (b), together with the coefficient of air molecules (gray curve) for comparison. A thin layer of dense cloud can be seen at an altitude around several hundred meters. Higher up, a layer of haze from 3 to 5 km is observed by the LIDAR.

Comparative study

In the autumn of 2009, the LIDAR system was deployed to China for environmental monitoring, as part of a Sino-Swedish collaboration project. The vehicle was parked in Zijingang Campus of Zhejiang University (Hangzhou) and the vertical measurements were carried out in days from 9th to 22th, of November, 2009.
Hangzhou is a major city in China, with population around 9 million, abundant traffic, and some industry emission. The weather stayed clear during the measurements.

Since exactly the same LIDAR system was employed in the measurements of vertical distribution of atmospheric aerosols at two sites with completely different situations, the results from the measurements are possible to compare and the anthropogenic pollution can thus be revealed. The data in the same time period, 13:00 to 19:00, in the afternoon, on 8th of April at Vavilhill Sweden, and on 22nd of November in China, are analyzed and presented in Figure 3.7. Generally, the same retrieval method in Figure 3.3 is applied, but for the Chinese data, the loop for optimization is neglected since no nephelometer data are available close to the ground. Instead, an average extinction coefficient at 5 km ($\alpha_a(5\ km) = 0.002\ km^{-1}$) obtained from Vavilhill measurements is used as a reference value for Chinese measurements, based on the assumption that the aerosol density is very low, and the stable scattering from air molecules dominates in high atmosphere.

From Figure 3.7, it can be obviously seen that the aerosol density (extinction coefficient) is much higher in the atmosphere above an urban environment, especially at the close range. It reveals that the aerosol pollution is of local origin.

### 3.2 Differential absorption LIDAR (DIAL)

#### 3.2.1 DIAL equation and solution

In order to measure the concentration of trace pollutants in the atmosphere, the resonance absorption due to the specific molecules is utilized in the differential absorption LIDAR (DIAL) technique, similar as in long-path-absorption methods like DOAS. However, DIAL does not require a retroreflector, since distributed aerosols/molecules are reflectors everywhere. The integrated absorption from the light source to any of such reflectors are measured along the LIDAR path, and the concentration information can thus be deduced by a differential algorithm. Detailed theoretical analysis is discussed as follows.

Modified from Equation (3.1) that describes elastic LIDAR, the DIAL equation is expressed as

$$P(\lambda, R) = K(\lambda, R)\beta(\lambda, R) \times \exp\left\{-2\int_0^R [\alpha(\lambda, r) + \sigma(\lambda)N(r)]dr\right\}/R^2.$$  \hspace{1cm} (3.6)

Compared with Equation (3.1), one can find the addition of the absorption term for the operating wavelength ($\lambda$) in Equation (3.6). Except the scattering-induced attenuation $\alpha(\lambda, r)$, $\sigma(\lambda)N(r)$ is

\hspace{1cm}
3.2.1 DIAL equation and solution

Figure 3.8. Illustration of DIAL principle [70].

added as an extra extinction term, due to the resonance absorption. Here, $\sigma(\lambda)$ indicates the absorption cross-section and $N(r)$ is the concentration of the trace pollutant.

Using $\lambda_{on}$ and $\lambda_{off}$, indicating the wavelengths on and off the resonance absorption peak, the ratio between of the on- and off-LIDAR curves is calculated as,

$$\frac{P(\lambda_{on}, R)}{P(\lambda_{off}, R)} = \frac{K(\lambda_{on}, R)}{K(\lambda_{off}, R)} \times \frac{\beta(\lambda_{on}, R)}{\beta(\lambda_{off}, R)} \times \exp\left\{ -2 \int_0^R \left[ (\alpha(\lambda_{on}, r) - \alpha(\lambda_{off}, r)) + (\sigma(\lambda_{on}) - \sigma(\lambda_{off})) N(r) \right] dr \right\}. \quad (3.7)$$

$K(\lambda, R)$ is a systemic parameter that is related to the laser energy, effective receiver area, detector sensitivity, etc., but not sensitive to the wavelength switching, i.e., $K(\lambda_{on}, R) \approx K(\lambda_{off}, R)$. It is worthwhile mentioning that $K(\lambda, R)$ is canceled even if it is an unknown function of $R$, while in Equation (3.1) for elastic LIDAR, $K(R)$ is preferred to be a constant, or at least a well known function, so that the LIDAR curve can be calibrated for aerosol analysis. Using this advantage, the sensitivity of a DIAL system can be modulated in time/spatial domain, in order to suppress the strong
signal from short range while enhancing the weak signal from far distance. Similarly, since the absorption lines of trace gases are relatively sharp compared with the broad spectral features of scattering events, the effect of the wavelength switching on the scattering coefficient can be ignored. This is especially true if the switching is fast enough so that the aerosol distribution can be treated as static. With \( \beta(\lambda_{on}, R) \approx \beta(\lambda_{off}, R) \), \( \alpha(\lambda_{on}, R) \approx \alpha(\lambda_{off}, R) \), and \( K(\lambda_{on}, R) \approx K(\lambda_{off}, R) \), Equation (3.7) can be simplified as,

\[
\frac{P(\lambda_{on}, R)}{P(\lambda_{off}, R)} = \exp\left\{ -2 \int_0^R [\triangle \sigma \cdot N(r)]dr \right\},
\]

where \( \triangle \sigma = \sigma(\lambda_{on}) - \sigma(\lambda_{off}) \) is the differential absorption cross-section. With the pollutant absorption spectrum well known, the range-resolved concentration information can be deduced using a differential algorithm,

\[
N(R) = -\frac{1}{2\triangle \sigma} \frac{d}{dR} \ln \frac{P(\lambda_{on}, R)}{P(\lambda_{off}, R)}.
\]

The working principle of the DIAL technique described above is illustrated in Figure 3.8.

### 3.2.2 DIAL system

As shown in Figure 3.9, the DIAL system shares the same transmitting- and receiving optics with the elastic LIDAR system. The light source, however, is an optical parametric oscillator (OPO; SpectraPhysics, MOPO-730), which is pumped by the third harmonic frequency of a single-mode Nd:YAG laser. The OPO system is of two-stage design. The first stage, called master oscillator, controls the linewidth of the oscillation to be as narrow as 0.2 cm\(^{-1}\), through constructing an external cavity containing a Type-I BBO crystal, and a grating for wavelength selection. The seeding light from the Master Oscillator is then amplified by the second stage, called Power Oscillator. The emission can be tuned from 400 nm to 700 nm for the signal emission, and from 720 nm to 2000 nm for the idler emission, and extended to 200 nm through frequency doubling. The wavelength tuning mechanics were originally stepper-motor driven but modified later by installing piezo-electric transducer for speed enhancement. The speed of switching between on- and off-wavelength matches the repetition rate of the laser system, 20 Hz. For wavelength and linewidth monitoring, part of the signal emission is measured by a high-resolution wavemeter (Burleigh, WA-4500). The scanning optics, which is protected by a dome, can be hoisted up to the roof top, and scan the laser beam 360 degree horizontally and from -5 to 75 degree vertically. A three-dimension distribution of trace pollutants are thus possible to be mapped out. Vertical (90 degree) measurements
are also possible by removing the dome as done in Section 3.1 for vertical aerosol analysis. The same PMT tube for elastic LIDAR is used to detect the back-scattered signal. Except a constant negative high voltage that is suitably divided and applied on different dynodes of the PMT, a ramped voltage, from 0 to -25 volt, is added extra on certain dynodes, in order to induce a ramped modulation on the sensitivity of the PMT and suppress the strong close-range signal. The amplitude, slope, and start time of the ramping are tunable according to realities of measurements. The transient digitizer reads out the signal and transfers it into the hard disk of the computer, which controls the chopper for background measurements after saving 8 ‘on’ and 8 ‘off’ LIDAR curves, as one cycle. Many cycles of on- and off-curves are averaged after removing the background components, in order to get better signal-to-noise ratio (SNR) in their ratio curve. Meanwhile, 4 % of the emission from the OPO is coupled into a calibration unit. The absorption of a gas cell with well-known concentration is measured in a differential way. The results are recorded also by the computer through a data acquisition (DAQ) system, and was used later to calibrate the differential cross-section ($\Delta \sigma$ in Equation (3.9)). The trigger
signal from the Nd:YAG laser is distributed to slave equipments through two multiple-channel delay generators (Stanford Research System), which, however, are not presented in Figure 3.9.

### 3.2.3 Pollutant measurements in the atmosphere

As mentioned, the Lund University mobile LIDAR system was deployed to China for environmental monitoring. With the help of the DIAL system described above, the vertical distribution of the atomic mercury and nitrogen monoxide in the atmosphere above a major city was measured, in November 2009. Technical details and experimental results are given in the following text.

**Atomic mercury**

*Absorption spectrum, calibration, and O$_2$ interference*

One strong atomic transition of mercury (Hg) is at about 254 nm. The line consists of several isotopic and hyperfine structure components, as mapped out at high spectral resolution, e.g. in [71]. Isotopic abundances and line positions are listed in Table 3.1. According to the theory described in e.g., [72], the absorption spectrum is calculated and shown in Figure 3.10. The spectrum of each isotopic component is also given for comparison. In the calculation, the environmental pressure and temperature are set to be 1 standard atmosphere and 296 K, respectively. One can see that these isotopic components merge into a broadened structure with a half-width of about 0.005 nm.

Compared with such a narrow absorption bandwidth, the linewidth of the light source (OPO; regularly 0.2 cm$^{-1}$) is not ignorable. The broadening effect is simulated by convoluting the

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Abundance</th>
<th>Frequency (cm$^{-1}$)</th>
<th>$F_g$</th>
<th>$F_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>198</td>
<td>10.10%</td>
<td>39412.4603</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>199A</td>
<td>17.0%</td>
<td>39411.9463</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>199B</td>
<td></td>
<td>39412.6847</td>
<td>1/2</td>
<td>3/2</td>
</tr>
<tr>
<td>200</td>
<td>23.1%</td>
<td>39412.3000</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>201a</td>
<td>13.2%</td>
<td>39411.9713</td>
<td>3/2</td>
<td>5/2</td>
</tr>
<tr>
<td>201b</td>
<td></td>
<td>39412.4377</td>
<td>3/2</td>
<td>3/2</td>
</tr>
<tr>
<td>201c</td>
<td></td>
<td>39412.6895</td>
<td>3/2</td>
<td>1/2</td>
</tr>
<tr>
<td>202</td>
<td>29.65%</td>
<td>39412.1233</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>204</td>
<td>6.85%</td>
<td>39411.9495</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.1: Isotopic abundance and line positions for atomic mercury isotopes used in theoretical absorption calculations. Total angular momentum quantum numbers for the ground ($F_g$) and excited ($F_e$) states are also given [72].
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Figure 3.12. Maximum absorption cross section decreases as the laser linewidth becomes broader.

Figure 3.13. Concentration of saturated Hg vapor v.s. environmental temperature [73].

Figure 3.14. The comparison between Beer-Lambert law (dashed curves) and real absorption curves (solid curves) in the condition of different laser linewidth.

absorption spectrum shown in Figure 3.10 with a Gaussian function that describes the laser line shape. Figure 3.11 shows the situation when the laser linewidth is set to be different values. The maximum value of the absorption cross section decreases obviously as the laser linewidth becomes broader, as shown in Figure 3.12. Unexpected broadening of the laser linewidth will induce an under-estimation during the measurements.

To compensate such an uncertainty induced by the light source, the absorption ratio of a gas cell with well-known concentration is used for calibration. A drop of liquid mercury is sealed inside a quartz cell with a pressure of one atmosphere. The saturated vapor pressure of the mercury only depends on the temperature, following the relationship as shown in Figure 3.13. For instance, when a 9.7 mm-long cell is in a 25 °C environment, the product of the concentration and the path length is 20.5 ng/cm². The absorption of the gas cell will be measured (calculated here for demonstration) to be different in case of different laser linewidths, and shown as solid marks in Figure 3.14, where the calibration method is illustrated. Using the Beer-Lambert law, dashed curves, showing the relationship between the concentration and absorption, are calculated to pass through these marks. The concentration of the atmospheric mercury can thus be estimated with the absorption
being measured.

In order to test the validity of the Beer-Lambert law in the
calibration, the real relationship between the Hg concentration and
the absorption ratio is calculated by considering the laser linewidth
in the simulation, as illustrated in Figure 3.11. In Figure 3.14, solid
curves are plotted to compare with the Beer-Lambert curves. One
can see that the Beer-Lambert law is a good approximation when
the laser linewidth is less than 1 \( \text{cm}^{-1} \), which is not a problem
when the DIAL system works in normal condition. However, the
increase in the estimated error should be kept in mind when the
performance of the OPO system becomes degraded.

The weak absorption lines of the molecular oxygen (O\(_2\)) at both
sides of the Hg lines were earlier indicated in [74]. Since no detailed
description about these forbidden transitions was available in the
literature, their interference on Hg measurements were hard to
calculate and comment at that time. Fortunately, since the dye
laser system used in [74] was with narrow linewidth and stable
performance, the interference from the O\(_2\) in the air can be well
avoided by carefully choosing ‘on’ and ‘off’ wavelengths.

As indicated in [74], the oxygen lines as measured with the dye
laser are considerably narrower than the mercury line. Therefore,
the potential influence of oxygen on mercury monitoring will be
dependent on the laser linewidth. Interference studies are impor-
tant, especially since the OPO used has a finite linewidth. As
mentioned above, the typical linewidth of emission from the OPO
is around 0.2 \( \text{cm}^{-1} \). However, in a long-term running (e.g. diur-
nal measurement), the degradation of the system and the drift of
the central wavelength can possibly make the effective linewidth
considerably worse.

With the oxygen data available in the UV range in a recently
updated HITRAN database [75], it is possible to investigate the
interference of oxygen on the atmospheric mercury monitoring
through calculation. Figure 3.15 illustrates an example when the
laser linewidth is 1.5 \( \text{cm}^{-1} \). One can see that the left wing of the
broadened O\(_2\) spectrum at longer wavelength overlaps with the
absorption spectrum of Hg (set as 7 ng/m\(^3\) for demonstration).
If the on- and off-wavelengths are set at the indicated positions
(253.728 nm and 253.745 nm), the contribution of such a residual
absorption is calculated to be 1.75 ng of spurious Hg, which should
be subtracted in the measurements. The spurious concentration
is calculated for different laser linewidths and is shown in Fig-
ure 3.16. Obviously, such an interference is not a problem when
measurements are carried out at locations with high concentra-
tion [76], but is not ignorable when measuring low concentrations,
e.g. background Hg in the atmosphere. The correction can be
done with the help from the calibration unit, where the effective
absorption cross section of Hg in the gas cell is measured. From
the curve shown in Figure 3.12, the linewidth of the laser system

\[
\text{Figure 3.15. The calculated absorption spectrum (solid dark line) of O}_2 \text{ (21\%)} \text{ and Hg (7 ng/m}^3\text{) in the atmosphere. The dashed lines respectively show the separated spectra, correlated to the absorption lines (the line strength of Hg is scaled by 10}^{-25}\text{). (Adapted from Paper I.)}
\]

\[
\text{Figure 3.16. Calculated residual absorption coefficient/spurious concentration induced by O}_2 \text{ at wavelength ‘on’, adapted from Paper I.)}
\]
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![Figure 3.17](image1.png)

**Figure 3.17.** (a) LIDAR curves for on- and off-resonance wavelengths; (b) the DIAL curve; (c) comparison between the horizontal and the vertical measurements [Paper I].

![Figure 3.18](image2.png)

**Figure 3.18.** The measured wind speed/direction (a), and ground temperature (b) during the diurnal Hg monitoring. (c) The average concentration of Hg in low (dark) and high (gray) layers of atmosphere [Paper I].

can be estimated and then the spurious concentration is known from Figure 3.16, and subtracted later.

**Hg sounding, diurnal variation, and washout effect**

Vertical Hg sounding was performed during (parts of) 5 days in November 2009 in China, and results have been published in Paper I. Figure 3.17(a) shows a pair of typical LIDAR curves by setting the on- and off-resonance wavelengths at 253.728 nm and 253.745 nm, respectively, when the laser pulse energy was about 6 mJ. Since ramping voltage was applied on the PMT, the signal at close range was obviously suppressed. As introduced in Section 3.2.1, such an asymmetric responsivity of the detector is canceled when dividing the on- and off-curves. The on/off ratio
is shown in Figure 3.17(b). From the slope, the Hg concentration can be evaluated by the calibration method described above, and applying correction for O₂ interference, since very low concentration (few ng/m³) is expected for background Hg level in the atmosphere. Although the total absorption for a range of 1 km is a few percent or less, some range-resolved concentration information is still possible to be retrieved. By comparing the ratio curves corresponding to vertical and horizontal measurements in Figure 3.17(c), one can clearly see that the slope of the vertical curve decreases, indicating lower Hg concentration at longer distance (higher altitude). In contrast, for the horizontal one, the slope remains mainly constant, indicating that the concentration of Hg at the same altitude is stable.

Therefore, the concentrations of Hg were evaluated by dividing the vertical atmosphere into two layers, i.e. the lower one, from 80 to 380 m, and the higher one, from 380 to 770 m, respectively. A 36-hour continuous measurement was carried out and the results are shown in Figure 3.18, together with weather parameters. Obviously, lower concentration were found in higher atmosphere, since Hg atoms are much heavier than air molecules. One can also notice that low concentrations appear during the early morning. This seems to be related to low atmospheric temperature, and the north-west wind mostly from rural areas, by correlating to the weather parameters.

The removal of atmospheric Hg by rain fall was observed. Figure 3.19 shows the comparison of concentration in the low atmosphere between measurements on the 14th and 19th of December 2009. The results were averaged during the same time section on both days. The rain started on 13th and the weather turned to be clear after 16th. One can see that in rainy weather condition, an unusually low concentration, 2 ng/m³ (equal to the background level on the Atlantic), was observed in a Megacity. However, the concentration returned to around 10 ng/m³, after few days of clear weather, although the temperature became even lower. Usually, the wash-out effect on atmospheric Hg is regarded to be not as obvious as those water-soluble pollutants such as SO₂ and NO₂. Still, some literature, such as [77], has discussed such issues by, e.g., measuring the concentration of mercury in rainwater in the time domain. Here, instead, we demonstrated it by using a LIDAR.

Nitrogen monoxide

The LIDAR monitoring of atmospheric nitrogen monoxide (NO) was firstly demonstrated by Menyuk et al. [78] and by Aldén et al. [79], in 1980 and 1982, for the IR and UV regions, respectively. Later, Kölisch et al. realized simultaneous LIDAR monitoring of NO and NO₂, based on the connection of the 450-nm absorption band of NO₂ and the 227-nm absorption band of NO reachable.
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Figure 3.20. (a) On- and off-resonance curves at the preferred wavelength pair, and (b) the DIAL curve.

Figure 3.21. The scanned transmission spectrum of NO.

by frequency doubling [80, 81]. First NO measurement using a solid state laser system can be refereed to [82]. In our work, the vertical LIDAR sounding for NO pollution was, for the first time, performed in China, using an OPO transmitter.

The vertical NO sounding was performed on November 25-26, 2009. Since we chose the absorption band around 227 nm and such deep-UV radiation cannot penetrate to high altitude due to the heavy attenuation by strong scattering (especially in the atmosphere of a Chinese Megacity), the measurement range was limited to 450 m. However, good range resolution was realized because of the substantial absorption signal.

**NO sounding and absorption spectrum**

Learning from previous NO LIDAR measurements in, e.g. [83], the on- and off-wavelengths were selected to be 226.878 nm and 226.890 nm, respectively. The LIDAR curves and their ratio are shown in Figure 3.20. Compared with Hg measurement, the absorption is much stronger although the LIDAR signal attenuates to zero after 450 m. Unlike in the Hg sounding, reference-cell calibration is invalid for NO measurement, since NO is a reactive gas and cannot be kept stable in the cell. Therefore, the absorption cross-section, which depends on the laser line-width, must be known for the evaluation of range-resolved concentrations. In order to quantify the effective cross-section when using the OPO system, the ‘off’ wavelength is fixed at 226.890 nm while the ‘on’ wavelength is scanned from 226.890 nm to 226.835 nm with step of 0.001 nm and 50 cycles are averaged for each wavelength pair. By integrating the absorption from 50 to 300 m, an absorption spectrum is produced as shown in Figure 3.21. Arrows indicate the preferred wavelength pair. By convoluting this spectrum with a database spectrum, e.g. from [83], which was obtained by using a dye laser with narrower line-width, the effective differential cross-section for the preferred wavelength pair can be deduced as $(5.2 \pm 1.0) \times 10^{-22} \text{ m}^2$.

**Diurnal NO variations**

Using the effective differential cross-section deduced above, the range-resolved concentration of NO can be evaluated from the DIAL measurements, which were performed for 26-hours continuously. The results are shown in Figure 3.22 together with weather data. In the spatial domain, one can clearly see that the concentration is much higher in atmosphere lower than 100 m. This indicates that the NO is vehicle-generated locally. In the time domain, unexpectedly, the highest concentration appears at midnight, when the local traffic should have reduced compared with in day time. The observations might be related to the sun radiation, which is an important factor for the complex atmospheric chemistry of NO, as is ozone, hydrocarbons, etc.
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Working principle

The LIDAR equation (Equation (3.1)) is based on the assumption of single-scattering condition; however, LIDAR techniques can also be used to analyze multi-scattering media such as fogs and clouds [84]. In short-range measurements, a similar technique is used to evaluate the effective path length in scattering media such as bio-tissues [85–87] and tablets [88]. In contrast to the broad-band spectral properties of liquids or solids, the free gases in pores throughout the scattering solid material present extremely sharp structures in absorption spectra. By employing single-mode diode lasers with high spectral resolution, the gases in different materials including wood, polystyrene foam, food, fruits, pharmaceutical tablets, or human air-filled sinus cavities [53–58] have been

Figure 3.22. The measured wind speed/direction (a), and ground temperature (b) during the diurnal NO monitoring. (c) The variation of NO during the 24-hr cycle.
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Figure 3.23. The working principle of the DIAL technique for gas analysis in multi-scattering media: (a) schematic diagram of the system; (b) switching between on and off can be realized by finely tuning the laser wavelength across an absorption dip of the gas under test; (c) the difference between the curves corresponding to on and off wavelengths reveals the presence of the gas [Paper II].

measured. Such a technique is called GAs in Scattering Media Absorption Spectroscopy (GASMAS) and will be discussed in detail in Section 4.3. In order to realize high sensitivity and high resolution in the measurements, the diode laser is operated in a CW mode and wavelength modulation is applied.

Combining the DIAL technique and the GASMAS principle, a remote version of GASMAS is proposed and published in Paper II. The working principle of the technique, illustrated in Figure 3.23, can be generally described as follows. A pulsed laser with narrow line-width is employed as the light source. Part of the photons that impinge on the target are reflected as an ‘echo’, and the other part penetrates and is heavily scattered inside the material. After having visited deeper layers of the target, some of the scattered photons appear at the surface again with a distance from the injection point, and can be collected by a telescope system aiming at the observation point. The signal is further recorded by a sen-
sitive detector (e.g. a PMT) in the time domain, as in a LIDAR measurement. A strong echo, due to the surface reflection, followed by an extended tail, due to the multiple scattering, can be expected in the recorded curve. By carefully selecting the on- and off-wavelength according to the absorption spectrum of the gas present in the pores of the target, the differential absorption will be found in the tail, where photons have experienced a long path length in the scattering medium. Using the same principle of DIAL, the slope of the ratio curve will reveal the information of gas concentration.

Experiments and results

A tunable dye laser is an ideal light-source candidate for such a technique, since the laser can run in the pulsed mode while keeping a high spectral resolution and wavelength tunability. In the experiments, a pulsed dye laser pumped by the second harmonic output of a Nd:YAG laser was employed. The pulse width of the pump laser was compressed into around 2 ns by backward stimulated Brillouin scattering in water, in order to realize a high time/spatial resolution in measurements. Detailed information of the laser system can be found in Paper II. The detection system was specially designed to suppress the strong echo, presented in Figure 3.23(c), due to the direct surface reflection. Firstly, a 4 mm pin hole was set at the focus point of the telescope (with a diameter of 25 cm and a focal length of 1 m), which was 6 m away from the target. Therefore the field-of-view of the telescope is limited to a region with diameter of 20 mm on the target, and such a observation region kept a distance away from the injection region, where strong direct reflection occurs. Secondly, apertures were applied to clean the halo of the well-collimated laser beam, ensuring that the laser pulse only illuminates the defined spot on the target. By using the above methods, most echo was suppressed, and the multiple-scattering tail can show up.

Proof-of-principle experiments were carried out in the laboratory. Polystyrene foam and fresh snow were tested as scattering samples, and in both cases, clear extended tails in time domain were observed due to massive scattering in the media. Details are described in Paper II. The oxygen gas in polystyrene foam was analyzed by measuring the differential absorption at the R9Q10 line at 760.654 nm. The dye LC7710 was employed to run the dye laser at this wavelength. Figure 3.24(a) shows the on- and off-LIDAR curves, and the differential absorption can be seen in the tail region, since the photons have visited deep layers of the polystyrene foam sample containing free oxygen gases in pores. An obvious echo was still observed earlier than the tail, due to the imperfection of the optics. The slope of the on/off ratio keeps on constant (see Figure 3.24(b)), since oxygen distributed uniformly
in the scattering medium. A gas exchange experiment was also performed. A block of polystyrene foam was sealed over night in a plastic bag filled with nitrogen, which penetrates into the sample and replaces the initially contained air gas. On the second day, measurements were performed immediately after the block was extracted. The experimental results are shown in Figure 3.24(c), from which one can see that the slope of the ratio curve is close to zero at the beginning, indicating no oxygen existing in the sample. However, later in measurements at 5 and 10 min, the slope increases obviously, indicating the reinvasion of the oxygen contained in the external atmosphere into the polystyrene foam.

**Application outlook**

Although only proof-of-principle experiments were carried out, unique applications of the DIAL technique used for gas analysis in scattering media can be expected. Two examples are schematically shown in Figure 3.25. In both cases, snow is the scattering medium, which has been tested in our early experiments (see Paper II). One potential application is localization of a snow-avalanche victim, by detecting the abnormal high concentration of CO₂, exhaled by the victim, or the reduction of O₂, which is consumed. A further application, inspection of the methane leakage from the gas pipe covered snow, is illustrated at the bottom of the figure. Considering that the methane may be trapped by and accumulated in the local snow, even a small leakage would be possible to detect. The absorption lines at 1.35 µm of methane should be compatible with the optical properties of snow.

### 3.3 Fluorescence LIDAR

#### 3.3.1 Laser-induced fluorescence (LIF)

Fluorescence is a physical phenomenon of a material that absorbs radiation at short wavelength and yields emission at longer wavelength. The principle is illustrated in Figure 3.26 regarding energy levels and the basic absorption and emission processes. Different from free atoms and molecules, solids and liquids exhibit broad absorption/emission spectra because of strong intermolecular interactions. By electronic excitation, visible or UV photons can be absorbed by the molecules of the target, with promotion of an outer electron to a higher orbit. Each energy level corresponding to a particular electron arrangement has a vibrational structure, while the rotational structure, typically for free molecules, is suppressed by the intermolecular interactions. In complex molecules, there is a large number of vibrational levels.

In contrast to the situation employing a wavelength tunable laser for spectral scans in, e.g. Chapter 4, a fixed frequency laser
can be used as excitation, provided that the photon energy falls within the broad excitation band. Following the excitation, there is a very fast (several ps) radiationless relaxation down to the lowest substate, where the molecules remain for a typical exited-state fluorescence lifetime, which is of the order of some nanoseconds. The decay can then occur to different sublevels of the ground state giving rise to a distribution of fluorescence light, which reflects the lower-state level distribution. Because of the radiationless relaxation, the fluorescence distribution is independent on the exact excitation wavelength. The fluorescence spectrum is a finger print that can be used for recognizing the target material.

Actually, if the wavelength for detection is fixed while the excitation wavelength is scanned instead, an excitation spectrum can also be recorded. Both the fluorescence and excitation spectra can provide information for material recognition and become two important methods for laser-induced fluorescence (LIF). Except the spectral information, the lifetime of the fluorescence action is also characteristic. Many LIF techniques are discussed in a number of monographs and reviews [89–91].

### 3.3.2 Remote LIF

#### General considerations

Laser-induced fluorescence (LIF) has been widely used in biological marking [23], in medical application such as tissue diagnostics [92], and in quantitative measurement of concentrations in fields like combustion, plasma, spray and flow phenomena [93]. However, most LIF equipments are designed for contact/short-distance measurements.

In some other applications, fluorescence recording from remote targets at larger distances is especially attractive. For instance, the historical monuments can be optically diagnosed through remote LIF spectroscopy [38]. Surface degrading due to the action of weather, air pollutants and the invasion of biodeteriogens, is possible to be revealed from the fluorescence signature, although not obvious for visual observation. Such applications have been demonstrated at the Lund Cathedral, Sweden and the Roman Coliseum, Italy, with a mobile LIF system parked 60 m away. By scanning the laser beam, 2-D false color images with each pixel containing the fluorescence information are produced to indicate the abnormal areas, e.g., presenting biodeteriogens. Such remote, non-intrusive, scannable techniques are also very effective for vegetation monitoring [94] and water-quality measurement, since complicated sampling processes are avoided. Fluorescence monitoring can provide additional information to satellite- and air-borne reflectance remote sensing to recognize vegetation types, while the water quality can be evaluated from the specific fluorescence signa-
turies corresponding to dissolved organic matter (DOM), oil spills, and phytoplankton.

In addition to measuring the fluorescence signal from a single fixed target, remote LIF can also realize range-resolved measurements. This fluorescence LIDAR variety is useful in assessing phenomena in addition to those relying on elastic backscattering from aerosols. Due to the existence of meteorite-generated alkali atoms and iron ions, resonance fluorescence LIDAR is a unique technique to monitor wind and temperature conditions in the middle and high atmosphere. The Doppler effect makes the fluorescence spectra of these metal atoms/ions broaden at high temperature and shift with the wind speed and direction.

Compared to aerosols, air molecules, and metal atoms/ions in the atmosphere, insects and birds are much larger 'flying particles' to be monitored by a fluorescence LIDAR system. The fluorescence signals are noticed to be able to classify their species and sexes. As biomarkers, the movements and migration status of insects and birds are very important to ecological studies. Fluorescence LIDAR provides a new approach for such monitoring.

**Instrumentation**

A fluorescence LIDAR system consists of, like the elastic LIDAR and the DIAL systems introduced above, a laser transmitter, receiving telescope, and detection system. Figure 3.27 shows a schematic diagram of key components of a fluorescence LIDAR. The UV light source for excitation is the 355 nm and 266 nm radiation from the Nd:YAG laser, or the double frequency of the signal emission from the OPO system. The fluorescence LIDAR shares the same expander, scanning mirror and the telescope system with the elastic LIDAR and the DIAL systems. Two independent detection systems are employed for fluorescence analysis. A metal mirror fixed on a specific mechanical device can be inserted into the light path to switch the collected light between different detection parts, as shown in Figure 3.28.

As shown in Figure 3.27, without the switch mirror, the collected light is distributed by several mirrors and filters, and then detected by three photomultiplier tubes (PMTs). The elastic scattering from the target is selected by a laser mirror and detected by PMT-1, and the fluorescence signal is divided by a dichroic filter into two wavelength bands, i.e., blue (400-500 nm) and yellow (500-750 nm), and measured by PMT-3 and PMT-2, respectively. The time-resolved curves from the three PMTs are recorded by a high speed oscilloscope which samples every 8 ns. The repetition rate of the system is 10 Hz. A detail description of the three-PMT system can be found in Paper V.

With the switching mirror inserted, the light is instead coupled into a 1-mm-thick fiber, which guides the light into a optical
Figure 3.27. Key equipment/components of the fluorescence LIDAR. LM: laser mirror; P: polarizer; SF: short-pass filter; DF: dichroic filter; LF: long-pass filter.

multi-channel analyzer (OMA). The OMA system consists of a grating-based spectrometer and an intensified CCD (I-CCD). The wavelength range of the spectroscopy is from 300 nm to 800 nm. The dispersed spectrum is amplified and detected by the I-CCD, which can be electronically gated on the nanosecond time scale. The sky background light can thus be suppressed during daytime measurements. Usually a long-pass filter is employed before the OMA to suppress the strong backscattering of the elastic light.

3.3.3 Ecological studies

Water monitoring

As an important part of the ecological research, hydrological monitoring using ship- or airborne LIDAR systems have been performed for a long time. Initial work was much focused on laser
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bathymetry [95] directly towards shallow water depth measurements using elastic backscattering. Fluorescence measurements, in addition, are later demonstrated to be able to supply more information to evaluate water quality. As an example, Figure 3.29 schematically shows how the mobile LIDAR system is used to analyze the fluorescence signatures from remote water samples, with a distance of about 50 m. The fluorescence LIDAR facilities described above are contained in the truck cabinet, and the excitation laser beam is turned by an extra plane mirror and illuminates the water samples, which in real applications, can be natural water resources like rivers, lakes and oceans. Here, an aluminum container is used to avoid interfering fluorescence. The fluorescence signal is coupled back to the bus and analyzed by the OMA system.

Figure 3.30 shows two fluorescence curves corresponding to two different water samples when the excitation light is at 355 nm. The measurements were performed at the Zijingang Campus of Zhejiang University in Hangzhou. The Raman scattering, with a Stokes shift of about 3400 cm\(^{-1}\) for the O-H stretch vibration mode of H\(_2\)O, can be seen from both water samples. Such a Raman peak at 404 nm can be used for normalization of the fluorescence spectrum. The broadband fluorescence signal peaking at blue-green wavelengths from the lake water is related to the dissolved organic matter (DOM), which has very low concentration in the drinking water, and hence is absence in the spectrum in (a). The weak but clear peak at around 690 nm presenting in (b) is due to the chlorophyll, which is present in all algae.

Information of this kind can even be obtained in a range-resolved way, by simply setting the detecting gate on the OMA with different delays. From range-resolved signals of DOM and chlorophyll, the water quality at different depths can be evaluated [96]. And since the Stokes shift is temperature-related, the Raman signal has been used to deduce temperature information at different water depths [97].

Vegetation monitoring

Vegetation is a main object of air- and satellite-borne remote sensing. Passive optical remote sensing recognizes vegetation types using the absorptive/reflective properties of leaves. Laser-induced fluorescence can supply additional information to find minor differences among different vegetation types. In Figure 3.31, (a) and (b) show remote LIF spectra of a tea bush (Long Jin type, Hangzhou, China) located at a distance of 50 m, compared with those of packeted teas ((c) and (d)) that were measured inside the LIDAR laboratory using basically the same excitation laser and spectrometry (OMA system). From (a) and (b), one can see that 100 shots averaged signal within 5 s clearly shows the fluorescence properties, and the signal-to-noise ratio (SNR) improves after 1000 shots of
average within 50 s, which is principally non-limiting for such static targets. At wavelength 690 nm and 735 nm, two fluorescence peaks are related to chlorophyll. The peaks grow as the concentration of the chlorophyll in the leaves increases, but since the 690 nm peak occurs at a wavelength where chlorophyll absorbs, the intensity of this peak will be suppressed if the concentration increases further. Therefore, the ratio between the two peaks can be used to deduce the chlorophyll concentration. The packeted teas present higher intensity at 690 nm since the chlorophyll were partly destroyed during the drying treatment, and black tea contains less chlorophyll than green tea, as would be expected. The fluorescence peak in the blue-green wavelengths is due to the accessory pigments and the leaf wax, which is also largely removed during the tea-fabrication process. Furthermore, studies [98] show that environmental stress can influence the shape of the fluorescence spectrum that provides complementary information to data obtained in reflectance measurements using, e.g., passive optical remote sensing methods.

**Insect monitoring**

The movements and migration status of insects are of great importance for understanding, e.g., biological topics like genetic spread, and environmental topics like global warming. One most common
method now used by biologists is to release dye-marked groups into a natural environment and later to collect the marked individuals at another population after a period of time. Obviously it is time-consuming and low efficient. A fluorescence LIDAR provides an opportunity to analyze the live flying insects in a remote way requiring no collecting action, by setting the laser beam in the open air where insects appear frequently or on the way that the migrating insects must pass through. The spatial scanning and range resolving abilities of the LIDAR system can help to map out the distribution of insects in wide spaces.

Figure 3.32 shows a test-range experiment for remote insect measurements. The insect samples are fixed by thin, non-fluorescing metal wires and attached on a building roof 50 m away. Fluorescence curves are measured by the OMA with excitation laser at 355 nm, and shown in Figure 3.33. (a) to (d) show the signals from a type of moth, *Spodoptera Litura* (with individual
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Figure 3.34. (a) Setup for test-range measurements, and corresponding range-resolved signals of the three channels, from two serially-placed damselflies marked with different dyes (Coumarin 102 and Rhodamine 6G) [Paper V]. (b) The fluorescence spectra of the two dyes used in the test, with excitation wavelength at 355 nm. The dashed line indicates the cutoff wavelength of the dichroic beam splitter [Paper IV].

size of about $5 \times 5 \text{ mm}^2$) which are dusted with dyes of Comet Blue, Stellar Green, Lunar Yellow, and Nova Red, respectively. These dye powders are from Swada Inc., regularly used by biologists for dispersal and mating studies (see, e.g. [23]), and have been tested to not harm the insects. Clearly the fluorescence signatures corresponding to different dyes are presented at correct wavelength ranges, indicating that many insect types can be coded by dyes/dye-combinations and easily recognized by the fluorescence LIDAR. Moreover, even the auto-fluorescence of the insects, at the blue-green wavelength range, can be seen by the sensitive detection system. They are partly presented in (b), (c), (d), and especially in (e), where an insect without dye dusting is measured. The auto-fluorescence signatures contain sufficient information to recognize species for some insects. For instance, we have reported in Paper IV that the sexes of damselflies can be distinguished using their auto-fluorescence signals. Figure (f) shows the validity of the technique to small insects. The signal of a small moth (*Nilaparvata lugens*) with size of about $1 \times 3 \text{ mm}^2$, which is dusted by blue dye, is clearly shown.

Different from static targets such as water or vegetation, signal averaging is not realistic for flying insects in field experiments. The detection system has to be sensitive enough to obtain information within a single laser pulse. Therefore, the three-PMT system described above is employed together with the light distributing scheme that consists of several mirrors and filters. In addition, the PMTs record reflection signals in the time domain and hence can realize range-resolved measurements. The top of Figure 3.34(a) shows such a demonstration at the test distance of 60 m, in Lund, Sweden. Two dead damselflies marked with different dyes (Coumarin 102 and Rhodamine 6G) were placed with 20 m separation in the laser path. The single-pulse reflection that bursts from the damselflies were then recorded by the three-PMT systems, as shown at the bottom of Figure 3.34(a). Obviously, the intensity (ratio) of the two fluorescence bands are different for the damselfly positioned at a closer distance, which is marked by Coumarin 102, a bluish dye, and the other one at a larger distance, marked by Rhodamine 6G, which is reddish. The fluorescence spectra of these two dyes for 355-nm excitation are shown in (b), with the cut-off wavelength of the dichroic beam splitter marked with a dashed line. The above tests indicate that the fluorescence signature from a single LIDAR pulse is sufficient to distinguish damselflies marked with different dyes, which is encouraging for studying flying damselflies in their natural habitats.

Based on the above techniques, the Lund mobile LIDAR system performed insect measurements at the Klingavallså river, Veberöd (55°38’ N, 13°29’ E), in southern Sweden, during two weeks (June, 1-7 and 24-30, 2009). Three geometrical arrangement close over the river surface were set up and the damselflies in the laser beam were
3.3.3 Ecological studies

Figure 3.35. Some bird samples

Figure 3.36. The scatter plots show possibilities of bird-species classification using fluorescence LIDAR, with excitation wavelength at 355 nm (a) and 266 nm (b), respectively [Paper VI].

measured and counted. Histograms of distribution in time scale and spatial scale were obtained based on a large amount of data. Particularly, groups of damselflies that were captured from other populations and dusted with different dye powders were released to the local environment, and measured continually in later days. Their performance are greatly interesting and have induced many discussion from the collaborating biologists. The research work is published in Paper V.

Bird monitoring

During the Swedish campaign of measuring insects in the natural field, the fluorescence signals of flying starlings (*Sturnus vulgaris*) were recorded unintentionally. Considering the difficulties of observing birds during night time, which, however, is a perfect condition for fluorescence LIDAR, we realized and demonstrated that remote classification of migrating birds could be an ideal application of the technique.

To explore such a feasibility, 26 bird samples (partly shown in Figure 3.35) from the Lund University Zoological Museum were moved in and out of the light beam to simulate flying birds. Figure 3.36 presents the scatter plots using signal intensities of the three channels, with 355 and 266 nm excitations, respectively. Auto-fluorescence from the different feathers is believed to contain enough information for distinguishing. Here, the x-axis corresponds to the color of the fluorescence; redder signal turns up to the right and bluer to the left. The y-axis corresponds to the strength of the fluorescence compared to the elastic signal. Each analyzed echo is shown as a small marking and since the specific
bird species are known in this experiment, they are given a particular appearance. If a good separation is seen between species in the plot, different kinds should be discernable with the help of their fluorescence.

355 nm illumination was used in the first feasibility test in the field due to the reason that the flying starlings were recorded with this wavelength. Since birds have a UV-vision band in this region, 266 nm light is a preferred wavelength for eye safety reason of the birds. The tests at 266 nm on the museum samples were performed at the docking position of the LIDAR system in Lund. The separation of the bird species in the case of 266 nm illumination is not very prominent, mainly due to a temporarily poor performance of the laser system. The results in the case of 355 nm illumination are, however, much better and demonstrate the method potential.

A full scale field experiment at the Kullaberg National Reserve has been performed. 266 nm excitation was employed and a third fluorescence channel was added for increased discrimination [99].
Tunable Diode Laser Absorption Spectroscopy

Tunable diode laser absorption spectroscopy (TDLAS) has been proven to be a very successful tool for gas analysis [44–47]. Most practices of such a technique are carried out for trace gas measurements in free space. One typical operational mode is as shown in the top right of Figure 2.6 in Section 2.2. The integrated absorption along the light path is measured, and principally, air sampling is not required during the operation. Sensitivity, which determines the minimal detectable signal, is a key goal to consider when developing a TDLAS method. By modulating the diode laser through the applied driving current, the noise level at the detector can be dramatically suppressed at high frequency and a minimal detectable absorption as low as $10^{-7}$ can be realized [46]. TDLAS is thus a sensitive remote technique that can accurately quantify trace-gases/pollutants in the atmosphere.

In Section 4.2 of this chapter, we propose a new method to suppress the detector noise and improve the sensitivity of TDLAS in contrast to modulation techniques. A balanced interferometer is constructed to produce a zero-level background, on which a increasing signal corresponding to the absorption information is detected. Similar to other zero-background spectroscopic techniques such as laser-induced fluorescence spectroscopy [48] and photoacoustic spectroscopy [50], high sensitivity can be expected from proof-of-principle experiments carried out in the laboratory. In addition, the complementary improvements of the technique in real-world applications are considered and discussed with experimental demonstrations and theoretical analysis. Related techniques and research results are published in Papers VII and VIII.

Further, in Section 4.3, the TDLAS technique is extended to analyze free gases contained in porous scattering media; called GAs
in Scattering Media Absorption Spectroscopy (GASMAS). Studied samples of the technique include polystyrene foam, wood, fruit, and even human sinus cavities [53–58]. In this chapter, measurements of the concentration variation of oxygen and water vapor in sealed food packages are described. Obvious difference can be found after exposing the food to ambient environment by performing perforations on the packages. The research proves that GASMAS can be an ideal technique for food monitoring without destroying the packages. Such applications are published in Paper IX; while Paper X reported another application, clinical monitoring, of the GASMAS technique.

In GASMAS measurements, the absorption signal is enhanced by the massive scattering, which increases the effective absorption path length dramatically. However, on the other hand, the propagating paths of photons are not as defined as in free-space measurements. A reference gas with well-known concentration is required to be measured in order to compensate the absorption length and deduce the concentration of another gas under test. Or otherwise, a LIDAR technique could apply simultaneously to gather diffusive scattering and pathlength information. Instead of using pulsed light, we demonstrate that a wavelength-modulated diode laser can realize the same function using a heterodyne technique. The combination of the technique with GASMAS measurements is discussed at the end of this chapter. Such a heterodyne technique is published in Paper XI.

4.1 Background knowledge

4.1.1 Gas absorption spectrum

When the electromagnetic radiation passes through a material, the frequency that fits the gaps between certain energy levels of the molecule (see Figure 4.1) will be absorbed, by exciting the electrons at the lower energy level to a higher one. The absorption spectra consist of discrete lines containing information of molecular structures. As illustrated in Figure 4.1, the energy gaps between two electronic, vibrational and rotational states correspond to UV-visible light, IR light, and microwave, respectively.

Different from solid/liquid molecules, which present broadband absorption spectra due to interaction among the molecules, the spectra of free-gas molecules, however, are constituted by many narrow absorption lines, corresponding to the possible energy transitions. As an example, the absorption spectrum of gaseous oxygen at around 760 nm is shown in the top of Figure 4.2. In the lower part of the figure, one specific absorption line, R11R11, is plotted considering different broadening mechanisms, mainly for two reasons. One is called thermal Doppler broadening which is due to the random movements of the molecules depending on temper-
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Figure 4.2. Top: the absorption spectrum of oxygen at wavelength of 760 nm. Bottom: calculated absorption line (R11R11) with different broadening mechanisms, when the environmental pressure and temperature is 1 atmosphere and 296 K, respectively.

ature. This broadening effect is described by a Gaussian profile. The other is called pressure broadening due to the collisions between gas molecules and is described by a Lorentzian profile. The combination of these two effects can be calculated by convolution into a Voigt function. With the environmental pressure and temperature of 1 standard atmosphere and 296 K, the pressure broadening dominates over the Doppler one. The integrated absorption intensity across the absorption line is proportional to the product of the concentration of the gas and the optical path length, through the Beer-Lambert law.

4.1.2 Diode laser

A diode laser is based on semiconductor materials and the physics behind is quite different from other laser types. The voltage applied on the strongly doped p- and n-semiconductor materials forces the electrons as well as holes into a transition region between them. The recombination of the electrons and the holes induces stimulated light emission, with photons oscillating in a cavity formed by the polished surfaces between the semiconductor and the air.

The diode laser is a type of compact, cost-effective light source, and has been widely applied in for instance CD player, laser pointers and bar code readers. These diode lasers are based on Al$_x$Ga$_y$As material, and the wavelength is around 800 nm at room temperature. Recently, with the fast development of semiconductor materials, the lasing wavelength of diode lasers can (non-continually) cover the wavelength range from deep UV (around 300 nm) to IR (several tens of micrometer). It is also possible to operate diode lasers in a single longitudinal mode, by employing periodical structures, such as a diffraction grating, for mode selection. Distributed feedback (DFB) lasers, vertical-cavity surface-emitting lasers (VCSELS) [100, 101] and quantum cascade lasers (QCLs) [102–104] are especially interesting for spectroscopic applications due to their narrow line-width and wavelength tunability. Coarse tuning is performed by thermo-electric changes of the junction temperature, which alters the band gap and index of refraction, while swift scanning over small spectral region is achieved by current ramping.

The diode laser is an ideal light source for remote sensing. Firstly, the diode laser does not need calibration and maintenance during the long term of running. Secondly, the energy efficiency of diode lasers is extremely high and battery-operation is possible for measurements carried out, e.g., in field work. Thirdly, the driving and temperature controlling electronics for diode lasers are relatively simple. Fourthly, dependable measurements are possible without complicated optical alignments.
4.1.3 Sensitivity

Tunable diode laser absorption spectroscopy (TDLAS) has been proven to be very successful for gas analysis and especially for trace gas measurements in the atmosphere [44–47], where the minimum detectable signal is required to be as low as $10^{-6}$ or $10^{-7}$. The signal-to-noise ratio (SNR) of a TDLAS, which determines the minimum detectable signal, can be generally expressed as

$$SNR = \frac{kI}{\sqrt{(N_s I)^2 + (\beta \sqrt{I})^2 + N_t^2}}$$ (4.1)

$I$ is the intensity of light arriving at the detector and $k$ describes the absorption signal. $N_s I$, $\beta \sqrt{I}$, and $N_t$ are the laser source noise, the detector quantum noise and the detector thermal noise, respectively.

Equation (4.1) can be improved by increasing the signal intensity in the numerator, or decreasing the noise terms in the denominator. For instance, White cells or ring-down cavities largely increase the optical path length and can thus enhance the absorption signal ($k$) and improve the SNR efficiently. On the other hand, since the noise term $N_s I$, which dominates at low frequency, can be suppressed efficiently by going to high frequencies ($N_s I \propto 1/f$), modulation methods are effective to improve the SNR of a TDLAS. Wavelength modulation and frequency modulation are two typical ways for suppressing the laser source noise to be less than the quantum noise, and quantum limited measurements can thus be realized [46]. The advantage of a quantum limited measurement is that the SNR can be continually improved by increasing the light intensity $I$. Combining external-cavity-enhancement technique and modulation techniques, sensitivity as high as $10^{-12}$ is in principle feasible for noise-immune cavity enhanced optical heterodyne molecular spectroscopy (NICE-OHMS) [47].

In the following text, the wavelength modulation technique is utilized in Section 4.3, and will be discussed in details, while in Section 4.2, a method operating the TDLAS on a zero-background is proposed and proven to be able to improve the systemic SNR in another way.

4.2 Zero-background TDLAS

4.2.1 Working principle

Several zero-background spectroscopic techniques can be mentioned before we discuss the zero-background TDLAS. Laser-induced fluorescence (LIF) spectroscopy produces a signal when the laser frequency is tuned to the molecular absorption line. This
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Figure 4.3. (a). Schematic diagram of zero-background TDLAS; (b) the principle for forming the zero background, adapted from Paper VII.

A technique is sensitive enough to track a single ion or atom [48, 49]. Similarly, in photo-acoustic spectroscopy, the acoustic signal appears when the laser wavelength matches an absorption line to excite the molecules [50]. Another prominent example is polarization spectroscopy [51], where a crossed polarizer placed in front of the detector will normally block out the linearly polarized laser light background. Only at the line center the polarization plane is rotated by the polarized sample and a signal occurs from zero-background providing a higher sensitivity compared with standard saturation spectroscopy [105]. In the above techniques, a spectroscopic signal \( I_s \) rises from a zero or low background. The SNR of such zero-background techniques is described by

\[
SNR = \frac{I_s}{\sqrt{(N_s I_s)^2 + (\beta I_s)^2 + N_t^2}} \tag{4.2}
\]

Here, a high SNR can still be obtained even if \( N_s I_s \) \((N_s \ll 1)\) dominates in the absence of high-frequency modulation. Most importantly, the small quantity \( I_s \) now replaces the large quantity \( I \) in Equation (4.1) when measuring small signals. This explains why zero-background spectroscopies are usually with high sensitivities.

Getting inspired from excellent performances of the above spectroscopic techniques operating on zero background, here we create a background-free signal from the absorption information for normal TDLAS techniques, using a method different from those discussed above. As shown in Figure 4.3(a), a fiber-optic Michelson interferometer is employed in a destructive interference mode to form a zero output intensity, which constitutes the background at the detector for the spectroscopic signal to be recorded. It is worthwhile noting that fiber-optics is not necessary for the proposed technique, thus making it also suitable in the IR region, where fibers are not readily available. When the optical path difference (OPD) of the two arms is adjusted to zero, and the polarization statues and the light intensities of both arms are adjusted to be the same, the light intensity will be very low at the detector in the absence of gas absorption. When the gas absorption occurs in one arm, such a balance is perturbed and an non-zero signal \( I_s \) is detected by the detector,

\[
I_s = \frac{1}{4} P (1 - k \sqrt{1 - A})^2 \approx \frac{1}{4} P \left(\frac{1}{4} k^2 A^2 + k \delta A + \delta^2\right) \tag{4.3}
\]

Here \( P \) is the laser power, \( A \) is the gas absorption, \( k (0 < k < 1) \) is a balance factor for intensities of the two interfering light beams, and the unbalance factor \( \delta \) is defined as \( \delta = 1 - k \). It is worthwhile noting that \( \delta \) has an amplification function similar to the bias angle \( \theta \) in a polarization spectroscopy [51]. A non-zero \( \delta \)
4.2.2 Real-world application considerations

Destructive interference

As discussed above, one key property of the zero-background TDLAS is that the interferometer works in a destructive mode, which produces a zero/very low background. However, such a magic status is very hard to passively keep, especially in real-world remote applications, where the sensing arm integrates a long-path of absorption; e.g., in differential optical absorption spectroscopy (DOAS). The turbulence of the atmosphere or the temperature-induced variation in the refractive index, as well as the mechanical instability, can easily turn the destructive interference into a constructive one, by changing the optical path lengths of the interfering arms with half wavelength. Therefore a close-loop controlling design on the mirror position in at least one arm is necessary to actively compensate the instabilities described above.

The proportional-integral-derivative (PID) controller is known to be the most commonly used feedback controller, which can swiftly adjust the target output to the setting point without knowing the underlying process. Such a function can be realized in either hardware fashion or software fashion, and the cost is low due to the mass production of general electronic devices. For the above reasons, we choose a PID controller as the key component in our close-loop controlling scheme. We realized that the interference signal at the detector can not directly work as the feedback for the PID, since the aim is to optimize the light intensity at the detector to be lowest as realizing the destructive interference, while the PID controller, if the sign of parameter I stays the same, principally can work only when the response function performs in one direction.

To solve this problem, Figure 4.4(a) shows a design containing a lock-in scheme. The output signal from the PID controls the horizontal position of the mirror through a piezo-electric transducer (PZT), after being amplified by a PZT driver. A perturbation signal from the oscillator of a lock-in amplifier is superimposed onto the controlling signal, and the responses of the interferometer can be seen from the top of Figure 4.4(b) at different mirror positions.
When the mirror position is controlled at the destructively interferometric position (2), the oscillating part of the detected light is very low, while when the mirror moves towards both sides (position 1 and 3), the oscillation increases in intensity but with phases different by 180 degree, which decides the sign of the signal output from the lock-in amplifier, as shown in the middle of Figure 4.4(b). Such a signal feeds back to the PID, where the target function is set to be zero, and the controller will automatically adjust the mirror to position 2, where the destructive interference is realized.

The feedback controlling system shown in Figure 4.4 was constructed, and good performance was obtained. A lock-in amplifier (EG&G\PARC, 5209) containing an internal oscillator was employed, and the frequency of the perturbational signal (sinusoidal waveform) was set to be 9 kHz. The PID controller is from Stanford Research System Inc. (SRS, SIM960), with a bandwidth of 40 kHz, which is sufficiently fast for compensating environmental instability (usually less than 1 kHz). The PZT driver (Thorlabs, MDT690) can transfer the controlling signal (0-10 V) into a driving voltage (0-150 V). The obvious difference of the light intensity at the detector between situations with and without feedback controlling is shown in Figure 4.5, where the curve is normalized to the maximum value. From 350 s to 550 s, when the control is applied, the destructive interference is stably maintained with the light intensity at the detector being lower than 0.5% of the maximum light intensity when constructive interference is achieved, in the time period when no control is applied. From the bottom figure, where the details of the curve from 400 s to 500 s are shown, the residual light intensity, ca. 0.43%, can be seen due to the non-zero unbalance factor in a real world. The fluctuation of the curve is better than 0.025%, which shows the success of the controlling system.

Unbalance factor

From Fig. 2. of Paper VII and Equation (4.3) we noticed the signal intensity is amplified by the unbalance factor of the interferometer, which indicates, on the other hand, any minor variation of the interfering structure can induce an obvious instability on the result. In measurements, as generally understood, the intensity difference between the signal peak \(I_s(A)\), corresponding to the absorption dip; see Figure 4.3) and the background \(I_s(0)\), where the absorption is zero) is used to estimate the absorption induced by the gas. However, as can be seen from the curves shown in Fig. 2. of Paper VII, the problem originates from the dependence of the responsivity on the unbalance factor. The same external absorption induces a higher signal with a larger unbalance factor. The structure degrading in the sensing arm will make an over-estimate of the pollutant concentration. It is especially serious when the external...
absorption ratio is small. For instance, when the absorption under test is 0.001, a degrading of $\delta$ from 0.001 to 0.002 could induce a factor 1.8 of increase in the signal. It is almost impossible to avoid such minor degrading in real-world applications, especially for remote cases. Either instability of mechanics or dust and dirt on optics can easily destroy the measurements in absence of frequent calibrations. Therefore a different method for signal extraction is required.

We realize that, if the unbalanc factor is artificially modulated at a certain frequency, with a stable amplitude, the absorption signal will appear at the modulation frequency and be amplified by the modulation amplitude instead. The variation of the unbalanced factor induced by the structure natural degrading will show ignorable influence at the modulation frequency. Importantly, if the modulation amplitude is controlled to be reasonably small, a close-to-zero background can still be kept. Modulation can further suppress the noise by going to high frequency, but it is not discussed here.

Figure 4.6 shows one possible scheme to realize the above technique. A modulator that can accurately control the modulation amplitude ($\alpha$) is inserted in the reference beam. Therefore the light intensity $I_s$ at the detector is consequently modified as,

$$I_s = \frac{1}{4} P(\sqrt{1 + \alpha \cdot \cos(2\pi ft)} - k\sqrt{1 - A})^2,$$

where $f$ is the modulation frequency and $\alpha (\alpha \ll 1)$ is the amplitude. The signal at the modulation frequency can be approximately expressed as

$$I_s^f(A) - I_s^f(0) \approx \frac{1}{4} P\left[\frac{1}{4} \alpha k A + O(A^2)\right]$$

Comparing Equation (4.5) with Equation (4.3), the amplification coefficient is changed from the unbalanced factor $\delta$ to a stable modulation amplitude $\alpha$. The modulation-version system is thus expected to be more stable than the non-modulated one. From Equation (4.5), one can calculate that when the unbalance factor degrades from 0.001 to 0.002 (balance factor from 0.999 to 0.998), the signal only changes 0.1%.

### 4.3 Gas in scattering media absorption spectroscopy

#### 4.3.1 Principle and technique

The TDLAS is well known for gas tracing in free space, but is new for measurements of gases contained in turbid scattering media. Lund University has demonstrated it feasible by analyzing the
weak light that leaks from the sample after massive scattering [52]. Figure 4.7(a) shows two possible arrangements of transmission and reflection modes, depending on the scattering material and practical measurement conditions. The spectrum of the diffused light consists of a broad background due to the solid/liquid attenuation and sharp structures due to the gas-molecule absorption. From such fingerprints, the gas types can be recognized and the concentration can be evaluated from the absorption intensity. The technique is therefore named GAs in Scattering Media Absorption Spectroscopy (GASMAS).

Oxygen and water vapor are two typical gases measured in scattering media. Oxygen is present with 21% in natural air while the saturated water vapor pressure only depends on the temperature in a sealed environment, which is usually valid for GASMAS applications. Through studying the concentration of them, the activity of the isolated local environment as well as its interchange with the external atmosphere can be well understood. Oxygen and water vapor are measured at wavelengths of 760 nm and 935 nm, respectively, for many practical reasons. Firstly, diode lasers with sufficiently narrow linewidth are commercially available at these wavelengths. Secondly, scattering media under test, which are frequently bio-materials, present a transparency window considering the absorption of haemoglobin at wavelength shorter than about 630 nm, and of liquid water at wavelength longer than 1.4 µm. Thirdly, sensitive detectors, including PMTs and semiconductor photodiodes, are available for the wavelengths.

Due to the weak absorption of both gases at the indicated wavelengths, modulation of the light source is necessary to enhance the system sensitivity. Wavelength modulation is a well-developed tool for TDLAS by sinusoidal modulating the laser wavelength during the linear scan, and detecting at harmonics of the modulation frequency (the second harmonic, 2f, is a common choice). A portable system for gas analysis in different scattering media has been developed at Lund University and measurements have been carried out on various porous materials including polystyrene foam, wood, pharmaceutical tablets, human sinus cavities and packaged food. Food package monitoring based on GASMAS technique is particularly discussed in this section, as an important part of the environmental monitoring from general understanding.

It is worthwhile mentioning that the effective path length of the scattered light is not defined in the GASMAS technique and the absolute concentration of the gas is hard to extract using the Beer-Lambert law. Nevertheless, it is possible to know the concentration of the oxygen if the water vapor, the concentration of which is well known from the temperature in the sealed environment, works as a reference gas to calibrate the scattering path length that is assumed to be close/related at the two wavelengths. As described in Section 3.2.4, the LIDAR technique can accurately
define the effective pathlength of photons that diffuse in scattering media. Although diode lasers can hardly be pulsed with high energy, it is still possible to obtain the photon distribution in the time domain, by statistically counting the delays of single photons captured by a sensitive PMT [106, 107]. In Section 4.3.3, differently, we demonstrated that the diffuse path of light in scattering media can also be assessed in the frequency domain, by linearly modulating the laser wavelength, which is very simple for a diode laser. With pathlength information obtained by such techniques, the absolute concentration of the gas contained in scattering medium can be measured.

The GASMAS system developed by the Lund research group is a fiber-based dual-beam system based on coherent sampling and digital wavelength modulation spectroscopy (dWMS). A schematic of the instrumentation is given in Figure 4.8. Two pigtailed DFB diode lasers (Nanoplus, Germany) are employed for oxygen and water vapor detection, by running at wavelengths of 760.445 nm and 935.686 nm, respectively. Through a 1:1 fiber coupler, the two laser beams merge into one, which is later split by a second coupler into 90%, as the sample arm, and 10%, as the reference arm, respectively. The scattering medium is placed in the sample arm for gas analysis; while in the reference arm, the fiber end is very close to the detector so that only the interference pattern originating from optical components can be measured, without containing any gas absorption signal. The detectors are two photodiodes (S3590-01, Hamamatsu), and the detected signals are amplified by two current-voltage amplifiers (DLP-200, FEMTO Messtechnik, Germany) and recorded at the analog input terminations of a PCI-board DAQ equipment. The analog outputs of the same board are used to generate the modulation waveforms for both lasers, through two diode laser drivers (06DLD103, Melles Griot). The modulation waveforms consist of a 5-Hz triangle waveform and a sinusoidal waveform with frequency of 9015 and 10295 Hz, respectively, for the oxygen and water vapor lasers. In this way, the signals corresponding to the two gases can be distinguished in the frequency domain. More details of the system are described in Paper X.

An example of acquired raw data from the sample arm, $u_s(t)$, and its corresponding Fourier spectrum are shown in Figure 4.9. One can see that the $1f$ components are dominated by residual amplitude modulation (RAM) of the diode lasers, while the $2f$ harmonic signals are used in detection for baseline-free property and good SNR. In contrast to conventional WMS, where a lock-in amplifier is used to monitor a single frequency channel, dWDM simulates the lock-in function in a digital way. As introduced in [108], the $2f$ harmonic signal in the frequency domain is filtered out by a bandpass filter, down converted to zero frequency, and transferred into the time domain again through an inverse
Fourier transformation. Typical 2f WMS signals are, for instance, shown in Figure 4.10. In case when the absorption signal is weak, the interference pattern induced by the fiber devices etc. can degrade the SNR, and make the measurement impossible. For this practical reason, the signal from the reference arm, which does not include any gas absorption but only shows the interference pattern, is recorded simultaneously. After removal of such a background, the signal of the sample arm, shown as black curves in Figure 4.10, is used to fit a ‘standard’ WMS signal (shown as red curves) which is recorded for a strong and well-known absorption beforehand, e.g., from the measurement shown in Figure 4.9. Using a specific fitting algorithm, the absorption signal is deduced as equivalent pathlength ($L_{eq}$). Details of the above-mentioned signal process method can be found in [109]. For even better SNR, which is required in, e.g., clinical studies, a much more comprehensive and effective algorithm is proposed in Paper X, by considering both real and imaginary parts in Fourier transformations.

### 4.3.2 Food monitoring

Using the above described instrumentation, both oxygen and water vapor are measured in scattering food samples including packaged minced meat, packaged bake-off bread and milk cartons, and the equivalent pathlengths of them are evaluated.
Minced meat

As shown in Figure 4.11, a meat package purchased in a local grocery store was measured over three days in the laboratory by the GASMAS technique described above. The minced meat was packaged in a tray of polystyrene foam, and covered by a transparent plastic film. The fiber-coupled laser light was injected through the plastic film, and the light passing through the meat and the tray was detected by the photodiode. In the data analysis process, the dWMS signal was averaged within 1 minute for each measurement, which was performed every 10 minutes. Since the meat package was freezeed before putting to a room-temperature environment, its temperature was monitored with a temperature logger (Picotechnology TH-03) during the measurement. In the experiment, we noticed that the temperature measured on top of the minced meat sample correlated with the one measured inside the meat, only with an offset as a difference. Therefore, the temperature inside the meat principally can be known by just measuring the top temperature, without invasion into the package.

The top of Figure 4.12 shows the obtained $L_{eq}$ values (dark circle marks) of water vapor in a minced meat package over time. The temperature measured inside a similar package is shown as dark curve in the figure, and the corresponding partial pressure is calculated through the Arden Buck equation [110] and presented in red, since the relative humidity is expected to be 100% in the closed volume. The sharp increase of the GASMAS signal at the beginning can be seen to originate from the temperature-dependence of the water vapor signal. In later measurement stages, the difference becomes obvious between the stable water vapor pressure (deduced from the temperature) and the slightly-increasing signal. This is attributed to the variation of the photon diffusing path, induced by the geometrical instability in the long term measurement. However, such a variation can be quantified by dividing the GASMAS curve over the pressure curve, see dark solid marks in bottom of Figure 4.12, and used for correction purpose in the oxygen measurement.

The $L_{eq}$ value of molecular oxygen in the minced meat package over time is presented as dark circles marks at the bottom of Figure 4.12. The data applied with path-variation correction are shown as red circles. From their exponential fits (dark and red curves, respectively), the correction effect can be clearly seen. With the path-variation removed, the red curve, as believed, presents the oxygen concentration in the package with better accuracy. The decrease of the curve over time, is interpreted as the minced meat consuming ambient oxygen by oxidation.
Bake-off bread

A plastic package containing eight buns of bake-off bread in a modified oxygen-free atmosphere was measured for 25 hours. The light was injected through the plastic film into one bun, and detected in a transmission mode at the other side of the package. Differently from the minced meat, the package of bake-off bread was all the time at room temperature. After around one hour of measurement, a hole of about 1 cm in diameter was made in the package, resulting in air flowing into the package. The signal was measured for 24 further hours, with each measurement proceeding for 1 minute for average. The time-signal curve can be further (off-line) smoothed by averaging, e.g., 10 adjacent points over time of 10 minutes.

Experimental results for the bake-off bread are shown in Figure 4.13. At the dash dotted line in the inset, a hole of about 1 cm was made in the package. The very low values of oxygen before the puncture show the absence of such a gas, since the tight package stopped the penetration of external air. At puncture, an immediate change was observed for both oxygen and water vapor, since a path to the external atmosphere was open. The increase of the water vapor signal shows that a 100% relative humidity was
not present in the non-perforated package due to lack of water, not allowing saturation. However, water vapor was present in the non-perforated package since an initial value of 450 mm was measured. The time constant of the diffusion of molecular oxygen and water vapor into the bread bun was \( \tau = 211 \) min and \( \tau = 258 \) min, respectively, using an exponential fit.

**Milk carton**

As shown in Figure 4.14, even the headspace of a milk container, made of white and red paper of 0.5 mm thickness, can be monitored by a GASMAS technique. The laser light was injected through one paper surface and detected at the opposite surface. As indicated in the figure, multiple passages of the laser beam due to the scattering result in a larger signal than corresponding to the physical geometry. In the total 60 minutes of the measurement, a small hole of about 2 mm diameter was open at around 30 minutes.

Results for water vapor and molecular oxygen from the measurements over time are shown in Figure 4.15. As the package is perforated an offset in the water vapor and oxygen signal is seen. Under the perforating process small displacements of the detector and injecting fiber are noted, which can provide an explanation for the offset. Small displacements of especially the injecting fiber can give effects on the path length of the detected light. The ratio of the oxygen and water vapor signals is presented and keeps stable over the whole investigation. A 100% relative humidity is expected since the large wet surface fully moisturises the gas in the head space in spite of the ventilation. The stable ratio suggests that the oxygen concentration in the headspace in the milk carton was the same as in the ambient air.

### 4.3.3 Path-length assessment

As indicated in the above descriptions, one advantage of the GASMAS technique originates from the massive scattering, which extends the effective absorption pathlength as a White cell does, while, on the other hand, such an extension is not defined and depends considerably on the scattering medium, and the geometrical arrangement of the illumination and the detection. A slight perturbation during the measurement could change the light propagating path in the medium and hence influence the experimental results. Such effects have shown up in the measurements on the minced meat and the milk carton in the above subsection. In both cases, the saturated water vapor is used as a reference gas for pathlength calibration, which is rough since the scattering paths of these two widely-separated wavelengths (760 nm and 935 nm) are not exactly the same.
To solve the problem, the path-length of photon propagating in scattering media is required to be evaluated. A straightforward method is a LIDAR-fashion technique, where the sample is illuminated with short-pulse light, and the photons that appear at the detector are counted by time of flight, as shown in Figure 4.16. The extended tail in the recorded curve is due to the scattering events, and can be used to evaluate the average pathlength of photons that propagate through the sample. Such techniques have been reported in [53], to supply pathlength information for GASMAS measurements, and discussed in Section 3.2.4 and Paper II, as well, for gas analysis combining the differential absorption technique. The above-mentioned equipments employ Q-switched high-power solid-state lasers, but considering the cost and convenience of operation, diode lasers clearly have great advantages. For instance, the path-length evaluation and the GASMAS measurements are possible to be combined into one instrumentation employing the same light source and detector. Diode lasers can work in pulsed mode with extremely high repetition rate although each pulse energy is relatively weak. Thus, transient digitizer techniques cannot be used for capturing time-resolved signals. Instead, a technique called time-correlated single photon counting (TCSPC) [106, 107] is frequently employed to generate a histogram of arrival times of individual photons at the detector, a PMT which is cooled down to reduce dark current counts. Fast electronics matching the pulse width of the laser source are required.

Another method to utilize diode lasers for path-length analysis in scattering media is called the frequency modulation continuous wave (FMCW) method, and has been presented in Paper XI. The idea is inspired from the application of the FMCW technique on range finding in free space [111] or fiber network [112], where single scattering is frequently assumed. We show that the extension to multiple scattering is straightforward by illustrating the schematic diagram and the working principle in Figure 4.17 and Figure 4.18.

As in the conventional FMCW technique, the frequency of the laser source is linearly modulated with, e.g., a triangular waveform. The modulated light is then separated into two beams, a reference beam and a probe beam. The reference beam passes through a well-known distance while the probe beam passes through an unknown optical path length. Both beams arrive at the same detector and interfere with each other. A beat frequency ($f_b$) proportional to the time delay ($\tau$) between these two beams will be induced in the detected signal (see Figure 4.18(b)). This specific frequency can be used to deduce the path length of the probe beam. In the case when the probe beam passes through a multiple scattering medium, the path lengths of the photons will show a distribution with an extended tail indicating the scattering information, in the frequency domain. With detailed theoretical analysis of the technique given in Paper XI, two conclusions can be drawn. Firstly,
Figure 4.18. Principle of analyzing photon propagation in the frequency domain [Paper XI].

Figure 4.17. Schematic diagram of the FMCW technique for path-length assessment in scattering media [Paper XI].

the measuring range is limited by the coherent length of the laser source due to the interference basis of the method. Second, the minimal resolvable optical path length (R) is determined by the frequency range of the modulation (Δf) through \( R \approx \frac{c}{\Delta f} \), where \( c \) is the speed of light in vacuum.

For demonstration, an experimental system was built according to Figure 4.17, with details described in Paper XI. Generally, a DFB diode laser, operating in a single longitudinal mode, was employed as the light source. By ramping the driving current (and hence the wavelength of the diode) with a triangular waveform, the optical pathlength information of photons passing through scattering sample can be analyzed in the spectrum of the signal recorded by the detector (PMT in the figure). When the driving current is ramped with a 10 Hz triangle waveform, and the tunable range of frequency of the diode is around 40 GHz, the spectral performance at the detector is about 3 kHz corresponding to 1 m of optical path length. The range resolution, according to \( R \approx \frac{c}{\Delta f} \), can be as high as 0.75 cm, however, degrades to around 3 cm in experimental tests due to Doppler broadening induced by mechanical instabil-
Compared with LIDAR-fashion techniques, which evaluate the optical pathlength in the time domain and require extremely short laser pulse and fast detection electronics, the advantage of the FMCW technique is obvious.

With the developed experimental setup, measurements were performed on different samples including a piece of normal printing paper (white, 100 µm thick), a tissue phantom (a 10 mm thick sample of gelatin containing ink as absorber, $\mu'_s = 6.9$ cm$^{-1}$ and $\mu_a=0.3$ cm$^{-1}$), and polystyrene foam (11 mm thick, $\mu'_s$ is ca. 30 cm$^{-1}$ and $\mu_a$ is ca. 0.001 cm$^{-1}$, respectively). Obvious differences can be seen in Figure 4.19. The thin white paper presents a narrow curve, which is limited by the systemic resolution 3 cm. In the tissue and the polystyrene foam, an extended tail, due to the multiple scattering, can be clearly seen. And as expected, the polystyrene foam presents stronger scattering than the tissue. As indicated in Figure 4.17, samples can be measured in both transmission and reflection modes. Measurements were also performed on polystyrene foam with different thicknesses (see $l$ in Figure 4.17) in the transmission mode, as well as in the reflection mode, where the illumination-observation distance ($d$) was adjusted. Encouraging results were obtained and have been published in Paper XI.

![Figure 4.19. Spectral responses for different samples. Curves are normalized to the maximum values [Paper XI].](image-url)
Chapter 5

**Fiber-optic Sensors**

Fiber-optic sensors, based on the optical fiber itself or other sensitive fiber devices, constitute an important division of sensor technology. It has been developed for half a century since the perfection of communication fibers in 1960s, by Charles K. Kao, who later won the 2009 Nobel Prize in Physics for his contributions. Specific advantages of fiber-optic sensors over others can be mentioned. For instance, fiber-optic sensors are electronically passive in measurements and with good immunity to electromagnetic interference (EMI). Many units of them are possible to be connected with communication fibers, and a sensor network with high geometrical flexibility can be formed. A single communication fiber is able to lead out all the sensing information from the sensor network, and the signal of each sensor unit can be detected and analyzed remotely. With such advantages, arrays of fiber-optic sensors are employed for remote temperature and strain monitoring in structures such as buildings, bridges, tunnels, etc. In this chapter, we will particularly discuss the fiber-optic sensor used for methane monitoring, which is critical for occupational safety in, e.g. coal mines, especially in Third World countries like China.

In Section 5.1, a very important candidate for fiber-optic sensor, the fiber Bragg grating (FBG), is introduced. The working principle of FBG sensors, and some interrogation schemes for such sensors are described. Further, in Section 5.2, a novel FBG-based methane sensor is proposed. A type of catalyst is employed to transfer information on the methane content in ambient air into heat, which is measured by the sensitive FBG device. The wavelength shift of the sensing FBG is later read out through a reference FBG, and high sensitivity (with minimal detectable signal of 64 ppm) is realized. Last but not the least, in Section 5.3, a low-coherence multiplexing scheme is applied on sensors with such double-grating structures, so that multiple methane sensors are
possible to be connected into one network that shares a common light source and detection system.

5.1 Fiber Bragg Grating (FBG)

5.1.1 Basics of FBG

Generally speaking, the fiber Bragg grating (FBG) is a periodic modulation of refractive index in the fiber core. Similar to a conventional diffraction grating, where the light with certain frequency (color) diffracts at a certain angle according to the grating equation, the Bragg grating in a single-mode fiber couples a narrow band of propagating light back into the counter-propagating direction, matching the resonance condition,

$$\lambda_R = 2 \times n_{eff} \cdot \Lambda$$

(5.1)

where $\lambda_R$ is the resonant wavelength indicating the central frequency of the reflection spectrum, $n_{eff}$ is the effective refractive index of the fundamental guided mode in the fiber core, and $\Lambda$ is the grating period. In contrast to the reflection spectrum, an attenuation dip presents in the transmission. The typical reflection and transmission spectra at the communication wavelength 1550 nm are shown at the bottom of Figure 5.1. According to Equation (5.1), the period of the grating can be estimated to be about 500 nm, by knowing that $n_{eff}$ is about 1.5 for the fiber-core material, SiO$_2$. Therefore the FBG is principally a nano-structure. Like the resolution of a diffraction grating, the width of the reflection band of the FBG is determined by the grating period number. For a grating with a length of 1 cm, the typical value is 0.1 nm.

An FBG is a narrow-band fiber mirror very useful for constructing fiber lasers and also passive components such as fiber etalons [113–115]. Meanwhile, FBG is also a filter with central wavelength tunable; both the grating period and the refractive index depend on the environmental temperature and the strain applied on the fiber. Such fiber filters are massively used now for uploading or downloading certain signal channels at specific wavelengths, in wavelength domain multiplexing schemes of fiber-optic communication [116, 117]. Another very important application of FBGs is constructing fiber sensors, which will be discussed in detail in the next subsection.

The first FBG was unintentionally fabricated by the Canadian scientist K.O. Hill in 1978 [61], when studying the nonlinear effect of a communication fiber. The 488 nm radiation from an Argon-ion laser was coupled into the fiber from one end, and interfered with the light reflected from the other end surface. After long-term exposure, the interference pattern induced a periodic change in the refractive index of the fiber core, i.e., the first FBG in the
world was created. Later, researchers found that the fabrication efficiency can be much improved by exposing UV light on the side of photosensitive fibers, where the core material is doped with Be and Ge, or treated in an environment with a high pressure (100 atmosphere) of hydrogen and high temperature (100 °C) [118]. The interference pattern can be produced by using two interfering laser beams with good coherence (like making a hologram) [119], or simply by employing a phase mask, as shown in Figure 5.2 [120, 121]. The phase mask is designed to suppress the zeroth order of the diffraction while enhancing the positive and negative first orders, the interference of which produces a periodic distribution of the light intensity on the fiber side, and the FBG can be formed in the fiber core. Clearly, the phase-mask technique achieves a dependable and repeatable way in fabrication, particularly since moderate requirements on light coherence allow robust and cost-effective pulsed excimer UV laser to be employed for fabrication. Therefore, the invention of the phase-mask technique made mass production possible and considerably promoted the FBG industry in the 1990s.

In Zhejiang University of China, the development of an automatic FBG fabricating system, shown in Figure 5.3, has been started by the author and his colleagues in 2003. Basically, a pulsed KrF excimer laser (248 nm; Tuilaser, Germany) is used as the light source, which can be well adjusted and focused on the fiber side, through some optics and a phase mask. A linear stage (Newport, USA) driven by a stepper motor, carries optical devices and can accurate position the laser beam along the fiber radial direction. An optical spectrum analyzer (OSA; ANDO AQ6317, Japan) was used to monitor the spectral performance while the grating grows. It is worthwhile mentioning that the laser and the step motor are well synchronized by a program, and repeatable fabrication can be realized by simply clicking one button on the software. The photosensitive fiber used in fabrication includes commercially available Be/Ge doped fiber (Fibercore, UK), or SMF-28 fiber (Corning, USA) which is treated with high-pressure and high-temperature hydrogen in a home-made container.

5.1.2 FBG sensors

FBG has proved to be very successful for fiber-optic sensing. As a single-point sensor, the resonant wavelength of a FBG is sensitive to the variation of the environmental temperature and the strain applied on the fiber, through Equation (5.1). The strain response arises due to both the physical elongation of the sensor (and corresponding fractional change in grating period, $\Lambda$), and the change in fiber index, $n_{eff}$, due to photoelastic effects, whereas the thermal response arises due to the inherent thermal expansion of the fiber material and the temperature dependence of the refractive index.
5.1.3 Interrogation schemes

For single mode fibers operating at communication wavelengths, typical responsivities of a FBG sensor to strain and temperature are around 1 pm/µε and 10 pm/°C, respectively. The temperature and strain information can be known by measuring the wavelength shift of the reflection spectrum of a FBG sensor. Use of wavelength detection gains the immunity of the signal to the light-intensity variation because of an unstable light source etc.

The statistics (Figure 5.4) of the 15th Optical Fiber Sensor Conference (Portland, USA, 2002) shows that research interests were specially paid on fiber gratings. When conventional electro-mechanical sensor systems slow down the market penetration of other fiber-optic sensors, the FBG sensors that have all the advantages attributed to fiber-optic sensors, however, win more success because of ease in realizing (quasi-) distributed sensing by employing wavelength coding. Many FBG sensors with different resonant wavelengths can be serially connected within one single fiber, and their signals can be collected, separated and analyzed in a central office remotely, by employing suitable interrogation and multiplexing schemes. Such FBG sensor arrays have been applied in, e.g., concrete structure monitoring in large-scale civil projects like bridges [123–127], stress monitoring on bodies of aircrafts and marine vehicles [128, 129], depth measurements [130] in streams, rivers, and reservoirs for flood control.

5.1.3 Interrogation schemes

In an FBG sensing system, the interrogation scheme is sometimes even more critical than sensors. Frequently, the interrogator decides the systematic performances such as sensitivity, dynamic range, multiplexing ability, etc. Different kinds of interrogation schemes for FBG sensor (arrays) are reviewed in the literature [62].

Since the physical quantities are measured through the wavelength shift of the reflection spectrum of the FBG, the interrogation schemes are principally spectroscopic techniques that quantifies such shifts. For instance, optical-grating-based spectrometers (where a CCD is usually employed for detecting the diffracted spectrum) or monochromator (where the spectrum is scanned by rotating the grating and a single detector is used) are two straightforward and effective tools to interrogate an array of wavelength-coded FBG sensors [131]. Similarly, the spectrum can also be scanned by using a tunable light source with narrow linewidth [132, 133]. Or otherwise, a narrow-band tunable filter can be used for scanning instead, when a broadband light source is employed [134]. By using a standard Fabry-Pérot etalon for wavelength calibration, the above two scanning methods have become the most commercialized schemes. In contrast to scanning the reflection spectrum point by point, a Fourier transform spectrometer scans one arm of the Michelson interferometer and recovers the
spectral information from the interference pattern. Such a technique has also been proved valid for FBG array interrogation [135], and the spectral resolution (or the system sensitivity) can be high if the scanning range is sufficiently large.

The choice of a specific interrogator depends on the requirements from real applications. Main considerations include the minimal detectable signal and the dynamic range of each single sensor, the multiplexing number of sensors, and the scanning speed of the system, etc. In Figure 5.5, an interrogation scheme with high sensitivity but limited dynamic range is presented. Somewhat different from the above-mentioned schemes based on spectral scan, here, an extra reference FBG (that is placed in a stable environment) is employed to read out the wavelength shift of the sensing FBG. When the reflection spectra of both gratings overlap perfectly, the light presents a maximum intensity at the detector, after being reflected twice by the two gratings. Any spectral mismatch will induce a decay in the detected signal, and the wavelength shift of the sensing grating can thus be measured. Such a simple passive interrogation scheme was firstly published in [136], and has been applied widely. Thanks to the narrow bandwidth (shape spectral slope) of both gratings, the responsivity of such a scheme is extremely high (see, e.g., CH$_4$ measurements in Section 5.2), but as a penalty, the dynamic range is limited. To improve this, the reference grating can be attached on a piezo-electric transducer (PZT), which is controlled by a servo circuit that always actively adjusts the reference grating matching the sensor grating. Through the voltage applied on the PZT, the shift of the sensor grating can be read out. In this way shifting the spectrum of the reference grating following that of the sensor grating, the dynamic measurement range is improved; however, the response speed of the system is much decreased. Such a reference-grating interrogation scheme can be extended for many FBG sensors, simply by employing multiple reference gratings in parallel.

5.2 FBG methane sensor

Methane is a very dangerous gas in coal mines. Occasionally, huge amounts of methane are produced and blast out during the mining operation. The risk of explosion becomes high if the concentration of methane increases above 5% in the local atmosphere. According to statistics, methane-induced explosion is responsible for 95% of coal-mine accidents in China, although according to Chinese law, all mining action must stop and all working staff must leave as long as the methane concentration is above 2%. Without any doubt, it is of great importance to develop a sensor system that can monitor many locations in a coal mine simultaneously, map out the gas diffusion in tunnels, evaluate the danger of accidents, and
5.2.1 Methane transducer

The above-mentioned single-point methane meter is based on a type of catalyst (see, e.g. [137]). When the catalyst is warmed up to a certain temperature by applying a current of several hundred mA, it can transfer the methane information into heat, which is then read out by a thermistor through a Wheatstone bridge circuit. Such an electronic methane meter has been successfully commercialized. The minimal detectable signal is about 0.1% within the measurement range of 10%. One main disadvantage of such a methane meter is that the electronic signal could be considerably disturbed by strong EMI from mining machines, when directly read out or through long-distance communication. Therefore, a sensor network is not easy to build.

Considering the advantages of FBG regarding EMI immunity, and in remote/distributed sensing, a FBG methane sensor is developed. The same catalyst with warming-up circuit is still employed. Differently, we utilize a FBG, instead of the thermistor, to read out the temperature information. The grating is fabricated by the system shown in Figure 5.3 using the phase-mask technique. The reflection spectrum is shown in the inset of Figure 5.6. Through some mechanical designs, the grating, attached closely to the catalyst, is packaged into a compact sensor head (see Figure 5.7). In order to test its performance, the sensor head is placed in a gas cell filled with well-mixed gas of CH\textsubscript{4} and air. The ratio between them are accurately controlled through high-accuracy flow meters. Meanwhile, a spectral analyzer (OSA) measures the reflection spectrum in real time when the methane concentration increases from 0 to 5%. Figure 5.6 records the obvious shift of the spectrum, since the local temperature around the FBG increases when the catalyst transforms the methane into heat. A slope of 0.051 nm/1% can be found from the figure, and a minimal detectable signal of 0.39% can be realized using such a spectral analyzer with a resolution of 0.02 nm.

5.2.2 Reference-FBG interrogation

In order to improve the systematic sensitivity (at least better than 0.1%), and considering the measurement range is not broad (less than 5%), the reference-grating interrogation scheme described above is an ideal method. Figure 5.7 shows the experimental setup that demonstrates the capability of such a scheme. The light-
emitting diode (LED) is a type of inexpensive light source with bandwidth broader than diode lasers. It has found many specific applications in field of optical sensing and measurement, with one example shown in Paper XV. Here a pigtailed LED with central wavelength at around 1550 nm works as a broadband light source. The broadband light passes through an optical isolator (avoiding reflected light back to the light source), a 3-dB fiber coupler, and a long section of communication fiber, before arriving at the sensing FBG. The reflected narrow-band light is coupled to the reference grating and reflected for the second time. The twice reflected light is then detected by a home-made power meter. Basically it is a photodiode with the signal amplified by two stages of amplification circuits. As illustrated in the middle inset of the figure, the reflection spectra of the sensing- and reference gratings are well matched, while the methane in the ambient air will induce a wavelength shift for the sensing grating, which is set close to the catalyst, but not for the reference grating, which is isolated. Such a spectral mismatch will induce an intensity decay at the detector and can thus be measured.

The experimental results are shown in Figure 5.8. When the methane concentration in the gas cell increases from 0 to 6%, the signal at the detector decays with an average slope of -0.783 V/1%. The top of the figure reveals that such a decay is due to the spectral mismatch between the sensing- and reference gratings, as expected.
In the experiment, the system is tested to be able to measure a minimal concentration of 64 ppm, which is an improvement of about 60 times compared with using the spectral analyzer, OSA, which basically is a optical-grating-based monochromator.

It is worthwhile particularly mentioning that the reference-grating scheme is inherently immune to the environmental temperature variation. When environmental temperature changes, the spectra of both gratings shift together and the mismatch will not increase, neither the signal at the detector. A stability better than 0.013% of the output voltage from the power meter has been achieved in the situation of increasing the ambient temperature from 30 °C to 60 °C.

5.3 Multiplexing schemes

As the key technique for a fiber-optic sensor network, a multiplexing scheme distributes the light energy of the common source among many sensors, and distinguishes their signals at a common termination as well. Two basic schemes, time-division multiplexing (TDM) and wavelength-division multiplexing (WDM), can be mentioned, with their working principles illustrated at the top and bottom of Figure 5.9, respectively. A short-pulsed light source is required in a TDM scheme, which records the reflected light signals in the time domain by employing a high-speed detector. The signals, from the serially connected sensors (S-1, S-2 and S-3), are separated due to the delay lines (sections of fiber) inserted in between. Except for such a quasi-distributed geometry of the sensor network, TDM scheme has also been successfully applied on distributed sensing schemes such as Raman/Brillouin fiber sensors [138, 139]. In later cases, a normal communication fiber works as a distributed sensor, and similar with the LIDAR technique, the Raman/Brillouin backscattering from the fiber is recorded by time of flight. The temperature and strain information contained in the Raman/Brillouin signals, are thus measured along the sensing fiber. The range resolution is limited by the pulse width of the light source and the response speed of the detection system.

The bottom of Figure 5.9 shows a WDM scheme, which separates the sensor signal in the spectral domain. Here broadband light is required for providing sufficient multiplexing ability. Each sensor in the network occupies a certain narrow band of the total spectrum, and their signals can thus been distinguished at the detection termination where the total spectrum is analyzed. Such a method is specially suitable for FBG sensors, the reflection spectra of which are narrow-band, and the resonance wavelengths can be designed by simply changing the grating period.

Figure 5.9. Illustrations of time domain multiplexing (top) and wavelength domain multiplexing (bottom)
5.3.1 Low-coherence multiplexing

Different from the TDM and WDM schemes described above, there exists another group of techniques that can multiplex interferometric sensors into a network. As illustrated in Figure 5.10, a low-coherence light source is utilized, and the light energy is distributed by fiber couplers (splitters) into parallel-arranged sensors based on fiber-optic interferometers (Mach-Zehnder interferometers in the figure). These interferometers have different lengths in the two interfering arms. The difference is designed to be larger than the coherent length of the light source and with a specific value for each individual sensor. The light beams passing through the two arms of the interferometer cannot interfere until the optical pathlength difference (OPD) is compensated by an extra interferometer (Michelson interferometer in the figure) with the length of one arm scannable. The detector can record an interferometric pattern only when the mirror moves horizontally to certain positions where the OPDs of individual sensors are compensated. In this way, the signals corresponding to the sensors containing different OPDs can be distinguished. Compared with TDM and WDM techniques, low-coherence multiplexing does not need complex high-speed detection or spectral analysis. The multiplexed signals are separated by simply employing mechanical scans, and the requirements for the detection system are intermediate. However, on the other hand, such a mechanical-scan-based method is not valid in applications, e.g., for measuring vibration, where fast response speed is needed.

Initially, the low-coherence multiplexing schemes were applied for sensors that were constructed as interferometers by just using fibers [140–142]. The sensing signal was interrogated as the shift of the low-coherent interference pattern, because of the radial extension of one arm of the interferometer, due to the external influence applied. No spectral information is considered in such applications. Recently, low-coherence multiplexing has been extensively studied at Zhejiang University to be applied on fiber gratings, which can allow compact in-fiber interferometers and also contain rich spectral information [143–149]. For instance, both TDM and WDM methods are not valid for long period fiber gratings (LPGs), another type of sensitive sensors, which present broad transmission spectrum but no reflection. Low-coherence multiplexing instead works by constructing a pair of LPGs into an in-fiber Michelson interferometer [143–145]. Similarly, pairs of FBGs can form Fabry-Pérot interferometers, and they are possible to construct a sensor network multiplexed by low coherence techniques [147–149]. Particularly, the spectral information of gratings is focused in interrogation in contrast to conventional low-coherence multiplexing techniques.

Figure 5.11 shows the schematic diagram of the low-
5.3.2 Multiplexing of methane sensors

In Section 5.2.2, the spectral mismatch between two FBGs is used for indicating the methane concentration, and in Section 5.3.1, the low-coherence technique has been introduced to multiplex pairs of FBGs, the spectral mismatch of which can be measured from the intensity of the interference pattern. Therefore, it is natural to combine the two techniques to realize the multiplexing of methane sensors. In order to place the two gratings conveniently, a specific coherence multiplexing applied for FBG sensors, as adapted from Paper XIII. As illustrated in the inset (a), a pair of identical FBGs forms a Fabry-Pérot interferometer, and the OPD between the light beams reflected by the first and the second grating (FBG-1 and FBG-2) is proportional to the center-to-center distance \((l_{c-c})\) between the two gratings. These two light beams can interfere with each other when their OPD is compensated by another scannable Michelson interferometer to be less than the coherent length of the light source (a Superluminescent LED, SLED, here employed), and the interference pattern appears at the detector. By setting the grating gap in each FBG pair (FBGP) to be different, the interference patterns of many serially-connected FBGPs can be separated in one scan of the Michelson interferometer.

In each FBGP sensor, FBG-1 works as a reference grating and FBG-2 is a sensing grating. As shown in the inset (b), when FBG-2 is exposed to the environment under test while FBG-1 is isolated, the induced spectral mismatch will dramatically decrease the visibility of the interference pattern, and thus be measured. Here, the idea of the reference-grating interrogation is applied again, and the good performance discussed above is kept. Details can be found in Paper XIII, where the technique is analyzed in both theoretical and experimental terms.

5.3.2 Multiplexing of methane sensors

Figure 5.11. Low-coherence multiplexing scheme for FBG sensors. Insets (a) and (b) show the Fabry-Pérot interferometer formed by a pair of FBGs and its working principle, respectively [Paper XIII].

In each FBGP sensor, FBG-1 works as a reference grating and FBG-2 is a sensing grating. As shown in the inset (b), when FBG-2 is exposed to the environment under test while FBG-1 is isolated, the induced spectral mismatch will dramatically decrease the visibility of the interference pattern, and thus be measured. Here, the idea of the reference-grating interrogation is applied again, and the good performance discussed above is kept. Details can be found in Paper XIII, where the technique is analyzed in both theoretical and experimental terms.
sensor head is designed as shown in Figure 5.12. The sensing FBG locates close to the catalyst, which can transfer the methane information into heat, while the reference FBG is placed away from the catalyst. The gap between the two gratings, as a label for distinguishing among sensors, is set to be different for different units. A 1.5-V battery is installed in the sensor head for powering the catalyst. The battery can be replaced in real applications by a constant voltage cable that is arranged parallel to the optical fiber.

Five such sensor heads were fabricated and connected in series to simulate a distributed sensor network. The same low-coherence multiplexing scheme as shown in Figure 5.11 is used to distinguish and interrogate signals from different sensors. Since the grating gap is designed to be different for each sensor, the interference signal appears at different scanning positions, as can be seen in the inset of Figure 5.13. To test the sensing performance, the sensor corresponding to the third interference pattern was placed into a sealed cell with methane, while the others were kept in an environment without background methane. By increasing the concentration of methane in the cell, the intensity of the third interference pattern decreases obviously in a similar tendency as shown in Figure 5.8. The above results indicate that the methane...
sensor in such a low-coherence multiplexing scheme keeps the same operation principle as in a reference-grating interrogation scheme, and the high sensitivity can thus be maintained. From the inset of Figure 5.13, one can also see that the intensities of the interference patterns of the other sensors keep stable, since they were kept in an environment without ambient methane.
Future Work

This thesis covers a broad scale of techniques and applications regarding laser remote sensing for environmental monitoring. However, due to the limitation of time and energy of the author in the Ph.D. program, several ideas have arisen but not been performed, and some have been demonstrated but still require further studies. For future investigations three of them are proposed.

Multiple-wavelength LIDAR for aerosol analysis

To achieve optical properties and size distributions of atmospheric aerosols, a LIDAR system with several wavelengths can be employed. For instance, the radiation (1.06 µm) of a Nd:YAG laser and its second and third harmonic frequencies (532 nm and 355 nm) become a typical three-wavelength LIDAR transmitter. The ability of such a technique is limited by wavelength number, which is typically three or four. For instance, the size distribution of aerosols has to be assumed into some specific models with a few parameters that can be recovered from the limited spectral information.

One transmitter described in Chapter 3 of the thesis is a tunable OPO system, with wavelength range covering from 200 nm to 2 µm. Principally, there is no spectral limitation to employ such a light source for multiple-wavelength aerosol analysis, and no doubt, richer optical properties and more detailed size information of aerosols can be retrieved due to the increased spectral bands.

Combination of LIDAR and GASMAS techniques

The combination of LIDAR and GASMAS techniques has been demonstrated in two ways as described in Sections 3.2.4 and 4.3.3, respectively. In Section 3.2.4, the differential absorption LIDAR
(DIAL) technique is used for gas analysis in multiple-scattering media, and in Section 4.3.3, range-resolved techniques, e.g., a FMCW method, are proposed to define path lengths in GASMAS measurements.

Both techniques can measure gases in the pores of a scattering medium, but have different application potentials. The DIAL technique can map out the gas distribution in a scattering medium; while the GASMAS technique measures the integrated absorption along the multiple-scattering path with a higher sensitivity, and the range-resolved technique only assists to obtain the information of the scattering pathlength. Therefore, the DIAL technique is proposed for localization of abnormal gas concentration, qualitatively, e.g., for detecting of the methane leakage from a snow-covered gas pipe; while the GASMAS is more suitable for quantitative gas concentration measurement, where the gas is assumed to distribute uniformly throughout the medium.

In this thesis, the DIAL technique has been demonstrated for oxygen measurements in a block of polystyrene foam, and two possible applications have been proposed but without further test. Clearly, more studies are required to make such a technique realistic in real-world applications. In contrast, the GASMAS technique is more mature after many years of development in the Lund research group. The demonstration of the FMCW technique for multiple-scattering media analysis has also been successfully carried out and encouraging results have been obtained. However, the combination of the FMCW and GASMAS technique has not been performed, although many advantages of such a hybrid can be expected and have been discussed in the end of Section 4.3.3. Further research work is therefore strongly encouraged.

**Improvement of the zero-background TDLAS**

The zero-background TDLAS clearly stays on an early research stage. Although only proof-of-principle experiments were carried out, the potential of such a technique for SNR enhancement can be seen. Two considerations for real-world applications are proposed in the thesis. A close-loop phase controller has also been developed to stabilize the zero background. Further, an intensity modulation method has been proposed to make the measurements more stable and theoretical analysis has been performed. More experimental tests are needed to support the feasibility of such a technique.

This technique is still under development in the Lund group, and hopefully, encouraging results will be published in near future.
I  **Vertical lidar sounding of atomic mercury and nitric oxide in a major Chinese city**  
*Z.G. Guan, P. Lundin, L. Mei, G. Somesfalean, S. Svanberg*  
This paper reports the vertical DIAL measurements performed in a major city in China. Two types of atmospheric pollutants, atomic mercury and nitrogen monoxide, were measured. This work is part of a Sino-Swedish collaboration project, and is probably the first of its kind in China for these gases.  
I performed most experiments, with supervision from Svanberg, and help from the other coauthors. I was the responsible person for the mobile LIDAR laboratory during the measurement. The DIAL facility was adjusted to fit the measurement, and the system control and recording programs were modified by me as well. In addition, I also did all data analysis, plotted all figures, and strongly contributed to the manuscript.

II  **Gas analysis within remote porous targets using LIDAR multi-scatter techniques**  
*Z.G. Guan, M. Lewander, R. Grönlund, H. Lundberg, S. Svanberg*  
This paper reports the potential and feasibility of the DIAL technique for gas analysis in massive scattering media. The gas exchange occurring in a block of polystyrene foam was monitored. Snow, as a natural scattering material, was also tested, by considering the specific applications in, e.g., localization of snow-avalanche victims and inspection of methane leakage of a gas pipe covered by snow.  
I was the responsible person of the experiment, with laboratory work together with Lewander and Lundberg, and hard-core supervision from Svanberg. I was involved in all measurements, did all data analysis, prepared all figures, and contributed in drafting the manuscript.
III Aerosol sounding at a rural Swedish area and in a major Chinese city - A comparative study with the Lund lidar system
P. Lundin, Z.G. Guan, L. Mei, G. Somesfalean, E. Swietlicki, S. Svanberg

This paper reports on a comparative study on vertical distributions of atmospheric aerosols at a rural Swedish area and in a major Chinese city, by using a same mobile LIDAR system. The anthropogenic pollution in the city was clearly revealed. The work is also included in the Sino-Swedish collaboration project.

I performed most experiments in the measurement in Sweden, with supervision from Svanberg, and help from Lundin. A program for automatic data recording was developed by me. While in China, Lundin performed the measurements with the same program, and I assisted as the responsible LIDAR operator. I also contributed in the discussion of data analysis and in manuscript drafting.

IV Insect monitoring with fluorescence lidar techniques: feasibility study
M. Brydegaard, Z.G. Guan, M. Wellenreuther, S. Svanberg

This paper reports, for the first time, the application of the fluorescence LIDAR on insect monitoring. The feasibility of the technique was tested by setting the targets at a distance of 60 m, and encouraging results were obtained.

My role in this work was again the key LIDAR operator, and I have taken part in all LIDAR measurements. I also highly contributed in data analysis, figure plotting and manuscript preparation.

V Insect monitoring with fluorescence lidar techniques: field experiments

This paper reports the two weeks of field experiments on damselfly monitoring using fluorescence LIDAR techniques. The feasibility of the technique in a natural environment was tested and interesting measurement results inspiring biological discussions were obtained.

I was involved in all the experiments, as the key LIDAR operator. My contributions include the participation in the system modification, the program development, and the analysis of most data. I prepared most figures and drafted most at the manuscript.
VI Feasibility study: fluorescence lidar for remote bird classification
M. Brydegaard, P. Lundin, Z.G. Guan, A. Runemark, S. Åkesson, S. Svanberg
This paper reports, for the first time, the feasibility of the fluorescence LIDAR to classify bird species in a remote way. 26 bird samples of 12 species were tested and promising results were obtained.
As the key LIDAR operator, I performed all the LIDAR measurements together with Brydegaard and Lundin. The same recording program, developed by me, for the damselfly monitoring was used. I also highly contributed in figure preparation and manuscript drafting.

VII Quasi zero-background tunable diode laser absorption spectroscopy employing a balanced Michelson interferometer
Z.G. Guan, M. Lewander, S. Svanberg
This paper, for the first time, presents a technique to operate the tunable diode laser absorption spectroscopy (TDLAS) on a zero-background. The signal-to-noise ratio of the technique is improved compared with a conventional TDLAS.
I planned, set up and performed all the experiments, with most useful discussions with Lewander and Svanberg. I plotted all the figures and drafted most at the manuscript.

VIII Active feed-back regulation of a Michelson interferometer to achieve zero-background absorption measurements
P. Lundin, Z.G. Guan, S. Svanberg
This manuscript reports the work following that of Paper VII. A phase controlling scheme based on PID and lock-in techniques was applied to optimize the interferometer operating in a destructive mode, and hence the zero background can be kept stable in long term. In this way, the performance of the zero-background TDLAS is expected to improve considerably.
In this work, I planned the experiments with discussions with Lundin and Svanberg, while Lundin is the main person performing experiments and simulations with assistance from me. I contributed in designing the phase controller by offering the key idea and in other technical ways.
IX Food monitoring based on diode laser gas spectroscopy
M. Lewander, Z.G. Guan, L. Persson, A. Olsson, S. Svanberg
This paper reports the GASMAS technique applied for food package monitoring. Measured samples include a package of minced meat, a plastic bag of bake-off bread, and a milk carton.
In this work, I helped to improve the performance of the GASMAS system, and I also took active part in the experiment, offering assistance to set up the measurement platform. I contributed in discussions of data analysis and manuscript drafting.

X Clinical system for non-invasive in situ monitoring of gases in the human paranasal sinuses
This paper publishes the improvement of the Lund GASMAS system with sensitivity largely enhanced, and its clinical application in measurements of human paranasal sinuses.
I assisted in the work of hardware and program improvement, and took an active part in the clinical measurements, as a system operator. I also contributed in discussions for manuscript drafting.

XI Assessment of photon migration in scattering media using heterodyning techniques with a frequency modulated diode laser
Z.G. Guan, P. Lundin, S. Svanberg
This paper, for the first time, presents a technique to assess the photon migration in massively scattering media by using a frequency modulated diode laser. The technique has advantages over other existing techniques and can realize a straight-forward combination with GASMAS techniques.
I planned, set up and performed all the experiments, with dependable assistance from Lundin and most helpful discussion from Svanberg. I also did all data analysis, prepared all figures and drafted most at the manuscript.
XII An optical sensing system for the concentration of methane based on fiber Bragg gratings

B. Zhou, G. Liu, Z.G. Guan, S. He

This paper proposed a novel methane sensor based on fiber Bragg gratings (FBGs). Such cost-effective sensors are of ease to realize remote and distributed sensing, and very suitable for safety monitoring in Chinese coal mines threatened by methane-originated accidents. For this reason, the paper was published in a Chinese journal.

In the early stage of the work, I drew the idea, planned the experiments, and tested the feasibility of the method. The FBGs were fabricated by a system which I in a very substantial way developed earlier with other researchers. Later Zhou and Liu performed the measurements with assistance and advice from me. I was responsible during the whole project, and also the corresponding author of the paper, which was mostly drafted by me.

XIII Coherence multiplexing of distributed sensors based on pairs of fiber Bragg gratings of low reflectivity

Z.G. Guan, D. Chen, S. He

In this paper, a coherence multiplexing technique is published to multiplex and interrogate fiber-optic sensors based on pairs of FBG. These dual-grating units can be modified into methane sensors, and the coherence technique can thus solve the multiplexing problem of many such units likewise.

With the idea generated by me, I planned, set up and performed the experiments, while Chen did the simulation. I also did most data analysis, plotted all figures and drafted the first version of the manuscript, which was improved later by Prof. He.
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Abstract Vertical range-resolved measurements of atmospheric pollutants were performed in a major city in southern China, employing a lidar system operating with an optical parametric oscillator transmitter. Recordings of atomic mercury (Hg) and nitric oxide (NO) absorbing in the deep-UV region were taken, yielding concentration profiles only attainable with lidar techniques. In particular, the potential influence of molecular oxygen in low-concentration mercury monitoring was elucidated. Diurnal observations are discussed and presented together with weather parameters.

1 Introduction

Air pollution is a major modern problem, which is of great concern on the local level regarding human health, as well as on the global level, where issues related to extended greenhouse effects and ozone depletion are of key importance. Poor air quality in the megacities of the world is affecting an increasing population and remedy measures are being designed. In particular, Chinese authorities emphasize the importance of environmental aspects and enforce regulations regarding industrial and vehicle emissions. To evaluate the effects of these pollution-reduction efforts, powerful air quality measurement techniques are desirable. Point-monitoring devices (see e.g. [1–3]) operating on different principles are available and widely used by environmental protection authorities. Optical remote sensing performed in the free air has many advantages, since wider areas are covered and sampling technique issues are avoided. Among such optical techniques, differential optical absorption spectroscopy (DOAS), gas correlation techniques, tunable diode laser spectroscopy (TDLs), and differential absorption lidar (DIAL) can be mentioned, for which extensive experience exists among the present authors. While the former techniques are all path-integrated concentration measurement methods, the last one [4, 5] has the additional advantage of range resolution. As part of a Sino-Swedish collaboration project, the Lund University mobile lidar system [6] was deployed to China for environmental monitoring. Figure 1 shows a photograph taken when the lidar system and the motor generator were temporarily parked at the Zijingang Campus of Zhejiang University, Hangzhou. The present paper reports on vertical atmospheric sounding in a major city (with population about 7 million) in southern China. Measurements were performed for atomic mercury (Hg) and nitric oxide (NO), two important atmospheric pollutants for which local range-resolved measurements are only possible with the DIAL technique. NO is mainly emitted from road traffic, and the influence of this type of transportation can thus be evaluated. Since atmospheric chemistry processes swiftly convert NO into nitrogen dioxide (NO₂), its presence ultimately contributes to acidification problems at washout. Mercury is the only pollutant which exists in the air in atomic form (typically 90 percent of the atmospheric mercury is atomic). It is a serious heavy metal pollutant, which
has its origin in coal combustion, waste incineration, chlor-alkali industries, and mining activities.

Lidar monitoring of NO was first performed by Menyuk et al. [7] and by Aldén et al. [8] in the mid-IR and deep-UV spectral regions, respectively. Mapping of an industrial plume was demonstrated by Edner et al. [9], and Kölsch et al. [10, 11] demonstrated simultaneous lidar monitoring of NO and NO₂ using the spectral coincidence which had been pointed out in Refs. [8, 12]. NO lidar monitoring using a solid-state (Ti:sapphire) laser was described by Toriumi et al. [13]. To our knowledge, the present NO lidar work is the first one using an optical parametric oscillator (OPO) transmitter and the first vertical lidar NO sounding in China.

Mercury lidar techniques were developed by the Lund University group and are described in Refs. [14, 15]. Since then the technique has been used to map out high concentrations of the metal at mercury mines and at chlor-alkali plants [16, 17]. However, range-resolved vertical sounding of low/background mercury concentrations as described in the present paper has not been reported to our knowledge. In particular, an interference problem in low-level mercury lidar monitoring, due to the abundant molecular oxygen, is discussed and solved.

2 Lidar system

The mobile lidar system is thoroughly described in Ref. [6]. The transmission dome, normally used for lateral scanning, was removed for vertical transmission without any sealing window between the system and the atmosphere. The main parts of the lidar system are briefly described below. An optical parametric oscillator (OPO) is employed as a transmitter, which is pumped by the third harmonic of an Nd:YAG laser. The output frequency and the line width of each laser shot could be measured with a pulsed digital wavemeter. The receiving telescope is of Newtonian type and has a diameter of 40 cm. The telescope field of view, normally selected to be about 2 mrad and determined by an iris aperture placed in the focal plane of the telescope, was matched to the divergence of the transmitted beam, set by proper adjustment of a Keplerian telescope. A photomultiplier tube, with ramped amplification to suppress the strong close-range signal, was connected to a transient digitizer, allowing on- and off-resonant lidar transients to be stored and averaged in separate memories. A measurement cycle consisted of interlacing recordings of eight shots on and eight shots off, respectively, the specific absorption line of the species under investigation, followed by one blank/background recording with the laser beam blocked by a chopper for the on- and off-laser settings. Depending on the required signal-to-noise ratio, the number of cycles to be averaged could be selected.

3 Measurements and results

3.1 Atomic mercury

Mercury occurs normally at low concentrations in the atmosphere; for instance, the Atlantic background is around 2 ng/m³. However, urban concentrations can be 10 times higher or more, while concentrations of 1 µg/m³ occur in direct vicinity of mercury mines and ore smelters. Mercury pollution is extensively studied world wide, especially since the extremely toxic compound methyl mercury is formed over time and causes serious brain damage in humans. Special international conferences devoted to this topic are arranged every third year (see e.g. [18]).
3.1.1 Hg sounding and O₂ interference

The atomic transition at about 254 nm was utilized. The line consists of several isotopic and hyperfine structure components, as mapped out at high spectral resolution, e.g. in Ref. [19]. At atmospheric pressure these components merge into a broadened structure with a half-width of about 0.005 nm. In connection with the work reported in Ref. [15], it was observed that there are two unclassified weak absorption lines due to molecular oxygen close to the mercury line. These can cause problems when low concentrations of atmospheric mercury are measured, and especially when the line width of the laser degrades and the central wavelength drifts during a long-term measurement. In the present work, focusing on accurate range-resolved measurements of low-level mercury, a detailed study of the spectral interplay between mercury and molecular oxygen was performed.

Vertical lidar recordings were made at a typical laser pulse energy of 6 mJ, and elastic backscattering for the on- and off-resonance wavelengths of 253.728 and 253.745 nm, respectively, was recorded as shown in Fig. 2a. The initially low backscattering signals are due to the ramping of the photomultiplier voltage, reaching a steady maximum at about 400-m distance. From the slope of the on/off ratio “DIAL” curve (Fig. 2b), the Hg concentration can be evaluated by referring to a 9.7-mm-thick mercury vapor cell of well-known temperature. Part of the laser output is passed through this cell and the detected signal is normalized to a split-off beam fraction, directly hitting a further detector. Although the total absorption for a range of 1 km is a few percent or less, it is still possible to retrieve some range-resolved concentration information. Figure 2c compares the ratio curves from vertical and horizontal measurements. The slope of the vertical curve decreases, indicating lower Hg concentration at longer distance (higher altitude), while that of the horizontal one remains mainly constant, indicating that the concentration of Hg at the same altitude is stable. The tendency of mercury to seek lower altitudes has been observed by us in earlier work at chlor-alkali plants.

As indicated in Ref. [15], the oxygen lines as measured with a dye laser are considerably narrower than the mercury line. Therefore, the potential influence of oxygen on mercury monitoring will be dependent on the laser line width. Interference studies are important, especially since the OPO used has a considerably broader line width. As mentioned above, the typical line width of emission from the OPO is around 0.2 cm⁻¹. However, in long-term running (e.g. diurnal measurement), the degradation of the system and the drift of the central wavelength can possibly make the effective line width considerably worse.

In order to investigate possible interference of molecular oxygen with the low-level mercury measurements, we performed spectroscopic DIAL measurements, where the ‘off’ wavelength is fixed at 254.745 nm (here the absorption of oxygen is known to be absent) while the ‘on’ wavelength is scanned with 0.001-nm increments from 254.742 to 253.712 nm. Fifty cycles were averaged for each wavelength pair and the absorption coefficient was evaluated from the average slope for the range 80 to 400 m. At the same time, the differential absorption spectrum for pure mercury in the reference cell was recorded. Knowing the path length through the cell and the accurate temperature, a reference ppt × m value is obtained, from which the effective line width of the light source can also be deduced. The data averaged over two complete scans performed in the way just described are shown as cross marks in Fig. 3a. Using parameters from the spectral database HITRAN [20] and Ref. [21], the absorption spectra of O₂ and Hg in the scanned range are calculated and convoluted with the laser line shape, a Gaussian function with a line width of 1.5 cm⁻¹, which is deduced from scanning the reference cell. An Hg experimental transmission profile through the calibration cell is shown as an inset in Fig. 3a. From the fit it is evaluated that a spurious mercury concentration of 1.75 ng/m³, induced by the residual absorption of the O₂ lines, must be subtracted from the data using the optimum wavelength pair indicated in Fig. 3a. We note that, with a constant concentration of 21% for O₂ in ambient air, such residual absorptions/spurious concentrations only depend on the effective laser line width, which can be accurately estimated from the reference cell measurements. The spurious
Fig. 3 (a) Spectroscopic DIAL data from an 80–400 m range interval. The fit of the calculated absorption spectrum (solid dark line) and the experimental one (cross marks) of O₂ and Hg (7 ng/m³) in the atmosphere. The dashed lines respectively show the separated spectra, correlated to the absorption lines (the line strength of Hg is scaled by 10⁻²⁵). The inset curve on top shows the simultaneous experimental recording of the transmission in the mercury cell. (b) Calculated residual absorption coefficient/spurious concentration induced by O₂ at wavelength ‘on’. The inset shows the simultaneous experimental recording of the transmission in the mercury cell.

3.1.2 Diurnal Hg variations

Vertical atomic mercury soundings were performed during (parts of) five days in November 2009 including a 36-h time series (on 24–25 November 2009). Mercury concentrations averaged from altitude 80 to 380 m, and from 380 to 770 m, respectively, are shown in Fig. 4, together with wind speed and direction, as well as ground temperature. The correction for oxygen interference has been applied according to the above analysis.

From the figure, the following conclusion can be made. The atmosphere at higher altitude generally has lower levels of Hg, which is understandable since Hg atoms are much heavier than air molecules. Further, the low concentration that appears during the early morning seems to be related to low atmospheric temperature, and the north-west wind mostly from rural areas.

3.1.3 Washout effect

The washout effect of rain on the atmospheric mercury is discussed in e.g. Ref. [22], by measuring the concentration of mercury in rainwater. We here demonstrate that the washout effect can be seen from the lidar measurement directly. Figure 5 shows the comparison of concentration between measurements on 14th and 19th of December 2009. The rain started on the 13th and the weather turned to be clear after the 16th. The lower atmospheric layer (80 to 380 m) was measured in the same time period (from 20:00 to 23:00) on 14th and 19th of December. Obviously, the...
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3.2 Nitric oxide

Nitric oxide, which is absorbing at an even shorter wavelength than mercury, is a challenging gas for lidar/optical measurements since the laser beam is heavily attenuated by strong scattering. The preferred wavelength pair for DIAL is 226.878 m and 226.890 nm for the on- and off-wavelengths, respectively.

3.2.1 NO sounding

NO is a quite reactive gas, and thus it is not possible in field experiments to have a reference cell with calibrated gas content for the evaluation of range-resolved concentrations. Since the effective cross sections are line-width dependent, conditions pertaining to the actual measurement situation had to be established. Thus, we again took advantage of the unique multiple-wavelength-pair capability of the Lund University lidar system to differentially scan the region of interest around the NO γ-band close to 226 nm, while recording DIAL curves in the same way as described for the case of Hg above. Examples of on- and off-resonance curves and the DIAL ratio are shown in Fig. 6b and c for the preferred wavelength pair. Although the backscatter signal seems low beyond 300 m on the linear scale of Fig. 6b, the signal is actually strong enough to allow evaluation out to about 450-m distance. The full DIAL scan data, with average differential absorption evaluated from 50 to 300 m, are shown in Fig. 6a. Convoluting the spectrum obtained for atmospheric NO with the higher-resolution calibrated NO spectrum given in Ref. [9], we found that the effective differential absorption cross section \((5.2 \pm 1.0) \times 10^{-22} \text{ m}^2\) should be used for the preferred wavelength pair.

4 Discussion

Our vertical lidar soundings of Hg and NO concentrations show a complex interplay between concentrations and meteorological parameters, and in the case of NO also atmospheric chemistry. The observed vertical gradients could largely be understood. Clearly, systematic measurements under extended times and varying weather conditions,
and inclusion of ground-based point monitors, would further elucidate the dynamics of the two deep-UV absorbing pollutants—the heavy metal mercury and the vehicle-generated nitric oxide. Our studies suggest that the differential absorption lidar technique for range-resolved pollution monitoring could be an important future possibility in the environmental management of the megacities of China.
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Abstract Light detection and ranging (LIDAR) experiments are normally pursued for range resolved atmospheric gas measurements or for analysis of solid target surfaces using fluorescence of laser-induced breakdown spectroscopy. In contrast, we now demonstrate the monitoring of free gas enclosed in pores of materials, subject to impinging laser radiation, employing the photons emerging back to the surface laterally of the injection point after penetrating the medium in heavy multiple scattering processes. The directly reflected light is blocked by a beam stop. The technique presented is a remote version of the newly introduced gas in scattering media absorption spectroscopy (GASMAS) technique, which so far was pursued with the injection optics and the detector in close contact with the sample. Feasibility measurements of LIDAR-GASMAS on oxygen in polystyrene foam were performed at a distance of 6 m. Multiple-scattering induced delays of the order of 50 ns, which corresponds to 15 m optical path length, were observed. First extensions to a range of 60 m are discussed. Remote observation of gas composition anomalies in snow using LIDAR (DIAL) may find application in avalanche victim localization or for leak detection insnow-covered natural gas pipelines. Further, the techniques may be even more useful for short-range, non-intrusive GASMAS measurements, e.g., on packed food products.

PACS 42.68.Wt · 07.07.Df

1 Introduction

Light detection and ranging (LIDAR) techniques have been proven to be very successful in environmental monitoring of the atmosphere, hydrosphere, or of fixed targets (see, e.g., [1–6]). Normally, LIDAR experiments are of the remote-sensing type and performed over substantial ranges. Atmospheric LIDAR studies can be separated into aerosol monitoring, where the detailed laser tuning is of limited importance, and narrow-band differential absorption LIDAR (DIAL) experiments for gas analysis. By using close-lying on- and off-resonance laser wavelengths for a particular gas, the ratio between the backscattering signals with and without absorption can be used to determine the distribution and concentration of a specific gas in the atmosphere [7]. In environmental monitoring of, e.g., air pollutants, single-scattering is frequently a good assumption. However, multiple-scattering LIDAR is also a well-established method related to fog and cloud conditions (see, e.g., [8]). A similar technique is utilized in short-range time-resolved measurements for strongly scattering media such as tissue [9, 10]. In these measurements, transillumination is frequently employed instead of backscattering methods. By evaluating the effective path length of the light in the scattering medium the concentration of sensitizers in tumors [11] or active components in pharmaceutical tablets [12] can be found using white-light spectroscopy. Such experiments interrogate broad-band spectral structures characteristic of liquids or solids. Recently, we realized that extremely sharp structures due to free gas in pores throughout the scattering solid material are present and can be seen if the spectral resolution of single-mode diode lasers is utilized [13].
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Fig. 1 The working principle of the technique presented: (a) schematic diagram of the system; (b) switching between on and off can be realized by finely tuning the laser wavelength across an absorption dip of the gas under test; (c) the difference between the curves corresponding to on and off wavelengths reveals the presence of the gas.

In the applications of such gas in scattering media absorption spectroscopy (GASMAS) to wood, polystyrene foam, food, fruits, pharmaceutical tablets, or human air-filled sinus cavities [14–19], CW lasers are generally used to obtain a high spectral resolution. For pulsed lasers, the resolution is Fourier transform limited making a sufficient temporal and spectral resolution hard to attain simultaneously in small samples. The situation is different for larger-scale scenarios.

In the present paper we report the extension of the GASMAS technique to the monitoring of gas in remote porous targets. “Classical” GASMAS [13] is pursued with diode lasers directly coupled to a porous material and with the detector again in direct contact with the multiple-scattering sample. In contrast to the broad absorptive features of the bulk material, the free gas distributed in pores or cavities in the sample gives rise to typically 10,000 times sharper absorption lines than those characteristic of solids. These features can only be observed using techniques developed for atmospheric air-pollution monitoring, as much pursued by the Lund research group. Recently, we realized that remote-sensing GASMAS or LIDAR-GASMAS might be a new LIDAR possibility. A proposal was first put forward in [20]. In contrast to the situation when the light is injected using a probe in contact with the sample, remote light injection in a sample gives rise to a very bright surface reflection. When seen by a remote telescope, this reflection outshines the faint light that has been scattered within the medium. In order to favor the light which has travelled inside the material, an on-axis aperture stop blocking the surface reflection can be used in the telescope focal plane. We have performed first measurements demonstrating the possibility to remotely monitor gas anomalies in strongly scattering materials, such as snow. We present proof-of-principle DIAL-like measurements to analyze gases in polystyrene foam.

The general principle of the techniques presented is shown in Fig. 1. The photons incident on the target are heavily scattered inside the material. Some of them surface again at a distance from the injection point, after having visited deeper layers of the target. Such photons are collected by a telescope system which is properly aimed and directed in contact with the multiple-scattering sample. In contrast to the broad absorptive features of the bulk material, the free gas distributed in pores or cavities in the sample gives rise to typically 10,000 times sharper absorption lines than those characteristic of solids. These features can only be observed using techniques developed for atmospheric air-pollution monitoring, as much pursued by the Lund research group. Recently, we realized that remote-sensing GASMAS or LIDAR-GASMAS might be a new LIDAR possibility. A proposal was first put forward in [20]. In contrast to the situation when the light is injected using a probe in contact with the sample, remote light injection in a sample gives rise to a very bright surface reflection. When seen by a remote telescope, this reflection outshines the faint light that has been scattered within the medium. In order to favor the light which has travelled inside the material, an on-axis aperture stop blocking the surface reflection can be used in the telescope focal plane. We have performed first measurements demonstrating the possibility to remotely monitor gas anomalies in strongly scattering materials, such as snow. We present proof-of-principle DIAL-like measurements to analyze gases in polystyrene foam.

The general principle of the techniques presented is shown in Fig. 1. The photons incident on the target are heavily scattered inside the material. Some of them surface again at a distance from the injection point, after having visited deeper layers of the target. Such photons are collected by a telescope system which is properly aimed and directed in contact with the multiple-scattering sample. In contrast to the broad absorptive features of the bulk material, the free gas distributed in pores or cavities in the sample gives rise to typically 10,000 times sharper absorption lines than those characteristic of solids. These features can only be observed using techniques developed for atmospheric air-pollution monitoring, as much pursued by the Lund research group. Recently, we realized that remote-sensing GASMAS or LIDAR-GASMAS might be a new LIDAR possibility. A proposal was first put forward in [20]. In contrast to the situation when the light is injected using a probe in contact with the sample, remote light injection in a sample gives rise to a very bright surface reflection. When seen by a remote telescope, this reflection outshines the faint light that has been scattered within the medium. In order to favor the light which has travelled inside the material, an on-axis aperture stop blocking the surface reflection can be used in the telescope focal plane. We have performed first measurements demonstrating the possibility to remotely monitor gas anomalies in strongly scattering materials, such as snow. We present proof-of-principle DIAL-like measurements to analyze gases in polystyrene foam.
the well-collimated laser beam, so that the laser pulse only illuminates a defined spot on the target. The light halo is due to scattering in optical components. A small aperture in a screen at the focal plane of the telescope defines its field of view. By separating the observed spot from the illuminated one, the PMT will in principle only see multiply scattered photons. Due to imperfections an echo from the illuminated spot will still occur; however, by this geometrical arrangement most of the echo can be suppressed.

In a real-world scenario, it is desirable to scan the laser beam and the detection field-of-view in synchronism by using a co-axial LIDAR system with a common folding mirror. This is the arrangement used in the Lund mobile LIDAR system described in [21]. For photon economy reasons, practical measurements would be performed using an annular observation-defining opening aperture in the telescope focal plane as illustrated in Fig. 2. As seen in Fig. 2(a), the detection efficiency is obviously much improved as compared to the case shown in Fig. 1(a). In order to collect the laterally displaced photons on a finite size detector, a lens arrangement, as illustrated in Fig. 2(b), could be used.

2 Experimental arrangements

We will now describe the experimental arrangements used in our proof-of-principle experiments performed in the laboratory along the lines illustrated in Fig. 1 and in first outdoor tests with our mobile LIDAR system using the annular aperture arrangement (Fig. 2(a)).

2.1 Laboratory setup

In the in-door laboratory experiments, schematically illustrated in Fig. 3(a), we use a wavelength-tunable pulsed laser system based on a dye laser pumped by a Nd:YAG laser (532 nm). The laser pulse (190 mJ, 10 Hz repetition frequency) from the pump has a width of 10 ns and is compressed into ≈2 ns by backward stimulated Brillouin scattering in water [22]. The wavelength of the system can be tuned from vacuum ultraviolet to near infrared by using different dyes and applying frequency doubling/tripling and Raman shifting techniques. In the present work we operated at 656 nm, 760 nm, and around 330 nm with a line width of about 0.01 nm. The switching (on and off) around 760 nm was realized by accurately controlling a high-resolution grating in the dye laser.

In order to control the distance $D$ between the illuminated spot and the observed region on the target (see the inset of Fig. 3(a)), a rotatable prism was employed for scanning the laser beam. Apertures in the optical path can be used to clean the faint halo (due to scattering in optical component) surrounding the well-collimated light. The scattered light emerging from the observed region on the target was collected by a telescope (with a diameter of 25 cm and a focal length of 1 m), set 6 m away, before arriving to a PMT detector (Hamamatsu R2368). A 4 mm pinhole is set at the focal plane of the telescope, corresponding to an observing region with a diameter of 20 mm on the target. With a photodiode (PD), a small amount of light split from the laser beam generated a trigger signal for a fast oscilloscope (Tektronix DPO 7254) used to record the PMT signal.

2.2 Mobile LIDAR setup

The Lund mobile LIDAR system used in some initial tests is shown in Fig. 3(b). The system is thoroughly described in [21]. Basically, it is a co-axial system with a roof-top scanning mirror. The transmitter is an Nd:YAG-pumped Optical Parametric Oscillator (OPO) system with wide tunability, augmented by nonlinear wavelength shifting techniques. In our initial experiments we only employed the 355 nm harmonic from the pump laser. The pulse length is about 10 ns. The signal sampling electronics of the system has a modest time resolution and was therefore replaced by a Tektronix TDS220 transient digitizer in the present application. The annular aperture arrangement illustrated in Fig. 2(a) was used. With a central aperture block radius of 5 mm, photons emerging more than 30 cm from the laser impact point on the 60 m distant roof-top target will reach the detector.

Figure 3(b) also depicts some possible practical applications of the new technique to be discussed later.

3 Measurements and results

3.1 Surface echo and multiple-scattering recording

We initially used 656 nm laser pulses, employing the laser dye DCM, in laboratory measurements on a 10 cm thick
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Fig. 3 Experimental setups: (a) laboratory setup; (b) mobile LIDAR system and potential applications, e.g., localization of snow-avalanche victims and inspecting possible methane leakage from a snow-covered natural gas pipeline.

Block of polystyrene foam. Basic time-resolved signals are shown in Fig. 4(a). The shape of the incident laser pulse is shown as the solid grey line, with its peak position set at time 0 corresponding to the time of arrival of the laser pulse at the target. When the distance $D$ between the illuminating spot and the observed region is set to be 7 cm, the solid black curve is obtained. Clearly it has a tail due to multiple scattered light. Part of the recorded signal can, however, be suspected to be due to a residual, prompt surface echo. To verify this, we cover the observing region on the target by black paper, and a small amount of echo light directly reflected from the illuminating spot is recorded and shown as the dashed grey line. We can clearly see that this echo light has the same shape as the incident pulse but is delayed about 20 ns due to the 6 m distance between the target surface and the PMT. The isolated multiple scattering light (dot-dashed line) can be obtained by subtracting the echo from the composite target signal. The intensities of the echo and the truly scattered light are still comparable, although the echo light has been greatly suppressed by the imaging system. We found that a major part of the residual echo signal is due to scattering in the telescope mirror surfaces, resulting in light which clearly does not image sharply into the plane of the target-defining telescope aperture.

By prism steering, the laser beam was directed for setting different $D$ values (see in the inset of Fig. 3(a)). The solid, dot-dashed, dashed, and dotted lines in Fig. 4(b) correspond to truly scattered light when $D$ is 4, 5.5, 7, and 8.5 cm, respectively. All these curves are obtained with the method used in Fig. 4(a). As $D$ increases, we can see the delay between the incident light (solid grey line) and the scattered light gradually increase, and the tail due to multiply scattered light becoming longer. This can be understood as due to more extensive scattering with possibilities for photons to penetrate deeper into the polystyrene foam material. We note that scattering delays of 50 ns, corresponding to photon traveling paths of 15 m inside the material are not uncommon.

The same experiments were carried out on a 5 cm thick fresh snow layer. Similar signals are also observed when
setting $D$ to 5 and 10 cm, corresponding to the solid and dot-dashed lines, respectively, in Fig. 4(c). From the figure we can see that the scattering effect of snow is weaker than that of polystyrene foam. However, this result is encouraging, since in a more weakly scattering material, photons can access deeper structures of the target, which is required in real-world applications to be discussed below.

3.2 Remote analysis of gas in scattering media

In order to make a proof-of-principle demonstration of the possibility to remotely detect gas and gas anomalies in a porous scattering medium, we used our laboratory setup in experiments with molecular oxygen gas in the polystyrene foam block. The wavelength of the dye laser was tuned to the molecular oxygen A band around 760 nm, now by employing the dye LC7710. Oxygen monitoring in “classical” GASMAS experiments using tunable diode laser has been much pursued [13–19]. The present experiments were performed with differential absorption at the R9Q10 line at 760.654 nm. From Fig. 5(a) a clear difference can be seen between the curves when the laser is at on- and off-resonance wavelengths in recordings for a separation $D$ of 7 cm. The ratio of the two curves, the DIAL curve [7], is shown in Fig. 5(b). Clearly, there is a differential absorption effect due to the normal atmospheric oxygen over the measurement path; the influence of this effect can be seen by the ratio not starting at 1.00. The sloping DIAL curve indicates the increasing attenuation of the on-wavelength signal for increasing effective path lengths in the scattering medium and can be used to derive the (uniform) concentration of the gas under investigation [7].

For observing effects of gas concentration anomalies with practical applications in mind, we performed a controlled gas exchange experiment. A block of polystyrene foam was put in a plastic bag, with sealing. The sample was left in this way over night to allow invasion of nitrogen (expulsion of oxygen) in the porous foam. We then extracted the block and immediately performed DIAL measurements. As expected, the slope of the on/off curve is zero at the beginning of the measurement (black curve in Fig. 5(c)) corresponding to the absence of oxygen. The slope of the DIAL curves obtained in measurements at 5 and 10 min obviously increases, due to the reina-
vision of oxygen-containing normal air into the polystyrene foam.

Fig. 4 Experimental results on measuring multiply scattered and direct echo contributions: (a) the desired isolated scattered light (dot-dashed line) can be obtained by subtracting the direct echo light (dashed grey line) from the recorded temporally expanded pulse (solid dark line); (b) and (c) show the evolution of the multiply scattered light in polystyrene foam and snow, respectively, as $D$ increases (see text for details).

Fig. 5 Experimental results on analysis of the oxygen concentration in polystyrene foam: (a) the difference between pulse curves corresponding to on and off; (b) the ratio of on and off curves reveal the existence of the oxygen in the polystyrene; (c) the slope of the on/off curve increases with time when a nitrogen filled polystyrene is exposed to the air.
3.3 Scattering signal comparison for different wavelengths

Since the scattering and absorption coefficients of a material strongly depend on the wavelength of the light, it is important to find a proper wavelength to analyze a specific gas in a specific scattering material. Taking polystyrene foam for example, we compare results for three different wavelengths in Fig. 6. The data corresponding to 656 and 760 nm are obtained with the laboratory setup. We can see that both of them have obvious tails due to scattering, compared with the incident laser pulses (dashed curves). However, if looking in detail at the data, a slight difference can be observed between the curves for 656 and 760 nm, since both the scattering and absorption coefficients are different at these two wavelengths for polystyrene foam. For further comparison, a curve obtained with 355 nm laser light from a frequency tripled Nd:YAG laser is shown. In this experiment, carried out with the mobile LIDAR system, the distance to the polystyrene foam target is 60 m. The temporal resolution of this system is lower than for the laboratory system. No scattering tail can be seen in the signal curve, compared to the direct laser pulse temporal shape. Although the cross section according to Mie scattering theory strongly increases for short wavelengths, this effect is overwhelmed by a stronger absorption in polystyrene for the UV wavelength used. Actually, this was confirmed also in test experiments at about 330 nm using frequency-doubled dye laser radiation in our laboratory set-up. Even with the considerably better temporal resolution, no multiple-scattering tail was observed. However, by a proper combination of material and wavelength, such as polystyrene foam studied at 760 nm, the multiple scattering tail should be observable, as suggested from Fig. 4(b), also with the lower temporal resolution of the present mobile LIDAR system.

4 Discussion and outlook

We have demonstrated the possibility to perform remote sensing measurements on free gas distributed in a solid scattering medium. The technique has connection to both multiple scattering LIDAR and in particular to GASMAS measurements and can be considered as LIDAR-GASMAS. The challenge is to achieve a sufficient rejection of the direct target echo light in combination with having a sufficient temporal resolution of the system. The right combination of target material and LIDAR wavelength must also be attained to avoid strong absorption of the multiply scattered light, which would effectively quench a temporally delayed tail. Clearly, the gas to be studied also must have a sufficient absorption in such an optical window.

Considering possible practical applications of LIDAR-GASMAS in the open environment, measurements on snow, a material which is certainly strongly scattering, come to mind. Water has a wide transmission window from about 190 to 1400 nm. Molecular oxygen has its A band around 760 nm, which is useful in combination with snow as well as polystyrene foam. The VUV Shumann–Runge band of oxygen, extending with a weak and useful tail of sharp lines up till about 200 nm could also be considered. We have already demonstrated the observation of suppression of the natural oxygen signal due to a displacement gas. If the presence of this latter gas is to be ascertained, clearly a substantial concentration is needed to suppress the oxygen signal due to the dilution of oxygen. In principle, any dilution gas could then be observed indirectly through the suppression of the oxygen DIAL signal. More desirable is clearly to make direct DIAL monitoring on the gas of interest, requiring the compatibility of bulk transmission and realistic specific absorption lines. Direct detection yields signals rising from a basically zero background, rather than observing a small reduction in a strong oxygen signal as the signature of the presence of the gas under study.

Two very demanding possible real-world LIDAR-GASMAS applications could be considered, as already indicated in Fig. 3(b). One is the localization of snow-avalanche victims based on the high percent of carbon dioxide (5 percent) in exhaled air or the corresponding reduction from the ambient 21 percent abundance. A further application may be the inspection of gas-covered natural gas pipelines for possible methane leaks. Since the gas is trapped and the path lengths are long, in the strongly scattering snow even small leaks might be detectable. Helicopter-borne installation might be the most realistic one in both cases.
We note that methane has weak absorptive features around 1.35 μm, which should be compatible with the optical properties of snow. Materials not containing high concentrations of liquid water may have more relaxed conditions regarding wavelength extension into the IR region, where most gases have strong absorption bands.

It should be noted that once the remote GASMAS technique is fully established, it could be scaled down to small range but still being basically LIDAR, allowing non-contact monitoring at a short distance. For example, food inspection and moisture measurements using hand-held instruments could be envisaged. Normal GASMAS applications so far used contact injection of light into the sample and the detector in contact with the sample as well. In this way, problems with the strong direct “echo” are avoided. With the spatial imaging techniques developed here for LIDAR-GASMAS, ways to suppress this signal are demonstrated, opening up the possibility for close-range non-contact measurements in many contexts.
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ABSTRACT

The vertical distribution of atmospheric aerosol particles was measured with the Lund mobile lidar system both at a mainly rural location in southern Sweden and in a major city in the south-east of China. Thereby, two sites with completely different prerequisites regarding, e.g., population density, could be compared straightforwardly. Since exactly the same system and sampling methods were used, the lidar signals obtained at the two sites could be compared already in their raw form and still provide information about the differing scattering properties. Results showing the extinction coefficient profiles at the two sites are also presented.

1. INTRODUCTION

Man’s impact on Earth has for many years grown to alarming levels. A very important factor is the steadily increasing global population, currently being 6.8 billion people. Increasing needs for transportation and living standard have made human energy consumption and pollution impact a significant issue.

Recently, the awareness about the importance of reducing these impacts and creating a sustainable environment has increased. The situation is generally considered to be critical and tremendous global efforts have to be put into research, education and designing proper policies. Many countries around the world have set up regulations to decrease pollution from traffic and factories. To evaluate and assure the effectiveness of these interventions, it is crucial to continuously measure their effects.

Hazardous anthropogenic aerosol particles constitute a major pollution component and cause a direct risk factor. However, many aerosols have natural origin and do usually not pose any direct hazards. Still, all particles in the atmosphere affect its physics and chemistry and thereby also the climate forcing effects, which are very much in focus of the discussions today.

The lidar technique has over many years developed to become an important method to measure the aerosol particle concentration with the help of the backscattered light.

The general lidar equation in Eq. 1 describes how the signal, \( P \), at the detector depends on the backscattering coefficients for aerosols and molecules, \( \beta_a \) and \( \beta_m \), respectively, and the corresponding extinction coefficients, \( \alpha_a \) and \( \alpha_m \).

\[
P(R) = K R^2 [\beta_a(R) + \beta_m(R)] e^{-\frac{2}{\lambda} (\alpha_a(R) + \alpha_m(R)) R} / R^2 \tag{1}
\]

Here, \( K \) is a system response coefficient which is generally varying through the short range.

The main advantage of the lidar approach is that, e.g., vertical concentration profiles can be obtained directly from ground-based measurement stations without any need for time consuming point sampling. The information about the particle concentration is, however, not directly obtained from lidar measurements, but extensive signal processing is necessary to evaluate the results. These ‘lidar inversion methods’ have developed and increased in complexity along with improved processor power and knowledge.

This process has been of great importance to get more reliable data and to be able to better compare measurements from lidar systems located at different global positions, but continued improvements are still necessary.

Here we present measurement results acquired at completely different locations but obtained with the same mobile lidar system and sampling methods. In this way the results could be compared, even without advanced data processing and differences between the sites are obvious already from the raw lidar recordings.

2. LIDAR SYSTEM

The mobile Lund lidar system is, apart from the possibility of removing the transmitting dome which is normally used for weather protection and beam steering, thoroughly described in [1]. However, a short overview of the most essential elements used in the campaigns is given below.

The lidar system is shown at the sites in Sweden and China in Figure 1.
The light source consist of two 20-Hz Nd:YAG lasers. The possibility to generate arbitrary wavelengths is provided by an OPO system, however; in the present work the 3rd harmonic emission at 355 nm from one of the lasers was used with pulse energies of around 100 mJ. The light is expanded and transmitted vertically without any further optics or horizontally via a folding mirror situated on the roof. Generally, the vertical mode is utilized during aerosol measurements, but by transmitting horizontally, system calibration (mainly related to geometrical compression) to homogenous air is possible. The backscattered light is focused on to a photomultiplier by a coaxial Newtonian telescope.

3. MEASUREMENTS AND RESULTS

3.1 Raw lidar signals

In April 2009 measurements were performed at the rural Vavihill background air monitoring station location in the south of Sweden. The site is far from any industry or heavy traffic, thus the amount of locally produced anthropogenic particles is expected to be low. However, during this time of the year – Spring – pollen and other natural aerosols may be present in non-negligible amounts. During the four days of the measurement campaign, there was no extended time period of perfectly clear weather; only shorter clear periods occurred.

The measurements in southern China were performed in November the same year. The measurement site was located in a major city with a population of several millions, with abundant traffic and some industrial emissions. In Figure 2 lidar recordings obtained on April 8 and November 22 in China and Sweden, respectively, are presented.

Both these curves represent clear weather conditions at the two locations to minimize impact of temporal moisture etc. As the emitted energy might fluctuate slightly from pulse to pulse, but also over extended time periods, the recordings are normalized to each other with respect to their integrals.
In Figure 3 a similar comparison between raw signals is shown for recordings obtained during several hours at the two sites. Again, the signals have been normalized to each other; however, here they are shown in logarithmic form to clearer reveal differences in the colour scale.

3.2 Processed lidar signals

Even though the raw lidar recordings directly can reveal differences between the atmospheres at the two sites, processed data will normally provide more information. The connection between extinction and backscattering is for both aerosols and molecules given by the extinction-to-backscattering ratio, $S$. For the molecular part this ratio is governed by Rayleigh theory, $S_{M} = \frac{8\pi}{3}$. For the particles the corresponding ratio is set to 8.0 with guidance from ground reference measurements at the Swedish site.

The inversion used in these examples, given by Eq. 2, was presented by Frederick G. Fernald already in 1983 [2]. The aerosol extinction coefficient, $\alpha_A$, at the height position number, $i$, is in the numeric iterative form given by:

$$\alpha_A(i+1) = \frac{S_i}{S_M} \alpha_A(i-1) + \frac{\chi(i) - \chi(i-1)}{\alpha_A(i) + \alpha_M(i)} \frac{d(i-1)}{\beta R},$$

(2)

where $\beta R = (S_i / S_M - 1) [\alpha_M(i+1) - \alpha_M(i)] dx$ and $\chi(R) = \rho(R) R^2 / K(R)$. 

3.2.1 Calibration procedures

At the rural Swedish measurement site, a nephelometer was used in parallel to the lidar measurements to provide a ground reference. With the help of this, the data from Sweden were analyzed with a variant of Eq. 2 with incessant calibration to the nephelometer at low altitudes.

In the comparative study presented here, the possibility of a ground truth reference was not realized in the measurements in China. The inversion was therefore performed with the assumption of a constant extinction coefficient at a height of 5 km, set to the same value, $\alpha_A = 2 \cdot 10^4$ m$^{-1}$ for both sites. This value generated extinction coefficients at low altitudes at the Swedish site which corresponded well to the values given by the nephelometer.

Horizontally recorded data provided a calibration to minimize the impact of the range varying system constant, $K(R)$. Still, the non-linear system response at very low altitudes is considered too large to provide reliable analyzed results below 340 m.

The calibration and sampling procedure is described in detail in [3], which elucidates on the measurements in Sweden.

3.2.2 Results for the extinction coefficient

In Figure 4 the total extinction coefficient, $\alpha_A + \alpha_M$, calculated from the recordings presented in Figure 2 is shown for the range 340 m – 3.0 km.

The curves in Figure 4, especially the one at the urban site, showing a strongly increased extinction coefficient at low altitudes suggest that the particle loaded air is mainly situated below 1 km.

From Figure 2 it is clear that little light returns from the scattering events at altitudes above 1.5 km at the site in China. This obviously complicates the analysis at high altitudes and the data is therefore more reliable closer to the ground. Nevertheless, during certain times strong signals, mainly from clouds, could be seen up to at least 7.5 km also at this site.

In Figure 5 a ‘time-scan’ calculation of the aerosol extinction coefficients for the time periods shown in Figure 3 is presented.

During the hours of the presented recordings from China the extinction coefficient profile was quite stable in time compared to the one from Sweden. The instability of the latter originates from the, at the time, rapidly changing weather conditions in this rural area where both low moisture and haze, clouds, and clear weather were represented.
4. DISCUSSION

The results from the measurements show that large scale differences between the atmospheric conditions can be distinguished already in unanalyzed lidar data, however, inversion of the lidar signals more clearly indicates stronger scattering at low altitudes in the urban area.

In this abstract we present a comparison between data obtained during a time period of six hours. As weather conditions are constantly changing, both as diurnal variations, and over the year, general conclusions should not be drawn. Similar measurements during a time period of several months would provide evident information of the general air quality situation.

The weather conditions in the Chinese city during the measurements were very dry and sunny, while as mentioned, the conditions were changing in Sweden. If the clearest periods, e.g. at around 14:30 – 16:00 and 17:00 – 18:00, of the rural Swedish measurements are compared to the clearest in urban China, the low-height extinction is obviously stronger in the latter.
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We investigate the possibilities of light detection and ranging (lidar) techniques to study migration of the damselfly species Calopteryx splendens and C. virgo. Laboratory and testing-range measurements at a distance of 60 m were performed using dried, mounted damselfly specimens. Laboratory measurements, including color photography in polarized light and spectroscopy of reflectance and induced fluorescence, reveal that damselflies exhibit reflectance and fluorescence properties that are closely tied to the generation of structural color. Lidar studies on C. splendens of both genders show that gender can be remotely determined, especially for specimens that were marked with Coumarin 102 and Rhodamine 6G dyes. The results obtained in this study will be useful for future field experiments, and provide guidelines for studying damselflies in their natural habitat using lidar to survey the air above the river surface. The findings will be applicable for many other insect species and should, therefore, bring new insights into migration and movement patterns of insects in general. © 2009 Optical Society of America
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1. Introduction

A. Background

Light detection and ranging (lidar) techniques have been developed for almost half a century and have since been widely used in, e.g., aerosol monitoring [1–6]. Stationary lidars and mobile systems have been employed with a wide variety of platforms, ranging from submarines, ships, trucks, cranes, airplanes, to satellites [7–10]. Aerosol studies typically involve vertical soundings or the generation of three-dimensional distribution maps. The data are usually obtained by time-resolved measurements of elastic backscattering using a limited number of laser frequencies. Even polarization of backscattered light can be analyzed to provide information regarding the number of scattering events and particle size distribution [10,11]. Apart from the strongly dominating elastic backscattering methods, three further lidar methods have been developed for detailed spectral analysis and classification of aerosols. These methods are based on laser-induced fluorescence (LIF) spectroscopy [12–16], Raman spectroscopy [17], and laser-induced breakdown spectroscopy (LIBS) [18–22]. LIF methods have been employed in the past to distinguish between different types of pollen and aerosols that can potentially be used in biological warfare [16]. Raman lidar gives weak signals and has mostly been employed on water and nitrogen [17]. The LIBS method is more difficult to employ, but recent work has demonstrated assessment of aerosol salinity [22], following very early Russian work on cement particles [18]. Traditionally, aerosol particles are considered to be solid or liquid particles that can range from smoke, which has a particle size of a few nanometers, to friction particles and raindrops of several hundred micrometers in size. In addition to these advances, insects and even vertebrates, such as birds and bats, could potentially be detected using lidar techniques. In the past, bird...
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and insect monitoring and tracking have been extensively investigated using radar methodologies [23–26], including the classification of animals by multiband (matched) illumination [27,28]. Such applications of remote sensing techniques have important implications for local agriculture, as they allow pest forecasting. Reflectance signatures measured with multiband radar methods are typically given by interference arising from the structures of the reflecting object. However, similar advances in the use of lidar techniques have been slow, and until now, only a few studies have directly investigated the feasibility of lidar in insect and vertebrate monitoring. One example comes from a lidar study on honey bees in land mine detection [11]. That study measured backscattered light at a single wavelength and in two polarizations to detect bee echoes and to build up stochastic histograms to summarize the bee concentration in relation to the actual land mine locations. In addition, lidar sounding of fish demonstrated the possibility to detect moving live scatterers [29,30]. The bee study was followed up by investigations involving background rejection by wing beat modulation of reflected light [31,32]. Such an approach has also been used in the bird radar community [33], with the difference that the modulation frequencies are several magnitudes smaller.

B. Motivation and Strategy

The present paper describes spectroscopic studies of two odonate species (Odonata: damselflies and dragonflies), the banded demioiselle *Calopteryx splendens* and the beautiful demoiselle *C. virgo* [34]. In particular, the main focus of the study was to test the feasibility of lidar for damselfly monitoring and study of movement patterns. Damselfly larvae are highly sensitive to water pollution and oxygen concentrations and have thus been used as biomarkers in the past [35]. Another important characteristic of damselflies is that, like all other insects, they are ectotherms and are particularly sensitive to changes in temperatures. Therefore, increasing ambient temperatures are expected to force insect species to shift their distributions by expanding into new geographic areas and by trying to escape from areas that become climatically unsuitable [36]. In Europe, many documented cases of range shifts among insects have been attributed directly to increasing temperatures [37]. For example, out of the 35 European butterfly species that were studied [38], 22 have shifted their ranges northward by 35–240 km over the last century, whereas only two have shifted south. There is also direct evidence that the species studied in the present work, *Calopteryx splendens* and *C. virgo*, are currently affected by climate change. In a recent study [39] Hickling et al. showed that 23 of the 24 temperate Odonata species in the United Kingdom, including the two *Calopteryx* species, significantly expanded their range size and northern range limit between 1960 and 1995. Together, these data strongly indicate that European populations of these insects are currently moving northward.

Migration studies of insects are crucial for understanding the roles of gene flow in connecting populations over a wide spatial scale [40–41], but progress in this area has been hampered by the difficulty of marking individuals. As a consequence, studies typically involve neighboring and low numbers of populations. Migration in insects is relatively difficult to study with traditional methods, such as radio transmitters or light loggers, because the size and weight of damselflies makes the attachment of the disproportionately large devices difficult. An alternative approach would be to mark neighboring populations with combinations of two or three different fluorescent dyes, such as Rhodamine variants, and then detect migrated marked individuals at a given population [42], by correlating the spectral fingerprint of each detected individual with the population of origin. Such dyes could either be sprayed or powdered on individual specimens or absorbed by the individual through the metabolic uptake of food or water (e.g., during the aquatic larval stage) [42–46]. A number of fluorescent dyes have already been used for freshwater tracking and environmental studies, and other dyes already exist due to dyes in wastewater [47]. Even with only a few appropriate and noninterfering dyes, a much larger number of site locations could be monitored simultaneously by using various nonparallel spectral combinations of the few dye types. This is especially true if the probability of detecting two individuals in a single voxel is small.

This paper presents optical spectroscopic features and the feasibility of damselfly monitoring using lidar and lidar LIF methods, and is organized in the following way. In Section 2 the general photophysical aspects of Odonata are discussed. Then, in Section 3, we develop strategies for the remote classification of the two damselfly species and the respective genders in order to produce species and gender selective three-dimensional distributions and behavioral studies over a temporal scale [48]. In particular, we demonstrate how to generate broadband “white” light by autofluorescence on the surface layers of *C. splendens* and *C. virgo* in order to detect how structural colors affect fluorescence. Such surface probed fluorescence studies have resemblance to those presented in [49]. In addition, laboratory and outdoor test range measurements are also described, including descriptions of methods for damselfly marking [42] to study migration of individuals between populations. For this we further investigate lidar LIF methods enhanced by fluorescent dye marking. In the latter case, individuals are marked with dye either by spraying or powdering dyes directly on the individual [46] or by adding dyes to the water, which is then incorporated into the body by the individual during the larval phase [50]. We further show how the structural imprint of the dye-enhanced fluorescence can be used for remote classification.
of species and genders. Finally, in Section 4, we discuss the results and give suggestions for future work.

2. Damselfly Species Description and Relevant Photophysics

Photographs of *Calopteryx splendens* and *C. virgo* of both genders are shown in Fig. 1. The optical properties of the majority of insects are determined both by the chemical absorption imprint yielding “classical” colors, and structural colors, due to interference [51–58]. This becomes particularly clear when damselflies are observed in polarized light [58]. While common lidar methods like LIF lidar, differential absorption lidar (DIAL), and LIBS lidar commonly measure chemical colors, structural colors have never been measured in the lidar community, due to the fact that organized cells or organelles and layered structures on the nanoscale are required for the effect to be noteworthy. Even though ordinary cells might leave weak structural imprints in traditional reflectance, absorption, or fluorescent measurements [59,60], such effects are typically neglected. The main features of the reflectance of the damselfly abdomen can be explained by the arrangement of approximately 100 nm sized scattering nanospheres. (This is illustrated in Fig. 7(c) adopted from [61], to be discussed later.) This arrangement provides damselflies with their typical retroreflective properties, and an approximately 100 nm broad reflection band shifting from the blue to the green region, depending on the sizes of the nanospheres and on the angle of observation with respect to surface orientation and illumination. The nanosphere arrangement is situated just below the chitin cuticulum; the cuticulum can be more or less melanized [62]. Both chitin and melanin absorption peaks around 330 nm and both chitin and melanin produce broad fluorescence spectra covering the structural features in the blue and green region [63–65]. Further, certain Ordonates are known to have wax covered wings [66]. Botanical waxes are well studied in LIF lidar [67]. Typically, wax absorption increases dramatically below 355 nm and the maximum fluorescence yield is usually obtained around 330 nm excitation. Even waxes provide broad fluorescence spectra peaking in the blue region [68]. Reflectance can be further modified by absorbing ommochromes granules, which are situated beneath the scattering arrangement and prevent non-scattered light from being remitted and, thus, strengthen the structural color. Furthermore ommochromes in certain Odonata species react to the temperature, regulating the temperature of the ectotherms by either migrating into the nanosphere region or contracting to a deeper lying layer, which increases reflectance. Such effects can be expected to alter even the fluorescence. The lowest of the six visual spectral bands typically found in Odonata [69] goes as far as 350 nm in the UV; thus, it is not unreasonable to expect the studied species to sexually signal via altered reflectance in this band. Vibrant structural colors are exhibited by the blue males of *C. splendens* and the green males of *C. virgo* [70]. Females of both species appear less colorful, with brown, green, and golden shadings. Males and females of the two *Calopteryx* species differ significantly in the absorption properties of their wings, due to differences in the amount of melanin. Males of *C. virgo* typically have over 90% of their wings melanized, whereas males of *C. splendens* have melanized patches covering about 50% of the wing surface [71–74]. Females of both species lack the melanized wing patches, but *C. virgo* females are brown, while *C. splendens* females are typically green [50].

3. Methods, Measurements, and Results

Optical measurements were performed under controlled conditions, both on a macro scale in the laboratory and on a 60 m lidar testing range. Measurements were taken in order to gain insights into the optical properties of the studied species and to develop realistic and practical methods for future field work.

A. Laboratory Measurements

The reflective properties caused by the structural colors were investigated in detail in the laboratory. To confirm that the blue and green shades are indeed structural, two samples were photographed from a distance of 60 cm with a Sony F828 digital still red-green-blue (RGB) camera with a fixed visible linear polarizing laminated film (Edmund Optics) attached to the objective. The sample was illuminated by collimated light from a filament source (100 W Oriel, halogen–tungsten blackbody source) at an angle of 15°; see Fig. 2. For the experiment, two dried specimens (*C. splendens*, male and female) were fixed on a wire, and were photographed with parallel and perpendicular polarized illumination with respect to the polarizer on the camera objective. The photographs with maintained polarization reveal green, golden, and blue shades (Fig. 3), whereas the depolarized pictures are considerably darker and show mostly brown and reddish colors. For the convenience of the viewer, the intensities of the depolarized

![C. virgo male and female](image1)

![C. splendens male and female](image2)

Fig. 1. (Color online) Males of *C. virgo* have almost completely melanized wings, whereas males of *C. splendens* have melanized wing patches. The wings of *C. virgo* females are brown, while the wings of *C. splendens* females are typically green.
photographs in Fig. 3 are multiplied by a factor of 5. Depolarized reflections originate mainly from the hairy parts of the specimens, more specifically, from multiple reflections of the four-folded wing and the abdomen tip. By subtracting the depolarized intensity from the polarized, we retain the pure structural color and, again, green, golden, and blue shades are observed. This finding is in contrast to the appearance of multiple-scattering biological samples, such as leaves or skin, where the structural color appears flat white, simply describing the refractive index of the sample (specular reflex). Following that, the samples were studied in a stereo microscope with a ring light configuration, and the results showed that the structural blue and green shades were distributed over the entire body and wings, despite the fact that the effect to the naked eye was most obvious on the abdomen and thorax.

Studies of the whole-body reflectance were also performed by exchanging the RGB camera with a spectrometer (Ocean Optics USB4000) with an off-axis parabolic mirror telescope; see Fig. 2. Again, the spectral reflectance of the polarized and depolarized lights were measured for both specimens (C. splendens males and females); see Fig. 4. The depolarized reflectance is more than 1 magnitude smaller than the polarized, and the blue and green structural imprint disappears. The units are referenced to a Ø 50 mm barium sulfate plug (approximately the size of

![Fig. 2. Setup for color imaging and whole-body polarized reflectance studies. Samples are observed either with a color camera (RGB) or a spectrometer (Spect.) at low angle (α = 15°) through a linear polarizer (P1). Collimated white illumination is provided by a tungsten filament lamp (F) which can be polarized in parallel or perpendicularly to P1 using P2.](image1)

![Fig. 3. (Color online) Photograph of damselflies in polarized light. Photographs a and c, indicated with ∥, are photographed with parallel polarizers. Photographs b and d, indicated with ⊥, show the depolarized light amplified by a factor of 5 to make it visible to the reader. Subtraction gives us the two figures to the outermost right, where structural colors remain.](image2)

![Fig. 4. (Color online) Polarized and depolarized whole-body reflectance measurements of C. splendens males and females. The blue and green reflectance features, respectively, disappear when polarizers are crossed. (Note the different scales.)](image3)
the specimen. The whole-body reflectances in Fig. 4 were also measured at a 15° angle with respect to the illumination. Further angular studies (data not presented here) reveal that the specimens have strong retroreflective properties, and that most light is reflected back directly toward the illumination. Also, the structural features are displaced to lower wavelengths when the angle between illumination and observation increases (shifts of the order of 50 nm were observed over 60°). This might have biological relevance, since the appearance to aquatic predators would be more bluish and match the sky, while the appearance to terrestrial predators would be slightly more greenish and match the vegetation.

Since broadband reflectance time-resolved lidar is labor intensive to perform, considering requirements for pulsed collimated sources, it would be considerably more realistic to perform LIF lidar. For this reason, the resemblance of reflectance and fluorescence was studied. It is well known that fluorescence spectroscopy cannot be performed without the influence of reflectance and transmission or considering photon migration spectroscopy. Thus, we can expect certain correlations between the two methods. Dried C. splendens specimens were measured at several spots using a bifurcated fiber probe; see Fig. 5. The illuminating fiber was connected to a diode laser at 375 nm (Power Technology Incorporated) or a white-light xenon flash (Ocean Optics, PX-2) for fluorescence and reflectance measurements, respectively. The collected light was detected in a spectrometer (Ocean Optics, USB4000) through a GG400 long-pass filter. The sample and probe remained fixed at a 5 mm distance from the target in the fluorescence and reflectance measurements.

It is a general phenomenon that shorter excitation wavelengths are typically absorbed in the outer layers of biological samples and autofluorescence from a number of biological compounds is usually produced with a small Stokes shift and with broad bluish–greenish fluorescence spectra. The measurements were performed at various spots on the specimens; however, not all data are presented here. Both laboratory and lidar test-range measurements suggest that bluish reflecting samples appear even more bluish under fluorescence, and greenish reflecting samples appear even more greenish under fluorescence; see Fig. 6. Our current understanding is that excitation light is absorbed in the outer layers of the cuticulum, either by wax, melanin, chitin, or in the scattering nanospheres themselves, producing broadband fluorescence light, which, in turn, is reflected by the underlying structural color-generating layers. In this way, the structural color enhances the blue or the green part of the fluorescence that is produced.

B. Lidar Test-Range Measurements

The Lund mobile lidar system, which is thoroughly described in [7] and displayed in Fig. 7, was used for remote measurements on damselflies. It is basically a coaxial system with a Ø 40 cm vertically looking telescope with the optical path folded by a roof-top scanning mirror. The repetition rate is 20 Hz. One laser transmitter is a Q-switched Nd:YAG laser, where the fundamental (1064 nm), the second-harmonic (532 nm), the third (355 nm), and the forth-harmonic (266 nm) frequencies can be produced simultaneously. A second transmitter is a Nd:YAG-pumped optical parametric oscillator (OPO) system with wide
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In our initial experiments, we employed only the 355 and 266 nm radiation for demonstration. The pulse energies are limited to 25 and 10 mJ, respectively, for these two wavelengths. The FWHM of the laser pulse is approximately 15 ns, corresponding to about $2.25 \times 10^{-4}$ m axial resolution. The spot size for the test-range measurements of targets at 60 m was approximately Ø 10 cm. For the time-domain recording, a photomultiplier tube (PMT) (EMI 9816 QA) was used as the detector and an oscilloscope (Tektronix TDS544B) was used as the digitizer, sampling every 4 ns. The elastic signal was recorded by the PMT. Measurements were performed on two dried specimens of *C. splendens*, exposed to the expanded laser beam and with the gray sky as the background. The damselflies were held by thin aluminum wires (echoes from the wires were relatively small). The orientation and the position of the two specimens in the beam were heavily randomized by high wind speeds. Apart from the strong reflection from the window of the lidar system, both specimens are clearly resolved. The second echo is slightly weaker than the first. This might be explained by different orientation and positions in respect to the beam; also, the first specimen is partly shadowing both excitation and backscattered photons. Also, the trivial LIDAR signal falloff with range is at play.

Results from fluorescence measurements with the OMA system are shown in Fig. 9, for 355 and 266 nm excitation. Slight differences between the genders of *C. splendens* can be seen. The autofluorescence spectra were recorded at a 60 m distance at 355 nm excitation and in the lidar laboratory at 266 nm excitation (due to weather conditions). The insect specimens were the same, but the orientation was random as before. Beam sizes were Ø 10 cm and 1 cm, respectively. A GG400 and a WG305 Schott long-pass filter...
were used, respectively. Emission spectra are broad and cover the region of 400–600 nm, where structural imprints are expected to occur. Emission spectra could be explained by previous measured spectra of both melanin and chitin. Even if the signal is weak, a slight difference between a blue and a green reflecting sample can be observed at both excitation wavelengths (Fig. 9). Both chitin and melanin absorption peak around 330 nm and the signal-to-noise ratio could probably be improved by moving to such an excitation wavelength.

Results of fluorescence lidar measurements on damselflies prepared with Coumarin 102 and Rhodamine 6G dye are shown in Fig. 10. In preparation for migration studies and population encoding experiments, dried specimens of both genders of *C. splendens* were sprayed with water solutions containing these dyes. Fluorescence spectra were measured at a 60 m distance with the same procedure as before. Apart from the obviously much stronger fluorescence signal from the two dyes, males and females with, respectively, blue and green structural colors show distinct fluorescence spectra. This is in accordance with the view that the generated fluorescent light is reflected in the insect structures and, thus, the structural color imposes an imprint on the observed fluorescence. Separation of male and female damselflies based on the measured ratio between two fluorescence intensities (at 485 and 560 nm, 25 nm FWHM, respectively) is illustrated in Fig. 11. In this case, we define the bands mathematically, with the spectra provided from the OMA, but such bands could easily be implemented using optical filters in front of PMTs with much higher sensitivity. When we take the ratio between the two bands, intensity units cancel, and the influence of all geometric effects due to sample orientation, position with respect to the laser beam, collection efficiencies, etc., cancel. We see a clear distinction between the *C. splendens* male and female specimens for the dyed samples. For the autofluorescence, the tendency is the same, but the contrast is poorer. This is mainly due to noisy signals rather than lack of physical differences.

4. Discussion

We have performed a feasibility study to investigate the possibilities of lidar to study interpopulation migration and movement of the damselfly species *Calopteryx splendens* and *C. virgo*. Laboratory, as well as testing-range measurements, of dried, mounted specimens at distances of 60 to 80 m were performed. The damselflies exhibit reflectance and fluorescence properties that are closely tied to the generation of structural colors. Laboratory measurements, including color photography in polarized light and spectroscopy of reflectance and induced fluorescence, revealed these phenomena and an interesting connection between reflectance and fluorescence features. To our knowledge, we are the first group to acquire ...
structural colors using lidar. The number of C. virgo samples was limited as the dried samples are considerably fragile; hence, they quickly disintegrate in the measurement wind conditions. Laboratory measurements on C. virgo involving polarized color photography and point reflectance/fluorescence were carried out. The results of these measurements also confirmed that the reflectance is indeed largely influenced by nanostructures and, as for C. splendens, the emitted fluorescence is positively correlated with the reflectance at the same wavelength region. Studies on lidar data of C. splendens of both genders showed that males and females can be remotely distinguished, especially for specimens that were marked with the dyes Coumarin 102 and Rhodamine 6G. The strength of the fluorescence signals (when studied with an optical multichannel analyzer connected to the lidar telescope) indicated that an arrangement of a small number of PMTs, each detecting a chosen spectral band, is advantageous for realistic single-shot recordings of flying insects. With such a setup, range-resolved recordings are obtained, which is advantageous compared to the gated spectrometer approach, where the time gate has to be preset. Such an approach is now being implemented in preparation for upcoming field experiments, where damselflies in their natural habitat will be studied with the lidar beam positioned at different heights over the river surface. Field studies have the potential to bring new insights into the migration, movement, and flying patterns of Calopteryx damselflies, and will provide guidelines for studies of other insect species. One concern when using LIF lidar at 266 nm is the transmission of the excitation light in the atmosphere; depending on varying conditions, ozone absorption and air scattering will attenuate the excitation pulse. Early work experience from previous field campaigns tells us that lidar returns can be detected in horizontal soundings at kilometer ranges even at 254 nm, where ozone absorbs the most [77,78]. The conditions might, however, not always be feasible. Alternative solutions for acquisition of structural colors by lidar might be found in multiband illumination with several laser lines, or with pulsed supercontinuum light sources [79,80]. However, the issues concerning eye safety in field settings would be much more severe than for the eye-safe UV used in, e.g., LIF lidar.
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Results from field experiments using a fluorescence lidar system to monitor movements of insects are reported. Measurements over a river surface were made at distances between 100 and 300 m, detecting, in particular, damselflies entering the 355 nm pulsed laser beam. The lidar system recorded the depolarized elastic backscattering and two broad bands of laser-induced fluorescence, with the separation wavelength at 500 nm. Captured species, dusted with characteristic fluorescent dye powders, could be followed spatially and temporally after release. Implications for ecological research are discussed. © 2010 Optical Society of America
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1. Introduction

Lidar techniques have been developed for almost 50 years for atmospheric monitoring by analyzing the return echo from the aerosols distributed in the atmosphere [1–3]. The fluorescence lidar variety is useful in assessing phenomena in addition to those relying on elastic backscattering from aerosols. Because of the existence of alkali atoms and iron ions in an extremely low-pressure environment, fluorescence lidar is a unique technique for monitoring conditions in the upper atmosphere [3]. At a shorter range, the Swedish research group at Lund University, and others, have shown that remote targets within a few hundred meters can be analyzed successfully using laser-induced-fluorescence (LIF) spectroscopy [4]. Based on a well-developed mobile lidar system [5], the applications range from the optical diagnosis of historical monuments to the analysis of hydrological and vegetation targets. With the knowledge of measurements ranging from aerosols with sizes of less than 1 μm to macro solid targets, such as the Roman Colosseum [6], we are currently at the intermediate spatial scale by studying flying insects.

Monitoring insects and studying their movements is of great importance in biological research and environmental monitoring. For instance, damselfly larvae are highly sensitive to water pollution and dissolved oxygen concentrations and, thus, are used as biomarkers [7]. Like other ectotherms, damselflies are sensitive to ambient temperature, and many species have undergone a northward shift in their distribution due to global warming [8]. Dispersal studies of insects are also critical for understanding the role of dispersal between populations over wide spatial scales [9], which is important when developing conservation policies. The traditional method is limited to marking individuals with different dyes and then collecting individuals from neighboring populations [10]. Advanced remote detection techniques in this field have developed slowly. Pioneering work using elastic lidar to study honeybees for land mine detection has been reported [11–13].

Noticing the potential advances of LIF techniques in insect monitoring and the natural connection with the dye markers used for traditional tracing, we
demonstrated for the first time fluorescence lidar techniques for damselfly (Calopteryx splendens and C. virgo) monitoring at a distance of 60 m [14]. For initial remote spectral analysis of LIF, an intensified fiber-coupled optical multiple channel analyzer system [15] is employed. By averaging signals, even the autofluorescence from mounted dead damselflies was useful for distinguishing between species and sexes [14]. Importantly, damselflies dusted with different types of dye can be spatially resolved and distinguished from the fluorescence signature in a single lidar pulse. To further test the feasibility of such a technique, two weeks of field experiments were carried out in southern Sweden, where three geometrical arrangements were set up over a river surface [see Fig. 1(a)], and damselflies that were flying into the laser beam were detected and counted statistically. During the campaign, three groups of damselflies were dusted with dye powder and released into the natural environment. The fluorescence signatures in lidar signals reveal their presence, dispersal patterns, and activity in later measurements.

This paper is organized as follows. First, the fluorescence lidar equipment is introduced in Subsection 2.A, followed by a description, in Subsection 2.B, of the geographic setting of the field experiment where three lidar paths are set up. The selection and use of fluorescence dyes in the short-range test and in the field experiments are described in Subsection 2.C. Subsection 3.A shows a method used to distinguish three species of damselflies (dusted with different dyes) using their fluorescence signatures. In Subsection 3.B, the statistical results are presented and discussed in the spatial domain, as well as in the time domain, also taking weather conditions into account. In addition, the application of a method used to extract insect echoes out from the electronic perturbation is introduced in Subsection 3.C. Finally, we discuss the general applicability of the technique in biological systems and the biological implications of the findings.

2. Experimental Methods

A. Lidar Equipment

The experimental facility is based on the Lund mobile lidar system [5], which is modified for the current study in important ways. The main equipment is presented in Fig. 1(b). The third harmonic (355 nm) of the Nd:YAG laser radiation is used with an energy of 40 mJ/pulse, and with a pulse width of 10 ns. After expanding to a beam diameter of 5 cm, the laser beam is transmitted by a mirror (40 cm x 56 cm) placed in a transmission dome, which can scan vertically and horizontally. A quartz window in the dome is used to protect the mirror from atmospheric dirt and dust. The elastic scattering and the fluorescence from the targets are reflected by the same mirror and collected by a telescope system with a diameter of 40 cm. The collected light is distributed by several mirrors and is filtered, and then detected by three photomultipliers (PMTs). As shown in Fig. 1(b), the elastic scattering from the target is selected by a laser line mirror (LM) and recorded by PMT-1 in the time domain. A polarizer (P) is set at a crossed angle against the polarization state of the transmitted laser beam. Therefore, PMT-1 is sensitive only to depolarized backscattering, but blind to the copolarized echo from the target surface, and, hence, insensitive to the flying orientation of the insect in the laser beam. An extra-short-pass filter (SF) is used to suppress the fluorescence light from the target and background light from the sky thereafter. The fluorescence light passing through the LM is
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divided by a dichroic filter (DF) into two wavelength bands, blue (400–500 nm) and yellow (500–750 nm), and measured by PMT-3 and PMT-2, respectively. Before the DF a long-pass filter (LF) is used to suppress the leakage of the elastic scattering through the LM. Three channels of signals from the PMTs are simultaneously recorded by a high-speed oscilloscope (Tektronix TDS544B), which samples every 8 ns. The start time of the sampling period is controllable by adding a tunable delay onto the synchronization trigger from the Nd:YAG laser. The recorded data are then read out through a GPIB connection by a computer in real time. The repetition rate of the whole system is limited to 10 Hz by communication speed, although the repetition rate of the laser system is 20 Hz. By using such a three-PMT system, both the elastic scattering and two bands of fluorescence can be analyzed in the time/spatial domain.

B. Field Site

Insect measurements were performed with the Lund mobile lidar system at the Klingavälsån river, Väverböd (55°38' N, 13°29' E), in southern Sweden, during two weeks (1–7 and 24–30 June 2009); see Fig. 1(a). The vehicle was parked near the river, and the laser beam passed over a pasture enclosure, and was measuring in three different geometrical arrangements over the surface of the river. In the first week, the measurements were carried out at Site I, where the laser beam was folded by a plane mirror (∼50 × 60 cm²) in order to be close to the water surface, and then terminated below a bridge. The insects flying through the laser beam could be measured and analyzed in real time. In the second measurement week, the laser beam was moved to Sites II and III. At Site II, the laser beam followed a section of the river that included a peninsula and the beam was terminated by a black beam stop that was set up at the riverbank. Close to Site II, Site III was set up by folding the laser beam closer to the river surface, using the same plane mirror, but now mounted on the peninsula.

Single-pulse lidar echoes corresponding to three paths of the laser beam are shown in Fig. 2, correlated to a satellite image (obtained via the Google Earth tool) of the field. The backscattered signals from the static targets, including the quartz window (protecting the rooftop lidar mirror), a fence, the folding mirror, and the termination, are shown to be stable in all three bands during the long-term measurements. Ranges of interest are marked out in Fig. 2(a) and corresponding lidar echo signals are shown in Fig. 2(b). For instance, in Path I, the range between the mirror and the bridge, corresponding to Site I (compare with Fig. 1(a)), is from 186 to 260 m. Any small “blips” in between the fixed target echoes that show up in the elastic band are recorded by the system, and later counted as one detection in the histogram. The two fluorescence bands are basically used for analyzing dusted-and-released damselflies in the second measurement week, since the auto-fluorescence from natural damselflies was too weak to be measured in a single pulse in daylight conditions, while the dye-induced fluorescence can easily be distinguished. From the static targets, we can see fluorescence signatures from the quartz window (due to the dust and dirt attached on the surface), but not (or very weakly) from the metal fence, while they saturate the PMTs at the black-painted terminations. We realized that the intensity of the fluorescence signal from the quartz window can be used for normalization, so that the instabilities of the fluorescence signals, depending on the laser power, PMT sensitivity, etc., can be compensated for.

Fig. 2. (Color online) (a) Three lidar paths are shown on a satellite map; numbers indicate the lidar-target distances in meters; (b) lidar echoes from the static targets in Path I (top), Path II (middle), and Path III (bottom).
C. Application of Dyes

Before the field experiments, the performance of the lidar system was tested in Lund. Two dead *Calopteryx* damselflies marked with different dyes (Coumarin 102 and Rhodamine 6G) were placed at different distances (60 and 80 m, respectively) within the laser path; see Fig. 3(a). The single-pulse reflection signal burst from the damselflies was then recorded by the three-PMT systems, as shown in Fig. 3(b). Obviously, the intensity (ratio) of the two fluorescence bands are different for the damselfly positioned at a closer distance, which is marked by Coumarin 102, a bluish dye, and the other one at a larger distance, marked by Rhodamine 6G, which is redish. The fluorescence spectra of these two dyes for 355 nm excitation are shown in Fig. 10 of Ref. [14]. The above tests indicate that the fluorescence signature from a single lidar pulse is sufficient to distinguish damselflies marked with different dyes, which was encouraging for studying flying damselflies in their natural habitats.

In the later field experiments, three types of dye powder from Swada Inc. were used to dust three groups of captured damselflies belonging to the species *C. splendens* and *C. virgo*. Specifically, 43 *C. splendens* males were marked with Stellar green, 19 *C. splendens* females were marked with Comet blue, and 20 *C. virgo* males were marked with Nova red. It is worth mentioning that these dye powders are used regularly by biologists for dispersal and mating studies (see, e.g., [10]), and have been tested to not harm the insects. The fluorescence spectra for 355 nm excitation are shown in Fig. 4. With the cutoff wavelength of the dichroic filter, which distributes the light energy into two PMTs, at 500 nm, one can expect that the blue dye will mainly be seen by the blue-band PMT, while the red dye will be seen by the yellow-band PMT, and the green dye by both. Dusted damselflies were released at Site III during the measurement in the second week, 29 and 30 June 2009. They appear occasionally in the laser path together with unmarked damselflies, and are distinguished by the lidar system from them by the fluorescence signatures. Since the different species and sexes are dusted with different powders, information on species- and sex-specific habitat preferences and dispersal patterns can be obtained if a large enough number of insects is dusted and released. For calibrating the signals at the two fluorescence bands, glass tubes with the individual dyes are moved in and out of the laser beam (close to the fence) to get the standard fluorescence signatures. A detailed analysis of this procedure is given in Section 3.

3. Data Analysis

A. Fluorescence Signature

The method of the fluorescence analysis of damselflies is described here. Figure 5(a) shows several examples of single-pulse lidar curves corresponding to different situations/events happening at Site III. The background consists of static signals (in the situation of no damselfly), and obvious “blips” (with the underlying area filled in) can be occasionally seen between the fence and the mirror (marked by light yellow shaded band), when damselflies fly into the laser beam. For the unmarked damselflies, the signals in the two fluorescence bands are not obvious due to the weak autofluorescence; however, the elastic backscattering is enough for statistical counting (see Subsection 3.B). For the dusted-and-released ones, the fluorescence signatures are clearly different for the three dye species. As expected, the blue dye shows a stronger bluish fluorescence, while the red dye shows stronger fluorescence in the yellow

![Fig. 3. (Color online) (a) Setup for the test-range measurements, and (b) range-resolved signals of the three channels, from two serially placed damselflies marked with different dyes (Coumarin 102 and Rhodamine 6G).](image)
band, and the green one shows a relatively equal intensity in both bands.

The echo signals corresponding to the damselflies observed in the two fluorescence bands are normalized to those arising from the quartz window at distance 0, before they are plotted in the scatter plot in Fig. 5(b). Here the echo energy is calculated by integrating the echo return intensity in the time domain. By doing so we obtain higher accuracy than by simply selecting the peak intensity, considering that the laser pulse width (10 ns) is comparable with the sampling temporal interval (8 ns). As mentioned above, the dye tubes were used for calibration. The normalized signals corresponding to these “standard” samples are first plotted in Fig. 5(b) as crossed marks, which separate clearly. The blue and red dyes occupy the upper-left and bottom-right areas, respectively, due to relatively strong bluish and yellowish fluorescence, while the green dye signals, with equal intensities in both bands, are situated in between. With such a calibration method, the signals corresponding to the dusted damselflies can be plotted into the same scatter plot and their respective dyes can be determined based on which area they are located in. The data from the field measurement of flying dusted-and-released damselflies are shown as round marks in the figure, and the three groups are well distinguished.

B. Statistical Analysis

Using the strategy described in Subsection 3.A, damselflies that appear in the laser beam were detected and statistically counted. The range-resolved results are shown in Fig. 6. For Site I, the data close to the mirror are disturbed by the riverbank vegetation moving in the wind. Many of the measured insects that were found close to the bridge were mosquitoes (according to visual observations), which cause weaker echoes than the damselflies. Mosquitoes and damselflies can thus be separated by adjusting the threshold for selecting echoes. The decay of the lidar curve with range (R), following \(R^{-2}\), has been considered when setting the threshold. Damselflies were mainly detected between 210 and 250 m. Three signal locations, indicating positions in which damselflies frequently appeared, were correlated with reed stands (preferred territories of damselflies [16]). For Site II, damselflies were mostly found around the peninsula, which was consistent with our visual observations. It is interesting to compare the results with Site III, where the peninsula was occupied by the mirror. During the measurements at Site III, we released three groups of damselflies near the fence on 29 and 30 June 2009. In later measurements, they are recorded, distinguished, and plotted in Fig. 6(c). The spatial distribution of the marked damselflies is comparable with that of the unmarked individuals.

Statistical analyses were also performed in the time domain. Figure 7 shows the result obtained at Site I, on 2 June 2009, together with the weather parameters. The damselflies were identified (shown in black) using the threshold method described above. The number of actively flying insects (including both mosquitoes and damselflies) decreased considerably as the temperature dropped and wind speed increased. The observed increase of damselflies in activity between 15:00 and 16:00 is probably due to other environmental factors, such as increased Sun radiation due to local cloud movements. Results from the three consecutive measurement days at Site...
III, where dusted damselflies were released on 29 and 30 June 2009, are shown in Fig. 8. From the figure, it can be seen that several of the marked damselflies were alive on 30 June 30 2009, which corresponds to 1–2 days after they were originally marked.

C. Perturbation Removal for Enhanced Damselfly Detection

One particular feature of insects in lidar data is their sudden temporal occurrence and disappearance, which is in great contrast to influences of perturbing static objects along the line of propagation of the light pulse. Such completely static features could, in principle, have been removed simply by subtracting an "empty" curve that contains only static information [such as the curves shown in Fig. 2(b)] from all measurements. In the real world, the strong reflections from the fence and the mirror in this case, can induce nonoptical features, e.g., oscillations caused by electronic reflections in the PMT cables or depletion of the charges in the dynodes. Such an unstable perturbation, together with a triggering uncertainty from the quasi-static features in the backscattering signal, makes the simple subtraction approach inapplicable, especially in the range closely after the mirror (see Fig. 5(a) from Site III), where the insect signals can be easily masked. Therefore, we investigated the possibility of removing these quasi-static effects from the data by using the singular value decomposition (SVD) method [17]. SVD is generally not considered suitable for describing temporal phenomena; however, it can be applicable in some cases as a quick tool that requires no detailed information, as traditional input–output system identification methods would [18,19]. We successfully managed to describe the quasi-static background as a linear combination of three time series generated with SVD. As the insects only occur in about one out of a thousand shots, these events will be heavily suppressed by the data not involving a hit. The result of the removal can be seen in the example in Figs. 9(a) and 9(b). In this case, the insect echo is completely hidden in the ringing of the elastic PMT after the strong diffuse reflection from the mirror (Fig. 9(a)). While single pulses in any of the PMTs might be caused by "ghost photons" with intensity levels above the background, it is much less likely that such pulses occur simultaneously in two of the PMTs. One way to increase the contrast of true hits in respect to the ghost photons is...
to make use of the fuzzy logical AND operator, namely, to multiply the fluorescence signal by the elastic signal. This method is especially valid for marked damselflies that show obvious signals in fluorescence bands. After the removal of the quasi-static contribution, unbiased histograms can be produced on the returned fluorescent intensities times the elastic. In Fig. 9(c), we have produced such a histogram for the range between the fence and the mirror at Site III. The statistics are carried out on three time sections of totally 3 h on 29 and 30 June 2009. To study the insects in particular, the data containing information of road dust plumes from passing cars (discussed below) were excluded. The negative values generally represent the noise level; their amplitudes are plotted with dotted curves to compare with the positive values plotted as solid curves. Clearly, the reflection signals from the insects produce much higher positive values compared with noise and, hence, induce a skewness in the histogram; see the mismatch between histograms in Fig. 9(c) corresponding to positive and negative values. Similar graphs were observed from the window to fence and the mirror to the termination stretch, although with less and more skewness, respectively. This is in accordance with the ecological a priori knowledge, with lower damselfly numbers at the closer range where the laser beam passes the pasture field, but a higher possibility of capturing the flying damselflies over the river surface at the farther range. The SVD method discussed above for quasi-static signature removal works consistently, and was applied successfully over several days of measurements. Figure 10 shows an example in which the removal method works on 25 s of data recorded in the afternoon of 29 July 2009. The three (elastic, blue, and yellow) bands of signals, with quasi-static features removed, are plotted as blue, green, and red, respectively, into a red–green–blue (RGB) false color map. All three channels are multiplied by the elastic channel to further enhance the contrast. Before the fence, a road dust plume induced by a passing car can be clearly seen on a zero background, thanks to the successful removal of the static/quasi-static features. Particularly, in the range between the mirror and the termination, where originally the insect echo was impossible to see before the removal operation, now clear information appears in different false colors due to different fluorescence performance. The green-dyed damselfly, with reflection signals in all three channels, shows as white in the map, while the natural (nondyed) one shows up as blue and the blue-dyed one shows up as cyan.
4. Discussion

In this paper, we demonstrate the potential of lidar as a remote-sensing technique to model the spatial and temporal activity of *Calopteryx splendens* and *C. virgo* damselflies in the wild. Although several review articles on the potential of lidar in habitat modeling have appeared in the last few years, the number of applications on natural populations is low, and most of the studies until now have concentrated on bird habitats [20,21] rather than on birds themselves. In particular, we show that lidar can be used to monitor unmarked damselflies in their natural habitats, and how the use of fluorescent dust helps to differentiate between damselfly sexes and species using a single lidar pulse. Applying such a computerized imaging setup on scales ranging from 10 m to a couple of kilometers will enable biologists to design new experiments and to address new and interesting questions regarding insect ecology, evolution, or optimal wing morphology. In addition, lidar monitoring is an efficient way to assess, for example, population sizes, lifetimes, and dispersal distances and rates, and such data are commonly needed for conservation planning.

Studying the ecological requirements and habitat use of invertebrates in a quantitative way is usually both time consuming and difficult. By using lidar, we show that quantitative data on the temperature and wind speed requirements of *C. splendens* and *C. virgo* can easily be collected during only a few days in the field. For ectotherms, like these damselflies, data on thermal tolerance ranges will be increasingly important in the face of global warming [22,23], since it might tell us about the prospects for local extinction or predict potential northward shifts in the distribution of species. In addition, we have estimated the type of vegetation and at which distances from the water the two species of damselflies occurred, and this adds additional important information about the environmental requirements of these species. Furthermore, the stationary nature of lidar allows the rapid assessment of temporal and spatial activities of individuals in a population. Data collection in such a setting would also be more objective, compared to commonly employed visual censuses by humans, which would increase comparability between sites and observers. Through the marking of different species and sexes with different types of fluorescent dyes, we could also estimate the dispersal patterns and rates of the marked damselflies, and study if habitat use is sex or species specific. This approach would also be useful for mark–recapture studies, a common technique for estimating population sizes where the recapture rate is usually the limiting factor.

From Fig. 6, a tendency for male *C. splendens* (marked by green powder) to be more dispersed along the river than *C. splendens* females and *C. virgo* males can be seen. The difference in dispersion between males of the two species can be attributed to two factors. First, *C. virgo* males have been shown to be more aggressive than *C. splendens* males and are, thus, more dominant [24–26]. This difference in competitive ability is likely to result in the displacement of some *C. splendens* males from their preferred territories, and interspecific contests between males will also often lead to males of *C. splendens* being chased away by *C. virgo* males. Hence, *C. splendens* males might more often be actively displaced from their river territories than males of *C. virgo* and, hence, be in search for new territories. Second, male *C. splendens* commonly force copulations with females, while *C. virgo* males are more likely to perform a courtship display to initiate mating [27]. Forced copulations are being achieved by following flying females and then by forcing the females to bring up their abdomen to engage genitalia [28].

The chasing of females probably contributes to the wide dispersion of *C. splendens* males, thus further increasing the overall spread of males along a river. It should be noted from our result that *C. splendens* males were more dispersed along the river than females, contradicting previous findings, but this might be an artifact of the scale of different studies. A tendency for females to disperse greater distances than males has been observed in both *C. splendens* [29] and in the banded damselfly *Ischnura elegans* [30]. However, our study measured fine-scale dispersion patterns (scale of a few meters), while the two aforementioned studies investigated large-scale dispersion patterns (hundreds of meters), which were not measured in the current study. Thus, it is possible that the different results are caused by different scales at which the studies were conducted, and that small and large dispersion patterns differ between the sexes of *C. splendens*. In order to address this explicitly, more studies are needed to rigorously test this prediction. The finding that males prefer vegetated habitat near the water is consistent with previous studies on habitat use in these species [26,31]. Aquatic plants provide *C. splendens* males with good oviposition territory and perching spots [32].

Biodiversity is diminishing at an accelerating pace [33], and, therefore, data on biodiversity and spatial distribution are urgently needed for conservation planning. However, the lack of taxonomists and funds precludes particularly the mapping of taxonomically diverse groups, such as invertebrates [21]. Therefore, management strategies mostly concentrate on charismatic vertebrates and only a few conspicuous invertebrates and ignore most other species [34]. However, the diversity of invertebrates is declining even more rapidly than that of plants and vertebrates [35], even though invertebrates are involved in important ecosystem functions, such as pollination and food webs. We thus clearly need better methods to rapidly, effectively, and cheaply assess the abundance and distribution of invertebrate species. The results of our study are, therefore, encouraging and timely for future assessments of invertebrates.
5. Conclusions

Following proof-of-principle measurements [14], we have now performed successful real-world field experiments on insects in vivo and demonstrated the potential of the technique. Lidar provides simple but ecologically meaningful variables for a rapid extrapolation of activity, richness, and composition of insect assemblages across large areas. This enables conservationists to evaluate habitat over large areas and to define diversity hot spots, as well as to monitor changes in the distribution and abundance in response to environmental change. Low fluorescence yield of chitin at 355 nm excitation is a limitation when using nondyed species. However, improvement could be expected by employing, e.g., 286 nm (quadrupled Nd:YAG laser), or 308 nm (XeCl excimer laser) for a better match to the chitin absorption band. Further, the extended fluorescence band available then would also enhance the chance for classification without marking. We did not note any perturbation of the measured species when hit by 355 nm light; however, a shorter excitation wavelength would also be desirable to decrease such a possibility. Full sunlight measurement conditions were shown to be possible; clearly performance is improved for lower light levels. The fact that we estimate a probability rather than a concentration as in aerosol lidar applications, implies that a large number of laser shots, in our case thousands of shots, are required to produce a good statistical distribution. Thus, the insect concentration should be considerable to produce a measurement in a limited time. This is particularly true if two-dimensional or co-dimensional mappings are desired.

With the experience gathered in the present work, it should be possible to perform lidar monitoring of insects of considerable impact on the ecology community.
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1. Introduction

Birds, with their highly mobile lifestyle, have been able to successfully colonize new geographic areas and thereby have extended their breeding ranges to include most habitats of all continents [1]. At certain times of the year, millions of birds depart on migration flights across continents and seas. Many of these migration flights are performed at night, hidden from our eyes. Some birds have adapted to perform long migration flights across vast inhospitable areas, such as the Saharan desert and the Mediterranean Sea during their migrations between their summer breeding grounds in Northern Europe, and areas where they spend the winter in tropical Africa [2,3]. A large proportion of migratory songbirds fly at night and at high altitudes (>500 m) between these remote destinations [4,5]. By flying at night, the flight will potentially be less disturbed by turbulent wind conditions compared to daytime [6], and the birds will reduce the risk of being taken by predators [7]. Furthermore, by migrating at night, the birds can maximize the time spent on feeding during daytime [2,8].

2. Existing Methods

The intensity of migration, flight altitude, and directions of nocturnal bird migration flights have been studied by using a number of remote sensing methods, such as surveillance and tracking radars [9–14], ceilometers [15,16], infrared (IR) cameras [13,17], as well as lunar obscuration [18,19]. The surveillance and tracking radars and IR cameras enable the observer to get a relatively good estimate of the height distributions and numbers of birds passing overhead, while the ceilometer providing the same type of data is very limited in range (applicable altitude range is from a few meters to about 200 m) [15,16] and is not able to cover dominating flight altitudes under natural conditions. Moon watching (i.e., lunar obscuration) gives more crude estimates of directions and altitude ranges, but can be useful when there are limited possibilities to use major equipment (i.e., surveillance and tracking radar) because a pair of binoculars is all that is needed for observations, and large areas can be covered with many observation sites [20,21]. So far, it has not been possible to identify the species observed with the moon watching or the other methods. In some areas, migrating birds might even be confused with nocturnal insects and
mammalian migrants, such as bats, since some of the species explore the same time interval for migration. All remote methods used so far to record nocturnal migration in free-flying birds have been limited by not being able to reveal what species have been observed. With a few exceptions, like the common swift (Apus apus), which has a very characteristic wing-beat pattern during flight and which can be identified by a tracking radar [22,23], most birds migrating at night and at high altitude will have to pass unidentified, as the flight speed and wing-beat frequency for birds of the same size range is similar, making only classifications of a few size groups possible by using tracking radar [24]. Another confounding factor is the altitude at which the birds migrate, which often exceeds 500 m during normal migration flights across the landscape [4,5,25]. For example, soaring birds normally occur up to a few thousand meters [26], making it difficult to visually identify the species, not only at night, but also during the day. To study the special adaptations for nocturnal as well as diurnal flight, the timing of migration for different age and sex classes of birds and the passage relative to topography, winds, and weather parameters, it would be of great interest to identify the individual birds down to the species, but also—when possible—to sex and age level. In this paper, we examine the possibility of using a fluorescence (light detection and ranging (lidar) system to identify the species of birds, on the basis of their size, plumage characteristics, and spectral features from their plumage.

3. Lidar Technique

Lidar techniques have been successively developed following the invention of the laser 50 years ago, but even a search-light-based variety was tested before that (for overviews of the field see, e.g., [27,28]). In a lidar system, an intense and short-duration laser pulse is transmitted into the atmosphere, and light, as scattered from objects or aerosol particles, returns to a receiving telescope placed adjacent to the transmitter. The optical return is converted to an electronic signal in a photomultiplier tube (PMT) and is recorded in a transient recorder/digital oscilloscope. Range resolution is obtained from the time-of-flight information (a fixed target 150 m in front of the system yields an echo after 1 ms), and the best resolving ability is limited by the pulse duration (a 7 ns pulse yields an echo half-width of 1 m; nonoptimal electronics prolong the echo). Apart from ranging applications yielding target distance, elastic backscattering from aerosols can yield information on their distribution and properties. Distributions of pollutant gases with sharp absorptive imprints can be obtained with the differential absorption lidar (DIAL) variety of the technique, where the laser source is intermittently tuned between an absorbed and a nonabsorbed wavelength. The laser light can also induce fluorescence, which is utilized in fluorescence lidars. In particular, this is being exploited in long-range systems, where meteorite-produced alkali atoms and iron ions in the upper atmosphere are monitored. At closer range, broadband fluorescence in solid targets can be induced, as discussed in, e.g., [27]. Applications include characterization of oil spills at sea, algal blooms, vegetation, and building facades (cultural heritage). In the zoological realm, lidar techniques have also been employed for studies of fish (see [29] and references therein), honeybees [30,31], and damselflies [32,33]. The present project on bird fluorescence lidar emerged out of the damselfly studies performed in our group.

4. Motivation

There are a number of bird flight and migration phenomena that would be of great interest to study if it were possible to identify the species (and age and sex) of the birds migrating at night and at high altitude during the day. For instance, more general questions related to selection of time of migration and flight directions relative to winds and topography, as well as the altitude of migration, could be studied for migrants with different morphology and flight adaptations. Comparative studies of bird migration could be performed at different geographic areas and during different times of the year. It would also be possible to study the composition of bird migrants for a given area, how their migration flight behavior might differ between species, and how the bird movements might lead to the spread of bird-borne diseases, such as avian flu and avian malaria, tick-borne diseases, and seeds [1,34].

5. Bird–Light Interaction

In the ultraviolet, visible, and near-IR (UV–VIS–NIR), plumage reflectance arises from microstructures of the barbs and leaflike barbule sheets, which range in thickness down to a couple of micrometers, with the even smaller barbichel hooks attached [see common wood pigeon Columba palumbus feather in Fig. 1(a)]. The barbules are neatly arranged, overlapping, and generally there is no line of sight through a single feather. The many air–solid interfaces between feather structures in the hollow feathers and in vacuoles cause the incident light to be reflected and transmitted according to Snell’s law and the Fresnel equations. On the macroscopic scale, the many dispersion events cause incident light to behave diffusively, as is known from the theories of multiple scattering, photomigration, and tissue optics [35,36], and it eventually leaves the plumage to reach the observer. After such migration, light loses information regarding polarization and coherence; for this reason, this contribution to the total reflectance is referred to as incoherent scattering.

Along the migrated path, the light can be absorbed by chromophores that are embedded in the β-keratin matrix [37,38], which is the main constituent in feather structures [39]. The refractive index in the visible range is typically 1.55 [40]. The absorption of both β-keratin and the mammalian-occurring α-keratin increases slowly from 400 to 300 nm,
increases dramatically below 300 nm, and peaks at 280 nm \[41\]. The most common chromophores are the black eumelanins (\[76\]). The darker embedded spots arise from melanin granules.

Blue, UV reflecting, and iridescent plumages are typically based on constructive interference. Reflectance of such plumages will depend strongly on the angles of illumination and observation with respect to the surface orientation \[46\]. Structural color is typically produced by repetitive structures; that is, dominant spatial frequencies of changing refractive index along the optical axis in nanostructures in the feathers \[37\], Chap. 7, \[47\]. Such nanostructures can consist of ordered arrays of air-filled vacuoles or melanin granules. Structural effects alter the ratio between reflected and transmitted light from a single nanoarray. For effective structural colors, chromophores are required to prevent transmitted light from escaping the plumage after multiple scattering in the underlying plumage (Fig. 1b), billing, Dolichonyx oryzivorus. Because a structural color occurs because of interference, the effect cannot be described either by diffusion theory or by the Monte Carlo simulation commonly applied in tissue optics. For this reason, the structural contribution to the total reflectance is referred to as coherent scattering.

When considering laser-induced fluorescence (LIF) in birds for remote classification, the natural choice of excitation wavelength would be 266 nm, considering the bird eye-safety issue of using 355 nm excitation, as is common in remote LIF setups. Bird reflectance at 266 nm is not well studied because it is well below the UV sensitivity bands of any animal \[48\]. Preen oils and waxes and keratins increase heavily in absorption below 320 nm and produce a considerable broad bluish fluorescence, peaking around 400 (for botanical waxes) \[49\] and 580 nm (\(\alpha\)-keratin) \[50\]. In certain more rare taxa, including parrots, by using porphyrins as chromophores we can expect high fluorescence yield and relatively sharp and characteristic spectral features. Even if not directly pumped at 266 nm, the fluorescence emission from keratin might serve as an indirect pump for porphyrins. Fluorescence yields of melamins and carotenoids are low in comparison to those of greases and keratin. Embedded melanin granules are, however, expected to quench both excitation and
emission from keratin fluorescence. For this reason, we can expect to be able to classify birds by quantifying both eumelanin and pheomelanin content by spectrally analyzing the fluorescent emission from plumage, even if the fluorophores are identical for most feathers.

A typical effect in fluorescence spectroscopy is that the interrogation volume becomes more superficial the lower the excitation wavelength is [51]. The scattering coefficient is roughly 600 cm\(^{-1}\) in solid keratin without granules or vacuoles, and the absorption cross section of solid keratin at 266 nm is roughly 2400 cm\(^{-1}\) [41]. This implies that half of the light is deposited in the outermost 2 \(\mu\)m in solid keratin, corresponding to the thickness of a single barbule. The preen wax coatings have absorption coefficients of the same order of magnitude but are typically not thicker than 100 nm. Melanins have a cross section that is roughly a factor of 10 higher than that of keratin at 266 nm [52] and reach volumetric fill factors of up to 50% [53]. Because of the high scattering coefficient and absorption cross section at 266 nm, we can expect most of the excitation energy in the outermost 1 \(\mu\)m of the plumage. The resulting fluorescence light is created omnidirectionally in the interrogation volume. One part is quenched (absorbed) by the chromophores upon leaving the volume before reaching the surface, and the other part, propagating inward, is reflected in the plumage before reaching the observer [Fig. 1(b)]. For this reason, we can expect the fluorescence to be highly correlated with reflectance as long as the dominant fluorophores involved are the same from sample to sample and their emission covers the region where the chromophores absorb. We refer to this method as on-target white-light generation, which allows us to measure reflectance, including structural features [32], in the UV–VIS region with LIF lidar without risk of blinding the sample species.

Temporal delays in fluorescence from plumage might arise from the excited state lifetimes. The lifetime of keratin is 1.4 ns and of melanin is 2.2 ns [54]. Scattering lifetimes are expected to be at least 1 order of magnitude faster, where most visible photons have left the plumage after 100 ps, corresponding to a 3 cm path.

There is a great spatial variance in plumage colors in birds. The color can vary even within a single feather and barbule [37,38], and birds often differ in coloration between different body parts. Sexual dichromatism, where the sexes have different color patterns, is also common in birds [55]. Seasonal variation [56–58] and molt [59] are also known to affect plumage color, and some bird species also have a different nuptial plumage. In addition, color can be condition dependent, especially for carotenoid-based colors [60].

Museum specimens have been shown to accurately represent the coloration of wild birds [45], but some of the substances used for preservation can change the reflectance spectra of the plumage, although the frequency of damaged skins is very low [61].

In the thermal-IR region between 2.5 and 25 \(\mu\)m, plumage emissivity is approximately 80%, regardless of the chromophores. The plumage provides isolation and has been demonstrated to maintain large temperature gradients. Down is known to have exceptionally low transmittance in the mid- and thermal-IR region [62]. Down and feathers exhibit several strong features in the whole region and have a remarkable point close to 5.5 \(\mu\)m where scattering disappears and the plumage becomes completely transparent due to Christiansen’s effect [63,64]. While IR features do not reflect the chromophores, there seem to be several structural imprints in the mid-IR within the atmospheric windows on both sides of the CO\(_2\) band from 3.5 to 5.5 \(\mu\)m. Such structural features might be species specific and feasible for passive remote classification (measurements not presented here). Further out in the radio frequency (RF) region, the reflectance or radar cross section (RCS) is governed by the entire naked body structure of the bird. As for optical structural colors, the RF reflectance is highly dependent on the illumination and observation angles and is often measured as a spherical function in relation to the bird pitch and roll orientation, which can be estimated from the flight trajectory. The spherical RCS function depends on the polarization with respect to the body orientation of the bird. The elastic return can be expected to be partly depolarized according to the linear depolarization ratio for the given wavelength in any of the regions: RF, IR, VIS, and UV. Spectral reflectance features in the RF appear when the wavelength matches the dominant features of the body from the angle of observation, with a maximum around 10 cm [65]. Finally, the phase in the wing-beat cycle will change the properties of fluorescence, emissivity, and reflectance in the UV, VIS, IR and RF.

6. Proposed Strategy

We propose the use of LIF lidar to acquire additional parameters for classification of nighttime migrating birds. We plan to use 266 nm, the fourth harmonic of a commercial pulsed Nd:YAG laser, as excitation because this wavelength is eye safe for birds [66]. The UV light will induce broadband whitish light in the plumage, which, in turn, will be partially reabsorbed (quenched) by the chromophores present and eventually be detected through a telescope. For the purpose of consistency of the geometry, vertical sounding should be performed to induce the fluorescence on the chest. For a field test, a main focus will be on migration points where the hit probability is high. Also, for upcoming field studies, the methods are planned to be integrated with IR and RF instrumentation, which provides additional information regarding trajectories and wing beats.
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7. Methods and Setup
We will now describe the materials, techniques, and equipment used in our measurements. Twenty-four bird samples were borrowed from the Lund Zoological Museum. The samples were selected in terms of being representative species, genders, and ages that could potentially be sighted during summertime in Sweden. Several of the same or similar species with several genders without sexual dimorphism yielded similar results and are not included in this paper. The more interesting samples presented throughout this paper are presented in Table 1. Most samples are less than 100 years old, are well conserved in plastic envelopes in catalog loggers, and have not been exhibited.

A. Point Measurements
Samples were air dusted and measured with a point fiber probe operating in reflectance and fluorescence modes [Fig. 2(a)]. The museum skins can be assumed to accurately reproduce the reflectance of living samples. Considering that no new fluorophores have been observed [46,61] and considering the principle of conservation of energy, we can derive that, if reflectance remains the same in the range of keratin excitation and emission, then the fluorescence signature cannot change significantly. The plumage is illuminated angled at $30^\circ$ to the surface normal in order to reject the specular reflection. Although this geometry slightly diminishes structural imprints, the effect could still be observed. In the spectroscopic measurements, we used light-emitting diode (LED) illumination switched among a 255 nm AlGaN/GaN LED (255UVTOP); 355, 375, and 395 nm AlGaN LEDs (NS355L-5BLO, NS375L-ERLM, RLU395-8-30); and a 450–700 nm InGaN : Ce:YAG LED (5W4HCA-H30, Roithner-Lasertechnik). The current was kept constant by a LM317 regulator and the internal temperature was estimated from the current–voltage characteristics to compensate for the temperature-conversion-efficiency dependence. The sample geometry is identical between the reflectance and the 355 nm excited fluorescence measurements. Light is collected in a 600 $\mu$m UV fiber and fed to a compact spectrometer (Ocean Optics, USB4000). The reflectance and the fluorescence at 355 nm excitation were air dusted and measured with a point fiber probe operating in reflectance and fluorescence modes [Fig. 2(a)].

Table 1. Latin Names, Popular Names, Apparent Color and Sex of All Samples Presented in Figures Throughout This Papera

<table>
<thead>
<tr>
<th>Latin Species Name</th>
<th>Trivial Name</th>
<th>Color/Body Part</th>
<th>Sex</th>
<th>Comments</th>
<th>Figure</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acrocephalus arundinaceus</td>
<td>Great reed warbler</td>
<td>Brown/back</td>
<td>Adult</td>
<td>3 and 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acrocephalus s. scirpaceus</td>
<td>Reed warbler</td>
<td>Beige/side</td>
<td>Adult</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Light brown/chest</td>
<td>Female</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brown/back</td>
<td>Adult</td>
<td>3 and 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brown/side</td>
<td>Female</td>
<td>5 and 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brown/side</td>
<td>Female</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Columba palumbus</td>
<td>Common wood pigeon</td>
<td>Gray/feather</td>
<td>Adult</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corvus monedula</td>
<td>Jackdaw</td>
<td>Dark gray/front</td>
<td>Female</td>
<td>Adult</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Corvus f. frugilegus</td>
<td>Rock</td>
<td>Black/chest</td>
<td>Female</td>
<td>Adult</td>
<td>3 and 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Black/side</td>
<td>Female</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dolichonyx oryzivorus</td>
<td>Bobolink</td>
<td>Black/feather</td>
<td>Adapted</td>
<td>1</td>
<td>from [76]</td>
<td></td>
</tr>
<tr>
<td>Erithacus r. rubicula</td>
<td>European robin</td>
<td>Red/chest</td>
<td>Male</td>
<td>Adult</td>
<td>3–6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Front</td>
<td>Male</td>
<td>Adult11</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Larus michahellis</td>
<td>Yellow-legged gull</td>
<td>Entire bird</td>
<td>Adult</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Light gray/chest</td>
<td>Male</td>
<td>Adult</td>
<td>3 and 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gray/back</td>
<td>Adult</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>White/forehead</td>
<td>Male</td>
<td>5 and 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gray/gray</td>
<td>Male</td>
<td>5 and 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Black/chest part</td>
<td>Male</td>
<td>5 and 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parus caeruleus</td>
<td>Blue tit</td>
<td>Yellow/chest</td>
<td>Male</td>
<td>Adult</td>
<td>3–7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Blue/gray</td>
<td>Male</td>
<td>5 and 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Blue/tail</td>
<td>Male</td>
<td>5 and 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Blue/side</td>
<td>Male</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sturnus v. vulgaris</td>
<td>European starling</td>
<td>Black/irid.chest</td>
<td>Male</td>
<td>Adult</td>
<td>5 and 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Many birds/side</td>
<td>M/F</td>
<td>Juveniles, in flight</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Black/irid.side</td>
<td>Male</td>
<td>After autumn</td>
<td>11 and 12</td>
<td></td>
</tr>
<tr>
<td>Saxicola rubetra</td>
<td>Whinchat</td>
<td>Orange/chest</td>
<td>Male</td>
<td>Adult</td>
<td>3 and 4</td>
<td></td>
</tr>
<tr>
<td>Sylvia atricapilla</td>
<td>European blackcap</td>
<td>White/chest</td>
<td>Male</td>
<td>Adult</td>
<td>3 and 4</td>
<td></td>
</tr>
</tbody>
</table>

*Samples giving rise to similar reading have been omitted for the convenience of the reader. Museum samples were selected to be representative of their kind. The choice of species was based on the expectation for sightings in the season and habitat where the lidar was stationed.
are filtered with a 5 mm thick long-pass filter (GG420, Schott), which suppresses the excitation. The excitation spectrum at 355 nm is cleaned up with a 1 mm excitation filter (UG11, Schott). The reflectance is calculated using a flat 50% gray reference (Oriel) and the fluorescence at 355 nm excitation is white-light calibrated against a blackbody reference (Oriel). The fluorescence induced by 255 nm radiation is observed directly without any spectral filters; it is not white-light calibrated, but spectra can be compared relatively.

Fluorescence lifetimes were measured on a number of samples, including eumelanized, pheomelanized, carotenoid, and structural colored plumage. The instrument is a multi-excitation, multi-emission, single-photon counting system developed by the Photonics Group, Department of Physics, at Imperial College London [67]. The plumage was excited by mode-locked lasers at 355 and 435 nm with a repetition rate of 37 MHz. The resulting fluorescence is detected in 16 bands in the range of approximately 385–600 nm. Time-resolved fluorescence instruments are typically developed to measure characteristics that are independent of reabsorption, which otherwise influences the fluorescence spectra.

Initial total transmittance measurements in the range of 2–25 μm have been conducted with a Fourier transform spectrometer (ATI Matson, Infinity series FTIR). The results will not be discussed further in this paper.

B. Lidar Measurement

The lidar facility for the experiments is based on the Lund mobile lidar system [68]. The main equipment is presented in Fig. 2(b). The third (355 nm) and fourth (266 nm) harmonics of a Nd:YAG laser radiation with energy of around 40 and 6 mJ/pulse, respectively, and with pulse width around 15 and 4 ns, respectively, were used for excitation. After expanding into a beam diameter of about 5 cm, the laser beam is transmitted by a horizontally and vertically scanning mirror with a size of ~40 cm × 56 cm and mounted in a rooftop dome. A quartz window is used to protect the dome from dirt and dust in the atmosphere. The elastic scattering and the fluorescence from the targets are reflected by the same mirror and collected by a telescope system with a diameter of 40 cm. The collected light is distributed by a number of mirrors and filters to three PMTs for analysis. As shown in Fig. 2(b), the elastic scattering from the target is filtered out by a laser line mirror (LM) and recorded by PMT 1 in the time domain. A polarizer (P) is set at a crossed angle against the polarization state of the transmitted laser and, therefore, PMT 1 is only sensitive to depolarized backscattering. An additional short-pass filter (SF) is used to further suppress the fluorescence light.
from the target and background light from the sky. On the other hand, the fluorescence light transparent through the LM is divided by a dichroic filter (DF) into two wavelength bands (blue and yellow) and measured by PMT 2 and PMT 3, respectively. Before the DF, a long-pass filter (LF) is used to suppress the leakage of the elastic scattering through the LM. The list of the optical components mentioned above is shown in Table 2 for different excitation wavelengths. The three channels of signals from the PMTs are simultaneously recorded by a high-speed oscilloscope (Tektronix TDS544B), which samples every 8 ns. The recorded data are read out through a GPIB connection by a computer in real time. However, the repetition rate of the whole system is limited to 10 Hz by the communication speed, although the laser system is running at 20 Hz. By using such a three-PMT system, both the elastic scattering and the two bands of fluorescence signals can be analyzed in the time/spatial domain.

The field experiments were originally arranged for studying the migration of damselflies. Details will be found in a forthcoming publication [33]. As shown in Fig. 2(c), geometrically there is a metal fence at ∼110 m away from the lidar bus, and a mirror at ∼150 m is used to fold the laser beam for possible measurements at a longer distance over the surface of a river. Finally, a termination is set at ∼175 m distance. During the damselfly measurements, by accident a group of starlings flew into the laser beam at a distance of ∼100 m and were recorded by our system. This observation stimulated us to obtain the 24 bird samples from the Lund University Zoological Museum to measure them at the same place in the field (where the natural birds were encountered). It is worthwhile to mention that the weather conditions were sunny during the measurements. The illumination from sunlight can be easily quantified by analyzing the background intensities at the two fluorescence channels.

8. Analysis

A. Point Measurements

Reflectance spectra of nine particularly characteristic samples of special interest are presented on a logarithmic scale in Fig. 3. White, gray, and black varieties resulting from different eumelanin contents are observed with flat reflectance curves at different levels. Brownish, orange, and reddish pheomelanin-containing feathers bend and attenuate reflectance toward the blue, as, for example, the orange chest of a whinchat (*Saxicola rubetra*). A yellow feather from a blue tit (*Parus caeruleus*) shows the characteristic double absorption dip of a carotenoid, while tail feathers with structurally generated blue shades from the same bird show a monotonic increase in reflectance toward the blue. In the 355 nm excited fluorescence in Fig. 4, white, gray, and black feathers maintain the same shape, but are scaled differently. For the brown, orange, and reddish pheomelanin feathers, the slope toward the red is different, indicating that the plumage is indeed redder even in fluorescence. In the case of the yellow carotenoid (lutein) feather, again, the double absorption dip can be observed, but this time in fluorescence quenching. The blue feather is harder to interpret in this measurement. The low values might indicate that even excitation light at 355 nm is reflected rather than absorbed and consequently remitted as fluorescence.

The fluorescence measurements with 255 nm excitation were performed in a similar geometry as the previous measurements. These measurements are
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presented on a logarithmic scale in Fig. 5. The curves are not white-light calibrated but can be compared in between. All the spectra have been normalized on the elastic light around 255 nm, even if we can expect the absolute reflectance to vary at 255 nm due to melanin variations. As in the previous measurement, white, gray, and black eumelanized plumages maintain the same shapes but they are scaled differently. Brown and reddish pheomelanized plumages are shifted toward the red. The blue plumage is shifted toward the blue; thus, we conclude that even structural colors are positively correlated with the fluorescence, from which we understand that the interrogation volume of the fluorescence measurement is more superficial than the nanostructures causing the blue reflectance. The double absorption peak of the carotenoid is observed in the yellow feathers from the blue tit.

Even if we can expect somewhat lower sensitivity on the spectrometer at 255 nm, we notice that the fluorescence is considerable in comparison to the elastic light for the bright feathers. This is a major problem and might to some extent invalidate all elastic reflectance work performed with deuterium lamps in the avian and reptilian community, because using a broadband light source sums along the columns of the emission excitation matrix (EEM) (Fig. 6); thus, such reflectance measurements require the sample to have negligible fluorescence, which obviously might not always be the case.

The 14 spectra, out of which the more interesting ones were presented in Fig. 5, including varieties of eumelanized and pheomelanized plumages, a carotenoid, and a structural blue plumage, were analyzed using singular value decomposition (SVD) [69,70]. From the eigenvalues, we could read that 81% of the variance could be explained by the first principal component, 91% including the second, and 96% including the third one. The first component represents...
total keratin fluorescence and describes eumelanized plumages; the second component represents a red-
shift of the fluorescence and manages to describe pheomelanized plumages and also the blue structural
color with negative loadings. This can be understood when comparing the dark brown and blue reflectance spectra in Fig. 3. The relatively sharp features caused by the carotenoid can only be accounted for when including a third principal component. Estimating the number of independent spectral components and localizing them in the spectral domain is crucial for designing spectral bands of a system for remote discrimination. According to this analysis, the optimal band choice for discriminating eumelanized, pheomelanized, and blue structural plumages is B1, 370–485, and B2, 485–600 nm. Including the carotenoid, the band choices should rather be B1, 370–420; B2, 420–500; and B3, 500–600 nm. In addition, a polarized or depolarized elastic band at 266 nm, B0, for estimating the beam–bird overlap on lidar hits is valuable; in this case, the different atmospheric attenuation of the returning elastic light should be considered, and the elastic re-
turned energy would correlate with the amount of total
energy deposited in the plumage. By dividing the returned energies in the remaining bands with this estimate, the scenario-dependent variance could be reduced. Because the specular reflectance might be highly dependent on the surface orientation, using depolarized elastic scattering could further contribute to confinement in the color space.

When normalizing with the elastic band and pro-
jecting the spectra on total fluorescence (first princi-
pal component from the SVD analysis) and redshift-
base spectra (second principal component from the
above SVD analysis), the two-dimensional (2D) scat-
terplot presented in Fig. 7 is obtained. Plumage with
different reflective characteristics can easily be separ-
ated, even in fluorescence. Clusters from plumage with similar reflective characteristics are more likely
to overlap in the scatterplot. The overlap in these scatterplots will eventually determine the success
of remote classification. Obviously, overlaps are less
likely in color spaces of higher dimensionality, but
such scatterplots tend to be difficult to present on flat
paper. Also, no improvement in discrimination can be
expected by adding more spectral bands than the
number of significant chromophores with indepen-
dent spectral components involved. In Fig. 7, we no-
tice the great spatial variance of measurements from
different regions on the same sample, in a complete
hit lidar situation, the acquired fluorescent signa-
ture is spatially averaged over the entire body; thus
a gray bird might give identical echo as a black- and
white-spotted bird; see for, example the different
body parts of the white wagtail (Motacilla alba).

From the time-resolved data not presented in this
paper, we could indeed conclude that the lifetime
decays hold no information regarding the embedded
chromophores, confirming our understanding of the
quenching processes. Two spectral components were
found in the decay; the lifetime at 390 nm was ap-
proximately 1.0 ns, whereas the lifetime was 1.6 ns
at 580 nm.

To conclude this section, we propose the relation
between plumage reflectance and fluorescence:

\[
\frac{R_{\text{sample}}(\lambda)}{R_{\text{white}}(\lambda)} = (1 - \text{exq}(\lambda_{ex})) \frac{F_{\text{sample}}(\lambda_{em})}{F_{\text{white}}(\lambda_{em})}
\]

where \( R_{\text{sample}}(\lambda) \) is the diffuse reflectance, \( R_{\text{white}}(\lambda) \) is
the diffuse reflectance of white plumage, \( F_{\text{sample}}(\lambda_{em}) \)
is the fluorescence spectrum, \( F_{\text{white}}(\lambda_{em}) \) is the fluo-
rescence of white plumage, and \( \text{exq}(\lambda_{ex}) \) is the prob-
ability of embedded chromophores quenching the
excitation.

Empiric results not presented in this paper show
that exq is of the order of 20% at 355 nm excitation
and that exq diminishes as the excitation wavelength
decreases; thus, the lower the excitation wavelength,
the more superficial the absorption field [shorter d in
Fig. 1(b)] and the more resemblance to reflectance. A
number of refinements can be done to the model—
these include a bias taking into account the missing
first specular reflection in the fluorescence ratio
since the light is internally generated; however,
this effect is compromised by the fact that the fluo-
rescence is created omnidirectionally, whereas the
superficial light in the elastic measurement would
still remember its initial propagation in the very
superficial layers. It is reasonable to presume pupil
dependency of the refractive index and pupil exponen-
tial spectral effect due to differences in migrated
path lengths; however, most such refinements of the
models and estimation of additional parameters are
numerically ill-conditioned with the dull features of
the melanins.

B. Remote Lidar Measurements

To explore the feasibility of using lidar to locate and
distinguish between bird species, measurements
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were done in the field, both on birds in flight and on museum specimens. The investigations were done with 266 and 355 nm excitation.

Figure 8 shows an example of a lidar return signal from a starling in flight obtained at a distance of ~100 m. The signal is time/distance resolved in one elastic, E, reflectance channel at 355 nm, one fluorescence channel ranging from 400 to 500 nm, denoted blue fluorescence, B in figures, and one channel ranging from 500 to 750 nm and denoted yellow fluorescence, Y in figures. Further, a linear polarizer on the elastic channel allows either polarized or depolarized light to be detected. The reflection from the weather protecting quartz window in the dome (see Fig. 2(b)) is clearly seen in the elastic channel, while almost no fluorescence is observed. This observation shows that the leakage/filter fluorescence between the elastic and the fluorescence channels is small and any signal in the latter channels will indeed be fluorescence. At a distance of ~100 m, all three channels show strong signals from a bird, demonstrating a broad fluorescence emission in both the blue and the yellow wavelength range. Direct intermediate comparison between the signals in the different channels is, however, not meaningful because of arbitrary gain settings. Shortly after 110 m, the reflection from a nonfluorescent metal fence wire is seen. Again, only the elastic channel is giving an output.

The possibility of distinguishing between different species with lidar was further investigated by recording the return signal in a similar way as for the starlings in vivo, but for the same museum birds that were investigated with laboratory point measurements. The birds were each put in and out of the lidar beam pathway in a fluctuating manner to simulate birds passing through the field of view of our system.

Since the lidar return is discretized in three spectral bands, we are able to overview the entire data set with a red-green-blue (RGB) representation. Figure 9 shows a RGB color image of all data acquired in a small time period, during which a museum bird was moved in and out of the beam several times. Elastic signals at 355 nm are shown in blue, fluorescence between 400 and 500 nm in green, and fluorescence between 500 and 750 nm in red. The first blue line is the stationary elastic signal from the quartz window. As the bird is moved into the beam, all channels show increased return signals at the corresponding distance marked in the figure. Consequently, both the elastic signal from the folding mirror and the return signals from all channels at the position of the termination go down, since the incident energy was reduced from the earlier impact. These observations are presented more quantitatively in Fig. 10, where the echo energy (fast-time integral of intensity return), being a measure on the total recorded signal from the bird, the termination point, and the background light level (refer to regions in Fig. 9) for each laser pulse, is exposed as a function of time.

It is essential to have a measure of how much light was illuminating the bird, i.e., the bird–beam overlap, to be able to quantify the fluorescence strength, not least when considering species classification. The bird–beam overlap has to be found for each laser pulse producing the fluorescent return. One approach is to normalize the fluorescence with the elastic signal, as in Fig. 5; however, the elastic reflectance, including the specular reflectance, might be highly dependent on the surface orientation of the plumage. Another approach to estimate the bird–beam overlap is to estimate the energy drop from later returns. In Figs. 9 and 10 middle, we observe how the obstruction of the bird is decreasing the signal from any light that is reflected or generated behind the bird. The amount to which these signals are affected is a measure of the overlap between the beam and the bird. The termination point in the case of vertical measurements could, for example, be a cloud base. Another similar possibility is to observe the decrease of the total backscattered atmospheric signal from air and aerosols behind the bird. Both these are examples of active techniques to quantify the

![Fig. 8. (Color online) Single-shot echo from starling in flight. Elastic echoes arise from quartz window and metal fence. The relative areas under the European starling echo can be used for classification purpose.](image)

![Fig. 9. (Color online) False color RGB representation or T-scan of complete lidar data acquired during 10 s. Blue, elastic; green, blue fluorescence; red, yellow fluorescence. Regions of interest are marked.](image)
We also observe that the background light level after pulse termination is affected by the presence of a bird in the field of view; this can be explained by the amount of sunlight reflected in the plumage and into the telescope during the 1 ms the recording is done. This suggests that, not only do we acquire blue and yellow laser-induced fluorescence, but even blue and yellow passive reflectance simultaneously. In the case of the black European starling in Fig. 10, we observe an anticorrelation, meaning that the starling plumage is darker than our termination point. This could even be accomplished in vertical soundings with a cloud layer termination or the blue sky.

In earlier studies [33], as well as in this study, we have noticed one particular characteristic of zoological lidar; while clouds and dust plumes appear as distributed backscatters with a relatively slow time dependency matching the wind speeds, insects and birds in nature appear as sudden blips, giving rise to a much larger echo confined in spatial range as well as in temporal occurrence. The range confinement matches the lifetime of the matrix, typically around 1 ns if resolved by the system. The temporal confinement matches the overlap of the flight trajectory and the point spread function of the system. With our system we typically observed temporal occurrence in the order of a fifth of a second. This very unique feature simplifies separating the species echo from a quasi static background such as moving clouds.

The normalized fluorescence from the *in vivo* starlings and the museum samples were analyzed to explore the feasibility of remote species classification. The echo energy for the time/range resolved return signals were analyzed and intercompared. Figures 11 and 12 show the results of two such comparisons. Figure 11 is a 2D scatterplot obtained from measurements done in the field with 355 nm illumination. Each point in the plot corresponds to the reflection and fluorescence from a single laser pulse. As in Fig. 7, the vertical axis shows total fluorescence, while the horizontal axis represents the redshift. The five birds represented in the figure are a European robin (*Erithacus rubecula*), a blue tit, a reed warbler (*Acrocephalus scirpaceus*), a European starling (*Sturnus vulgaris*), and a jackdaw (*Corvus monedula*).

![Fig. 10.](image) (Color online) Intensity of the three cross sections marked in Fig. 9 plotted versus time. Notice the interplay, which allows estimating bird–beam overlap and also simultaneous determination of active fluorescence and passive reflectance.

![Fig. 11.](image) (Color online) Scatterplot showing selected species with 355 nm excitation; total normalized fluorescence on the Y axis and redshift on the X axis. Dots are color-coded according to the human visual perception. From upper left: brown, reed warbler; red, European robin; black, European starling; black, rook; and blue, blue tit.

![Fig. 12.](image) (Color online) Scatterplot showing selected species with 266 nm excitation; total fluorescence on the Y axis and redshift on the X axis. Dots are color-coded according to the human visual perception. From upper left: gray, European blackcap; beige, reed warbler; black, European starling; and black, rook.
The scatterplot in Fig. 11 shows promising results, indicating that it, in fact, is possible to separate different species of birds with the help of a multichannel fluorescence lidar. The five different species of birds tend to gather at different positions in the plot, illustrating the variation in fluorescence between them. The European robin, which has a clear red belly, tends to go to the right side of the plot and also shows a relatively strong fluorescence compared to the other birds. Another species that fluoresces much is the reed warbler, which, on the other hand, has a hue more shifted toward the blue. In the center of the plot, the points from the somewhat darker starling gather with less strong fluorescence. The fluorescence color is as expected between the red robin and the more grayish great reed warbler. The jackdaw also shows a low fluorescence, which goes well with the fact that it is dark gray and black. It can also be observed that the blue tit shows a very low ratio between fluorescence and elastic reflection. The reason for this, as is revealed by the point fluorescence measurements in Fig. 4, is that the fluorescence is indeed very low for the bird at this wavelength. Because the reflectance for the blue feathers is high, the denominator in the y-axis becomes large, while, at the same time, there is little light left to generate fluorescence.

Figure 12 is a similar scatterplot obtained from rooftop measurements at the test range in Lund [33] with 266 nm excitation. The four birds presented are a great reed warbler (Acrocephalus arundinaceus), a European black cap (Sylvia atricapilla), a European starling, and a rook (Corvus frugilegus).

The measurements done with 266 nm excitation were performed with a much lower output power from the laser than the ones with 355 nm excitation. This fact and other ones made the signals weaker, and the resulting scatterplot is not as clear as the one for 355 nm excitation. Still, some separation can be distinguished in the backscattering and fluorescence. As an example, the black rook shows low fluorescence, the relatively dark starling somewhat more, while the generally brighter European black cap is more shifted to the blue than the great reed warbler.

9. Discussion, Conclusions, and Perspectives

We have demonstrated eye-safe remote measurements of chromophore concentration and structural colors in plumages on distances of 100 m. From earlier experiences with elastic DIAL lidar on atomic mercury, at 254 nm, and the equally well-suited wavelengths of 308 and 313 nm for ozone monitoring [71,72], we know that returns from a solid target could be acquired from a single shot in a couple of kilometers. For several shots averaged, even the upper biosphere at 10 km is accessible [73]. In fluorescence lidar, which is an inelastic spectroscopic method, the UV light is only attenuated by the atmosphere one way, in contrast to elastic methods. We have explained the mechanisms relating the reflectance to the fluorescence of plumages. We cannot expect to classify species with the same or similar plumage reflectance, nor would we be able to classify birds with the same or similar spatial average reflectance, e.g., a gray pigeon and a black-crested wagtail, in a single shot. At the 266 nm experiments, our laser system was not running optimally and our output power was further limited by the damage threshold of the general purpose scanning mirror, which does not reflect optimally at 266 nm. In vertical sounding, we would avoid this issue by using a combination of an Sort of an in-flight bird in vertical sounding would obviously be larger. The other main limitation of our method is that plenty of continuous background light is binned by the broad fluorescence channels. For this reason, we can expect the method to perform much better at night. We have demonstrated that a refined analysis of the background signal carries information on the passive Sun-induced reflectance or transmittance (depending on the geometry). For this reason, it might be of interest to track the Moon with the lidar during the night, compromising background levels for simultaneous passive transmission spectroscopy.

In terms of improved bird classification, not much information would be gained by more than four spectral bands. However, we suspect that large improvements could be achieved by fusing fluorescence lidar with radar or thermal-imaging methods. While excellent in acquiring chemical information, the big disadvantage of this type of stochastic lidar, in comparison to, e.g., DIAL lidar, is the fact that we do not get a measurement for certain in each shot. Thermal-IR imaging seems incapable of acquiring properties of the chromophores; on the other hand, it can easily acquire an entire night sky in real time. If a dedicated system was to be developed, the thermal image could be used for lidar tracking, providing complete sky coverage and several shots for each migrating bird. Of special interest is the fact that indexing the fluorescence return in the phase of the wing-beat cycle should provide clues on the spatial variation on the bird. Such a system would probably take a couple of years to develop, even if an existing commercial lidar solution could be suitable [74,75]. Eventually, ornithological preknowledge of the limited number of expected migrant species would help in the classification process.

From an ornithological point of view, several experiments of interest could be performed. These would include nighttime classification, and high-altitude classification at migration points for purposes of counting and migration statistics. Typical migration points in Scandinavia would be geographic northward-pointing tips in the spring, such as Skagen, Kulaberg, and Andøya, and southward pointing confinements in the autumn, e.g., Falsterbo and Ottenby at the southern point of the island of Öland in the Baltic Sea. At locations of capture sites at bird observatories, such as Anacapri, Italy, comparisons can be made to the species of migrants...
captured during different parts of the migration seasons. Observations could be related to morphological traits and weather conditions for more profound physiological studies. Other experiments could consist of marking without recapturing studies. This would be achieved by attaching fluorescent material, e.g., nylon strings or rings to the captured species. The string could be fluorescence encoded with effective fluorophore mixtures that clearly separate in clusters in the color spaces. The markings could consist of gender, age, or breeding habit, which would be registered at the position of the lidar. We see several new applications of lidar to nocturnal bird migration studies and observations of free-flying birds, and we intend to perform further tests in real field situations in the near future.
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Abstract: Tunable diode laser spectroscopy (TDLS) normally observes small fractional absorptive reductions in the light flux. We show, that instead a signal increase on a zero background can be obtained. A Michelson interferometer, which is initially balanced out in destructive interference, is perturbed by gas absorption in one of its arms. Both theoretical analysis and experimental demonstration show that the proposed zero-background TDLS can improve the achievable signal-to-noise ratio.
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1. Introduction

Tunable diode laser spectroscopy (TDLS) has been proven to be a successful technique for trace-gas environmental monitoring [1-4]. By using frequency modulation (FM) or wavelength modulation (WM) methods, TDLS can measure optical absorption in atomic or molecular samples, with a high resolution and sensitivity in real time. In FM-TDLS, for instance, the minimum detectable absorption could be as low as 10⁻⁷ [1]. The high sensitivity...
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originates from the dramatically increased signal-to-noise ratio (SNR), which can be expressed as

$$\text{SNR} = \frac{\kappa}{\sqrt{(N_s I)^2 + (\beta \sqrt{I})^2 + N_r^2}}.$$  \hspace{1cm} (1)

$I$ is the intensity of light arriving at the detector and $\kappa$ describes the absorption signal. $N_s I$, $\beta \sqrt{I}$, and $N_r$ are the laser source noise, the detector quantum noise and the detector thermal noise, respectively. $N_s I$, which is induced by the fluctuations of the laser source, dominates at low frequencies but can be suppressed efficiently by going to high frequencies ($N_s \approx 1/f$).

In FM-TDLS where the laser source is modulated at radio frequencies, $\beta \sqrt{I}$ and $N_r$ (light-intensity independent) instead dominate, and therefore, the SNR can be improved by increasing the laser intensity. This ultimately corresponds to quantum limited measurements.

Apart from the absorptive technique just described, a group of zero-background methods exists. Here a spectroscopic signal ($I_s$) rises from a zero or low background. For instance, laser-induced fluorescence spectroscopy produces a signal only when the laser frequency is tuned to the molecular absorption line. This technique is sensitive enough to track a single ion or atom [5, 6]. Likewise, in photo-acoustic spectroscopy, the acoustic signal appears solely when the laser wavelength matches an absorption line to excite the molecules [7]. A further example is polarization spectroscopy, developed for low absorption signal applications by Wieman and Hänsch [8]. Here a crossed polarizer placed in front of the detector will normally block out the linearly polarized laser light background. Only at the line center the polarization plane is rotated by the polarized sample and a signal occurs from zero background providing a higher sensitivity compared with standard saturation spectroscopy [9]. The SNR of such zero-background techniques is described by

$$\text{SNR} = \frac{I_s}{\sqrt{(N_s I_s)^2 + (\beta \sqrt{I_s})^2 + N_r^2}}.$$  \hspace{1cm} (2)

Here, a high SNR can still be obtained even if $N_s I_s$ ($N_s << 1$) dominates in the absence of high-frequency modulation. Most importantly, the small quantity $I_s$ now replaces the large quantity $I$ when measuring small signals.

In the present paper, we propose and demonstrate, as we believe, for the first time, a TDLS scheme working on a zero background. By using laser beams with equal strength but with a phase shift of $\pi$ causing destructive interference in a Michelson interferometer, the recorded light intensity can be balanced out to zero. When one light beam used for gas probing suffers an absorption induced by a gas sample, the balance is disrupted and a non-zero signal appears. In the paper, we demonstrate, through theoretical analysis and experimental work, that the zero-background TDLS presented can improve the SNR compared with a direct absorption TDLS. It should be mentioned that a similar principle was used by Dakin et al. to create a spectroscopically structured broadband light source for correlation spectroscopy [10].

(C) 2008 OSA
Fig. 1. (a). Schematic diagram of zero-background TDLS; (b) the principle for forming the zero background.

2. Measurement principle and analysis

As shown in Fig. 1(a), a fiber-optic Michelson interferometer is employed in a destructive interference mode to form a zero output intensity, which constitutes the background for the spectroscopic signal to be recorded. It is worthwhile noting that fiber-optics is not necessary for the proposed technique, thus making it also very suitable in the IR region, where fibers are not readily available. We demonstrated the technique by using a fiber-optic Michelson interferometer only because of its proper compatibility with the light source. When the optical path difference (OPD) of the two arms is adjusted to zero, the intensity of the light at the detector in the absence of gas absorption can be expressed as

$$I_B = \frac{1}{4}P(1-k)^2$$

where $P$ is the laser power and $k$ ($0 < k < 1$) is a balance factor for intensities of the two interfering light beams. If $k$ is close to 1, a very low light intensity, i.e. a zero background, can be achieved (see Fig. 1(b)). When the laser wavelength is tuned to the absorption line of the sample, which is inserted in one arm of the Michelson interferometer, an absorption ($A$) is induced in this arm and the balance is perturbed. The light intensity $I_s$ at the detector in the presence of an absorption increases to

$$I_s = \frac{1}{4}P(1-k\sqrt{1-A})^2.$$ 

By defining $\delta = 1-k$, $I_s$ can be approximately written as

$$I_s = \frac{1}{4}P\left(\frac{1}{2}k^2A^2 + kA\delta + \delta^2\right).$$

Figure 2(a) shows the calculated values of $I_s$ as $A$ increases from 0 to 0.1, for different unbalance factors $\delta$. One can see that when $\delta = 0$, both the signal and the responsivity ($\frac{\partial I_s}{\partial A}$) rapidly drop to zero for small $A$. However, the responsivity for measuring a small signal can be improved by a non-zero $\delta$ (see the second term in Eq. (3)). As an amplification coefficient, $\delta$ is comparable with the bias angle $\theta$ in a polarization spectroscopy [8].
Further, the SNR of the system, which determines the minimal detectable signal and sensitivity, is calculated assuming that the noise \( N_s I_s \) in Eq. (2) still dominates (otherwise it is in the quantum limited range and the SNR can be improved by increasing the laser power):

\[
SNR = \frac{1}{N_s} \frac{I_s - I_b}{I_s}.
\]  

The corresponding calculated results are shown in Fig. 2(b). It is obvious that when \( \delta = 0 \) (\( I_b = 0 \), i.e. zero background), Eq. (4) turns to a constant \( 1/N_s \), which means that a good SNR can be achieved independent of the signal \( I_s \) or the absorption \( A \). For real-world applications, SNR curves of \( \delta \neq 0 \) are calculated. From Fig. 2(b), obviously better SNR can be seen compared with that of the direct absorption spectroscopy (gray dashed curve), which is known to have a SNR \( \approx 1/N_s \). For instance, when \( \delta = 0.05 \) (corresponding to that the intensity ratio of the interfering light beams is 0.9), the SNR of the method presented is 17 times better than that of the direct absorption spectroscopy, when an absorption ratio of 0.01 is considered.

A trade-off can be seen by comparing Figs. 2(a) and 2(b). The unbalance factor \( \delta \) can improve the responsivity on the one hand; while the increased background will certainly decrease the SNR on the other hand. Thus, a suitable value for \( \delta \) should be carefully chosen depending on different applications.

3. Experiment and results

An experimental set-up was constructed as shown in Fig. 1(a). A distributed feed-back (DFB) diode laser module (Denselight, DL-BF12-CLS051B-S1648) is employed. The wavelength of this single longitudinal mode laser is around 1648.21 nm, for measuring absorption lines of methane, CH₄ [11]. The laser module has an inner current and temperature (I & T) controller.
The laser wavelength can be tuned by controlling the driving current with an external voltage signal. After passing through an optical isolator (for avoiding reflected light to damage the laser source), the light enters a fiber-optic Michelson interferometer, which is formed by a 1:1 fiber coupler and two reflecting mirrors. A 10 cm long gas cell, filled with a 12 mbar gas mixture (15% CH₄ and 85% air), is inserted in one arm (i.e., the gas sensing arm) of the Michelson interferometer. The glass windows of the gas cell are tilted to avoid reflected light entering the system. A fiber-optic polarization controller in the other arm (i.e., the reference arm) is used to balance the polarization states of the interfering light beams. A section of fiber can compensate the OPD between the two arms for avoiding etalon effect when the laser wavelength is scanned. The coupling efficiency of the fiber collimators can be adjusted by tuning the angles of the mirrors and therefore equal light strength can be obtained in the two beams of interfering light. The output port of the Michelson interferometer is connected to an InGaAs detector (New Focus 2033), the signal of which is recorded by a DAQ card (NI-6154) installed in a personal computer. The same card also provides controlling signal for the DFB laser module.

In order to prove that the system presented can reduce system noise extremely well and hence improve the SNR, we add extra noise on the scanning voltage (0.5 - 2.3V) of the DAQ card. The noise in the laser intensity is artificially enlarged to 6.5% of the maximum intensity value, together with noise in laser frequency and phase. Principally, all these three types of noise can be suppressed by the presented balanced Michelson interferometer. However, considering the intensity measurement in a direct absorption TDLS, the phase noise can be ignored and since the frequency noise transfers into effective intensity noise, we only study the intensity noise in the measurements. The intensities of the light passing through the reference and gas sensing arms are measured independently. From the results shown in Fig. 3(a), they overlap very well until absorption lines of CH₄ appear around 1648.22 nm, which corresponds to 1.7 V scanning voltage. The data after 2.1 V, where the laser unfortunately exhibits mode jumps, are not used in later experimental results. The transmission spectrum of CH₄, i.e. the ratio of the curves in Fig. 3(a), is shown as the noisy gray curve in Fig. 3(b). It fits well with the calculated results of two R6 absorption lines of CH₄, using the HITRAN database.
database [11]. Here, a direct absorption TDLS suffers from a bad SNR (3.1) even in the presence of an obvious absorption signal of about 20%. If instead the horizontal position of the mirror in the reference arm is tuned to adjust the Michelson interferometer working in a destructive interference mode, a low-intensity background is achieved, and an increasing signal instead of a signal reduction due to absorption appears at 1.7 V. From the dark curve at the bottom of Fig. 3(b), we can see that the SNR (13.8) is improved by 4.5 times, which is close to the calculated result, 5 times higher SNR for a perfect ($\delta = 0$) zero-background TDLS, compared to a direct absorption measurement for the case when the absorption is 20% (beyond the upper range in Fig. 2(b)). As an imperfection, we noted that the laser wavelength tunes considerably faster after 1.4 V when the controlling voltage is linearly scanned, which explains the kink in the curve. The non-zero background shown in the curve is induced by a non-zero $\delta$ obtained in practice, even with efforts to minimize it as much as possible in the experiment. This shows the limitation on the minimal detectable signal when the absorption becomes small and the SNR decreases dramatically, as illustrated in Fig. 2(b).

![Figure 4](https://example.com/fig4.png)

Fig. 4. (a). Oscillating pattern with an envelope including spectroscopic information; (b) and (c) show the details of windows b and c in (a).

4. Discussion

Without any extra stabilizing scheme, the destructive interference setting of a Michelson interferometer cannot be kept for a long term. For better system performance, an interferometer with a stable OPD should be built. One possibility is to construct a closed-loop controlling circuit for the Michelson interferometer, in a similar way as used, e.g. in a build-up optical cavity [12]. By detecting the light intensity at the output port of the interferometer, a specific algorithm, e.g. a proportional–integral–derivative (PID) algorithm can control a piezo-driven mirror to lock the OPD of the interferometer working in destructive interference and a zero-background can be stably maintained. Another possibility is to use a self-stabilized interferometer, e.g. a Sagnac fiber loop [13]. In such an interferometer, two interfering light beams always pass through the same optical path and the destructive interference condition is naturally kept at the output port. In the fiber loop a smart scheme should be included to induce differential absorption (due to the gas) between the light beams propagating clockwise and counterclockwise.
counter-clockwise. In such a design, many advantages are expected compared with the Michelson interferometer demonstrated in the proof-of-principle work in this paper. For instance, if a Michelson interferometer is employed in real applications, the balance factor of the two arms will degrade because of, e.g., mechanical instability, and phase noise will be induced in long optical paths of flowing sample gas. However, all these problems can be naturally solved in case the interfering light components always experience the same optical path.

Instead of developing complicated close-loop electronics to stabilize the interferometer, we find that if an active fast modulation is applied on the OPD, the slow drift is replaced by an oscillating pattern where the constructive and destructive interference is achieved alternatingly. It could be realized by shaking one of the mirrors piezo-electrically. The modulation range should be larger than one wavelength but sufficiently small that the etalon effects are not appearing, considering that the laser wavelength scans at the same time. For demonstration, we move the reference mirror swiftly on the linear stage. From the measured result shown in Fig. 4(a), we can see in one scan of the controlling voltage, that the interference pattern oscillates rapidly between destructive and constructive conditions. If the minimal values (corresponding to destructive conditions) are utilized, an increasing signal positioned on a low background (see Fig. 4(b)) can also be obtained, similarly as in Fig. 3(b). Although the integrated signal intensity is reduced, (which is already described in Eq. (3)), we believe that the SNR can be improved. Evidence is shown in Fig. 4(c). The noise corresponding to the destructive condition is obviously decreased compared with that corresponding to the constructive one. The noise in this modulation mode is even lower than for the case without modulation (compare with bottom curve of Fig. 3(b); note that the same extra noise is still applied), since $N' \propto 1/f$. On the other hand, the spectral sampling is decreased as a penalty in this case. However, the basic features of the new technique introduced are still clearly demonstrated.

5. Conclusion

In conclusion, we have demonstrated an efficient method to decrease the noise in TDLS by operating at a close-to-zero background, without any high-frequency modulation on the light source. This is achievable by using a Michelson interferometer set to destructive interference. The method has similarities to polarization spectroscopy, but is a linear spectroscopy method. A fiber-optic implementation was demonstrated, constituting a realistic approach for real-world gas monitoring. The proposed technique is particularly attractive in applications where high-frequency modulation is difficult to realize.
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An active phase controlling scheme based on a proportional-integrative-derivative (PID)-controlled piezo-electric transducer is presented with the purpose of stabilizing a quasi zero-background absorption spectrometer. A fiber-based balanced Michelson interferometer is used, and an absorption due to a gas sample in one of its arms results in an increased light signal to a detector, which otherwise, thanks to destructive interference, experiences a very low light level. © 2010 Optical Society of America
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1. Introduction

To observe the spectrally narrow absorption lines of gases is one of the most powerful approaches to gas monitoring. Because of the specificity of the energy structure, each gas molecule has a unique absorption spectrum. Thus, by studying a spectral region with a broad-band light source in combination with a high-resolution optical spectrometer, or by spectrally scanning a narrow-band laser, gases can be identified. Tunable diode laser spectroscopy (TDLAS) is, thanks to properties like narrow line-width, easy tunability, comparatively low cost and easy operation, very effective in characterization of free gas absorption lines in various situations.

In its most straight-forward form, gas absorption is measured in a ‘bright-field’ way as a reduction of an incident light intensity level. The fact that absorption in this ‘direct’ way (DLAS, direct laser absorption spectroscopy) is measured as a minor reduction of a high light level limits the achievable signal-to-noise ratio which is strongly connected to the light flux at the detector. This is obvious from Eq. 1 where the signal-to-noise ratio, SNR, is related to the total noise, \( N_{tot} \), and the light intensity, \( I \), at the detector.

\[
SNR = \frac{S}{N_{tot}} = \frac{A \cdot I}{\sqrt{(N_I I)^2 + (\beta \sqrt{I})^2 + N_T^2}} \tag{1}
\]

Here \( A \) is the absorption fraction, and \( N_I I \) and \( N_T \) indicate laser source noise, quantum noise and thermal noise at the detector, respectively. By increasing the light intensity, the laser source noise will become dominant and the other two terms ignorable, but for further improvements other approaches are necessary. This can, e.g., be to modulate the light source and detect frequency overtones from the non-linear absorption profiles and thereby transfer the signal to higher frequencies to suppress the \( 1/\beta \) (pink) laser source noise, \( N_I I \). This is done in wavelength- and frequency modulation spectroscopy (WMS and FMS), where absorption fractions down to \( 10^{-7} \) are reachable [1]. Another group of techniques referred to as zero-background or ‘dark field’ measurements exists in which the source noise is inherently decreased since the signal to be detected is not carried by a huge background light flux; instead all light at the detector is ideally useful signal. Examples of such techniques are laser-induced fluorescence, Raman- and polarization spectroscopy [2]. Another important example, although not generating an optical signal, is photoacoustic spectroscopy [2]. Within Fourier transform (FT) spectroscopy, low background absorption measurements by optical subtraction through destructive interference has been used to increase sensitivity, as proposed in 1967 [3]. The technique has successfully been implemented in numerous FT spectrometers to be able to use more sensitive detectors designed for low light fluxes; see e.g., [4,5]. Drawing inspiration from such approaches, Guan et al. [6] presented a method to transfer the idea into the diode laser field and measure gas absorption with TDLAS implemented in a balanced Michelson interferometer design. The basic principle there is that without any absorption present, the light intensity in the two arms of the interferometer is the same, and if the total path lengths in the arms differ by a half wavelength (plus an integer number of wavelengths), meaning that the phase difference is \( 180^\circ \), destructive interference forces the light level at the detector to be zero. Any absorption in one of the arms will disturb this intensity balance and complete destructive interference is no longer possible. In that setup, two approaches were used to achieve the condition of fixed phase difference between the arms. The first one was to let the interferometer drift freely, waiting for moments to occur when the desired phase difference is achieved, and then scan the absorption line of the gas.

In the other approach was based on a translation of one of the mirrors in the interferometer. This causes the phase difference to rapidly change, resulting in a fast oscillation between constructive and destructive interference and by only considering the points of minimum detector
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Fig. 1. Schematic diagram of the optical and electronic setup

intensity, an absorption profile can be reconstructed.

Discussed in Ref. [6] is the possibility to implement an active phase controlling system, e.g. a feed-back loop. This could improve both the performance and the usefulness of the system. Many designs have been presented to, passively or actively, phase control interferometers (see, e.g. [7-10], and references therein); some of them are even capable of maintaining any chosen phase difference between the arms. None of these schemes are, however, suitable for our application. The main reason is that we require a simple and robust design which can easily be implemented in an in situ situation. With today’s highly performing feedback algorithms, e.g. Proportional-integrative-derivative (PID) controllers, the system design could be compact and reliable. We therefore present a new scheme where the phase difference is actively stabilized with the help of a lock-in assisted PID regulator and a piezo-electric transducer.

The whole setup will be described and, since the optical setup in general is common with our earlier paper, the focus will be put on the scheme for interferometer stabilization. Some requirements and performance for the stabilization are discussed. Representative results will be presented and the potential for the approach will be theoretically modeled and discussed.

2. System setup

The electro-optical setup is shown in Fig. 1. It is, in the optical parts, similar to the one used in our first paper. Light from a 1648 nm diode laser (DenseLight DL-BF12-CLS051B-S1648) passes through a protective isolator and is split into two equal parts in a 1:1 fiber coupler. For the probe arm, a polarization controller (PC) is installed to assure equal polarization of the light in the reference and probe arms (when returning to the coupler the second time). In the reference arm, a compensating fiber (CF) is installed to make the arms the same length within approximately 1 mm to enable interference control during wavelength scan. The beams from the two fibers are each reflected on a mirror after a short free space propagation. The probe beam passes through a 7.5-cm cell with pure methane (standard isotope com-

Fig. 2. The intensity at the detector (top) and the output, $S_{LI}$, from the lock-in amplifier (bottom) as a function of mirror displacement. At position 1 and 3 the mirror dithering results in large intensity modulations, but with a phase shifted 180° between them. At position 2 the dithering results in a small or non-existing intensity modulation. Demodulation at the lock-in amplifier gives the signal in the bottom drawing. This signal is suitable as input to the PID which now can push the mirror towards a null position.

position, 10 mbar). As the light from the two beams arrives at the detector (PD, NEW FOCUS 2033), it will interfere depending on the difference in path length. During the measurement, this path length difference, $2x$, is controlled by a piezo-electric transducer, to maintain a low light level at the photo diode detector. Generally, PID algorithms cannot directly regulate to a local minimum position. Here, however, it is necessary to control the intensity to the local minimum position of perfectly destructive interference (freely referred to as the ‘null’ position). The approach to circumvent this problem is to adapt designs used since long, e.g. within laser stabilization (see, e.g. [11,12]). The idea is to implement a small modulation and employ lock-in techniques.

3. Stabilizing the interferometer

The intensity of light at the detector varies depending on the mirror displacement, $x$, is described by Eq. 2.

$$I(x) = I_1 + I_2 + 2\sqrt{I_1 I_2} \cos(2\pi \cdot \frac{2x}{\lambda}).$$

where $I_1$ and $I_2$ [W/m²] are the intensities in the two arms and $\lambda$ [m] is the wavelength of the light.

If the position of one of the mirrors is modulated with a signal from an oscillator (in this case forming part of the lock-in amplifier, EG&G Princeton 5209), this will result in a modulation of the light intensity at the detector as well. The amplitude and phase of this intensity modulation depend on the interference situation as can be seen in the upper part of Fig. 2, where a solid thick
The stabilization scheme, crucial for the absorption measurements, shows stable performance in the normal laboratory environment. The direct measurement is performed in the way that the diode laser is swept over the two absorption peaks of the gas (see the blue, dotted line in Fig. 5) while the reference arm is blocked with black paper and the signal from the photo diode detector is recorded. The same wavelength interval is then swept with the probe arm instead blocked (red, dashed) as a reference of the mean detector outputs of 0.51, 0.25, 0.13, 0.038 and 0.014 V, corresponding to mirror positions 50, 34, 23, 11 and 0.59° from 180°. When the system is driven towards the point of complete destructive interference, the FT at the modulation frequency of 9 kHz decreases rapidly and finally diminishes into the noise.

An argument for non-modulating approaches to stabilize interferometers is that the modulation is itself inherently disturbing the stability. It is therefore crucial to keep the modulation amplitude sufficiently small to prevent such impacts, while at the same time large enough to be detected by the lock-in amplifier at small drifts from the null position. The amplitude of the dithering is here adjusted directly on the signal generator of the lock-in amplifier. To make sure that the oscillation is not too large, the frequency spectrum of the detected light signal was studied and scrutinized for any residual oscillations at the piezo dithering frequency, 9 kHz. When the phase difference approaches 180°, the residual intensity modulation decreases rapidly and finally vanishes into the noise at the null position. The DC component, which forms the background level, is greatly reduced as the phase difference approaches 180°. When the system is driven towards the point of complete destructive interference, the FT at the modulation frequency of 9 kHz decreases rapidly and finally diminishes into the noise.
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Fig. 5. Absorption measurements of methane with DLAS and the interferometric method. Included is a scan of the reference arm without gas in dashed (red), a direct scan of the cell in dotted (blue) and the interferometric scan in dash-dotted (black).

laser RAM (residual amplitude modulation).

The interferometric mode was then utilized with both arms cleared and the stabilization system implemented. The corresponding signal is seen as an increase from zero (black, dash-dotted curve).

In this case, the absorption in the gas cell is strong and the SNR is high for both the direct and the interferometric measurement, so, to show the potential of the technique, the performance is modeled in the case of smaller absorption and for systems with different performance regarding phase control.

5. Simulations

In the following section we will discuss how the detectable absorption fraction depends on how well the interference phase is kept by the system. If the phase difference between the two arms of the interferometer deviates from 180°, the signal at the detector will vary according to Eq. 2. This will induce additional noise in the measurement and quickly limit the smallest detectable absorption. The presented technique inherently strongly suppresses source noise, which often is the limiting factor in sensitive measurements, but as will be shown, to reach low absorption levels the controlling system needs to be precise and not allow the phase to deviate far from the null position.

In Fig. 6, results from simulations based on the data measured and presented in Fig. 5 are shown. Data from the measurement were collected and smoothed to be able to precisely control the noise. Gaussian noise with an RMS of 0.5% of the absolute intensity was then added on the probe and reference arm signals. Half of the noise is the same in both arms and half is unique to each arm; the reason for this is that fluctuations in the source would come through the same in both arms, but on top of this each arm would experience its own shot noise. The absorption signal for a DLAS measurement, and with the presented method, was then simulated for absorption fractions with peak values 50, 10, 5.0 and 2.5% and the corresponding signal-to-noise ratios are presented.

Regarding the interferometric simulation, the controlling system has in this example an added random (Gaussian) phase fluctuation of RMS 0.2°. The cell scan signal is in this mode calculated based on Eq. 2. The SNR is calculated as the peak height (of the peak at 1648.24 nm) of the signal from an ideal absorption profile, fitted to the cell scan signal, divided by the RMS deviation of the residual between this ideal and simulated profile.

Regarding the DLAS case, the absorption signal is calculated as the difference between a line (without noise) fitted to the reference arm signal and the simulated cell scan signal. The SNR is then calculated the same way as for the interferometric case - an ideal profile is fitted to the signal and the peak height of this gives the ‘S’. The noise is again the RMS deviation between the ideal and simulated signals.

Fig. 7 shows the SNR as a function of absorption fraction for a DLAS measurement and the interferometric method with different values on the phase fluctuation. Included in the figure is also the line corresponding to a frequently adapted approximate value for the SNR of a source-noise limited DLAS measurement, A/N

Fig. 6. Simulation of a scanned methane cell signal DLAS, shown in dashed black, the scanned reference arm (without gas), shown in dotted grey, the equivalent (magnified) scan with the interferometric method shown in solid black and the DLAS scan divided with a line fitted to the reference scan in solid grey. The last curve can be thought of as the actual absorption signal from the direct method and has the absorption ratio scale to the right of the of the plot.

4
Fig. 7. Simulation of the signal-to-noise ratio as a function of absorption fraction in the gas cell for the normal TDLAS and the interferometric method with different phase stability performance. The phase stability numbers indicate the RMS phase fluctuation of the piezo position in degrees. The light intensity is the same in both arms of the interferometer.

6. Discussion

The absorption fraction detection limits of the newly presented technique is heavily dependent on the phase control, and with a system devoted to absorption measurements the SNR at low absorption fractions is many times better than for DLAS. The simulations presented are based on a relatively noisy system, a fact insinuating even better real-life performance with a stable laser. Another improvement possibility not mentioned here but discussed in [6] is the potential to actually amplify the absorption signal by, purposely, introducing an unbalance factor between the light intensity of the two arms of the spectrometer.

Important to remember is that the thermal noise of, e.g., the detector can become severe when the light level is small. This is, however, a limitation which can always be counter-acted with more incoming light and good (possibly cooled) detectors.

A general imperfection of the approach of stabilizing an interferometer by controlling one of the mirrors with a piezo-electric transducer the limited translation distance of this component. At certain occasions, if the interferometer drift is large, the piezo might reach one of the two position limits and the controlling thereby fails. Unavoidably, the stabilization will therefore occasionally collapse and the piezo should preferably be returned to its center position. We have, however, found that the recovery of the controlling can be very fast and the absorption measurement can rapidly be resumed.

Apart from the advantage of having quasi zero-background, the presented technique could also gain dramatically increased potential if some kind of additional modulation is employed. In the same way as in WMS and FMS, by introducing modulation, shifting the signal to higher frequencies, the absorption detection limit could be improved. One possibility could be to modulate the unbalance factor by introducing a time varying loss in the reference arm.

7. Conclusions

We present a powerful new technique for sensitive gas detection based on molecular absorption. In contrast to normal absorption techniques, where a minute light reduction is observed in a high light intensity, the absorption is manifested in a signal rise from a basically zero background. Such a favorable detection condition resembles features typical in sensitive techniques such as fluorescence and photoacoustic spectroscopy, or in polarization spectroscopy. The new method is based on destructive light interference, similar to approaches previously used within broad-band light Fourier transform spectroscopy, but now brought into the field of tunable narrow-band lasers. The versatility of such a system can improve applied gas sensing systems in many situations, e.g. industry. The traditional delicacy in handling interferometers was overcome by a robust electronic stabilizing approach. The case of methane detection was illustrated, methane being an important green-house gas and a major cause of devastating coal-mine explosions.
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Abstract Food is frequently packed in a controlled environment of gas, in order to extend shelf life. It is of great importance to be able to monitor the status of the packed food to ensure quality. We demonstrate a technique to monitor the gas inside packages non-intrusively by using a laser spectroscopic method in scattering solid materials. The technique named GASMAS (GAs in Scattering Media Absorption Spectroscopy) is based on tunable diode laser absorption spectroscopy and relies on the fact that free gas inside solid materials absorbs much sharper spectrally than the bulk material. Results from time dependent measurements of molecular oxygen and water vapour in packages of minced meat, bake-off bread, and the headspace of a milk carton are presented. We show that the technique allows gas measurements inside the food through the package, and assessment of the integrity of the package.
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1 Introduction

Food handling, preservation and packaging is an important aspect of great public interest and concern. The natural presence of oxygen in food products and packaging environments, hastens chemical breakdown and microbial spoilage of the food products. Traditional packaging methods are therefore largely being replaced by newer techniques, frequently falling under the Modified Atmosphere Packaging (MAP) or Controlled Atmosphere Packaging (CAP) categories. These methods replace the natural oxygen content inside the package with other gases such as carbon dioxide (CO$_2$) or nitrogen (N$_2$). Food decay and fouling are largely the result of oxidative processes on the one hand, and microbial action on the other hand. Such deteriorating processes are further accelerated with an increased storage temperature. Foods are frequently packed in plastic films, mostly made of polyethylene (PE), polyethylene terephthalate (PET), polyvinyl chloride (PVC), polypropylene (PP), or mixtures thereof. Films may be completely tight or being semi-permeable. An equilibrium of gas concentrations may arise due to the interaction with the product and the gas contained in the package. Here, different permeability of the film to different gases is an important aspect. Frequently, the gas composition is actively changed at the time of packaging, either by flowing gas during the packaging or by first subjecting the product to vacuum followed by inlet of the desired gas mixture [1–4].

Oxygen is a very active gas and it is therefore important to control its concentration in food packaging. Generally, it is desirable to reduce its concentration from ambient (21 percent) to a few percent, reducing the oxidative processes and thereby extending the shelf life. Reducing the oxygen concentration even further can lead to the onset of fermentation, which is unwanted in, e.g. fruit storage [5].
However, other products, such as bakery, poultry and bacon, can advantageously be stored in an oxygen-free surrounding. There is one instance when an oxygen concentration above the ambient (even up to 80%) is applicable; for the treatment of meat to keep the red pigment of myoglobin that gets reduced to deoxymyoglobin in anoxic environments, resulting in brown or greyish meat colours [6].

Carbon dioxide is an effective replacement to oxygen as an anti-microbiological gas. High concentrations of this gas prevent the growth of aerobic bacteria. In addition, low temperatures are good to prevent such growth, also because water and lipids dissolve carbon dioxide much better at low temperatures. Nitrogen behaves like an inert gas in food packaging. It does not dissolve well in water or lipids and thus ensures that a package looks filled and is not collapsing. Pasta is often packed in 100% nitrogen. Frequently, a combination of high carbon dioxide and nitrogen concentrations is used in MAP, e.g. in cheese and cured-meat packaging.

The packaging obviously also prevents a product from drying out and it protects the product from external microbial attack. *Aeromonas hydrophila*, *Clostridium botulinum*, *Yersina enterocolitica*, *Listeria spp.*, and *Escherichia coli* are examples of pathogens which grow even under refrigerated conditions [4].

It is of great importance to be able to assess the status of packed food to ensure its quality and suitability for consumption. Many sensing techniques have been developed. However, some spoilage micro-organisms do not cause overt evidence of spoilage [4, 7]. Gas chromatography and other sampling techniques require puncturing the package for gas extraction. Measurement techniques should preferably be non-intrusive in nature, in order to maintain packaging integrity and reduce waste of samples. In particular, not breaking the package is a matter of considerable importance in the MAP community. Measurement of the oxygen contents in a sealed package can be done by performing optical measurements. This can be done using small sensor disks prepared to change in colour in the presence of oxygen. Alternatively, and more commonly used, the sensor disk is prepared with a ruthenium- or platinum-containing dye, the fluorescence of which is quenched by oxygen [8]. However, the techniques are intrusive from the point of view that the small disks have to be introduced in the package at the time of sealing. There is a cost and a safety aspect ensuring that the active reactive agent does not influence the product or the consumer.

Gas absorption spectroscopy in a spectral region where the packaging material as well as the product is transparent is of particular interest to ensure non-intrusive, real-time measurements. This is the route we have taken, and below we will report our initial experience on gas monitoring in packages of meat, bakery products and milk.

Natural products, such as foods, frequently exhibit a very strong light scattering, making the application of normal gas spectroscopic techniques [9] difficult. Normally, gas monitoring, whether pursued with classical or optical techniques, is limited to the headspace in transparent packages. Recently (in 2001), a method for gas analysis in scattering materials was introduced in our group. The GASMAS (GAs in Scattering Media Absorption Spectroscopy) technique analyses the sharp absorptive imprint in the scattered light leaving the organic material [10–12]. This means that the gas inside the product in the form of pores can be analysed optically for the first time non-invasively. The pores can be small compartments or larger cell surrounded by scattering material. Mostly, molecular oxygen gas has been explored using semiconductor lasers operating around 760 nm, but also water vapour has been studied [12]. Examples of previously studied samples with the GASMAS technique are polystyrene foam, fruit, wood, and human sinuses [11–15]. The possibility to measure two gases simultaneously is a particular asset when using GASMAS, since the multiple scattering in porous/inhomogeneous media makes the optical path length undefined, complicating the straightforward application of the Beer–Lambert law for concentration evaluation. Water vapour (interrogated around 935 nm) can be used as a reference gas. Under the condition of a 100% saturation, which is the case in an enclosed volume with liquid water present, the concentration of water vapour is known, since it is only determined by the temperature. In this way the concentration of, e.g. oxygen can be determined by normalisation, assuming that the optical properties are close to similar for the two wavelengths employed, or that proper correction can be applied. This normalisation procedure has been used in connection with diagnostic gas monitoring for human sinuses and is discussed in [13] and [15].

In the food-related area, we have performed initial oxygen measurements on fruits, especially apples [14]. We have now extended these types of measurements to minced meat, bakery products and an intact gable top carton with milk.

In the next section we describe the experimental setup used for the measurements which are described in a subsequent section. The data analysis employed is then explained. Finally, the results are discussed and an outlook for the future is made.

2 Method

2.1 Experimental setup

An overview of the spectroscopic equipment used to monitor gases in food products in packages is given in Fig. 1. The setup is basically the same as developed for human sinus cavity monitoring, and a detailed description can be found in [15].
The wavelength of two pigtailed distributed feedback (DFB) lasers (Nanoplus) are scanned across the R11R11 absorption line of molecular oxygen at a vacuum wavelength of 760.564 nm, and the rotation-vibrational transition (vibration; (000) → (121), rotation; \( J'' = 3 \rightarrow J'' = 4 \), \( K''_\alpha = 0 \rightarrow K''_\alpha = 0, K''_\gamma = 3 \rightarrow K''_\gamma = 4 \)) of water vapour at 935.686 nm, by employing sawtooth ramps at 5 Hz on the injection currents. At these wavelengths the food stuffs and the packages are transparent, enabling gas detection non-intrusively. Sinusoidal modulations of 10295 Hz for molecular oxygen and 9015 Hz for water vapour are superimposed on the sawtooth ramps to enable phase sensitive detection. The laser light is fibre-optically coupled together and divided into two arms, the reference arm and the sample arm. The reference arm carries a small fraction of the laser light and is directly guided to a photo diode (S3590-01, Hamamatsu). The sample arm contains a large portion of the laser light and is guided to the food sample. The diffusely emerging light of the food package is detected with a large area, 18 mm, photo diode (S3204-08, Hamamatsu). The current signals from the detectors are amplified in two steps, first with a trans-impedance amplifier (DHPCA-100 and DHPCA-200, Femto Messtechnique GmbH) and then with Stanford Research Model SR560 units which also function as a high-pass filter (12 dB/octave at 3 kHz), removing the sawtooth part of the signals. The high-passed signals are synchronously sampled with a PCI card (National Instrument 6120 with maximum sample rate 800 000 S/s and 16 bits). The sample rate used in the experiments was 400 000 S/s. The collected data are then analysed by a Matlab program performing the digital wavelength modulation procedure enabled by the synchronised sampling.

2.2 Gas investigation

Packages of minced meat, bake-off bread, and milk in a gable top carton were investigated using the technique described.

To study the possibility to monitor changes in a modified atmosphere the gas composition was measured for one minced meat tray package over three days. The meat packages were purchased in a local grocery store, which had packed the minced meat in a tray of polystyrene foam, and covered it by a plastic film. The fibre-coupled light was injected through the plastic film covering the minced meat and the light passing through the meat and tray was detected. To reduce the data analysis process and due to previous experience of slow time dependencies an average time of 10 minutes was used despite that an average time of 1 minute was sufficient regarding photon statistic. Previous to the measurements the package was placed in a cold environment. However, the measurements were performed in surrounding room temperature, resulting in different temperatures of the sample over time. The temperature was monitored with a temperature logger (Picotechnology TH-03). Two temperature sensors were used. One was placed on top of the plastic film of the studied minced meat sample and one was inserted into the contents of a similar package as the one under-going the spectroscopic study. The temperature values were also averaged for 10 minutes.

For the bake-off bread a plastic package containing eight buns packed in a modified oxygen-free atmosphere was used. The light was injected through the plastic film into one bun. The light was detected in a transmission mode. After one hour a large sized hole of about 1 cm in diameter was made in the package, resulting in air flowing into the package. The signal was measured for 24 further hours.

An average time of 10 minutes was used to reduce the data evaluation process. The package was all the time at room temperature.

The headspace of a milk container was monitored by injecting the light through one surface and detecting scattered light through a different surface as shown in Fig. 2. The milk carton is made of white and red paper, about 0.5 mm thick. An averaging time of 1 minute was used. After around 30 minutes a small hole of about 2 mm diameter was introduced.

2.3 Data analysis

From the data collected with the PCI card, each laser, and hence the different gases, can be distinguished due to the different sinusoidal modulation frequencies. The synchronised sampled data enable post analysed phase-sensitive detection. Here this is done by using fast Fourier transformation. A detailed description of the technique is found.
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Fig. 2 (a) Photograph of a milk carton. (b) Milk carton measurement geometry, one possible light path illustrated

in [16]. Briefly, the collected data are Fourier transformed. A window function selects the desired harmonic and downconverts it to zero frequency, before inverse Fourier transformation is made. The absolute value of the complex signal after phase adjustment results in the wavelength modulation spectroscopy (WMS) signal.

The 2f WMS signal is normalised by division with the offset of the 1f WMS signal, since this offset for given laser driving conditions is proportional to the light intensity. To correctly utilise such normalisation for quantitative gas analysis, it is necessary that calibration measurements on gas with known concentrations are performed for identical laser driving conditions. The normalised 2f WMS signal is then subjected to balanced detection. This process is made to subtract interference phenomena that occur in the setup, and other systematic defects. The balanced detection is made by minimising the difference between the normalised 2f WMS signal, \( y_{\text{amp}}(x) \), and a function containing both a polynomial \( p(x) \), a polynomial \( q(x) \) times the reference 2f WMS signal \( y_{\text{ref}}(x) \), and an ideal signal shape \( y_{\text{ideal}}(x) \) (the 2f WMS signal obtained for a measured long air path). The variable \( x \) refers to sample point of the data:

\[
y_{\text{amp}}(x) = p_{0} + p_{1}x + p_{2}x^{2} + (q_{0} + q_{1}x)y_{\text{ref}}(x) + c \cdot y_{\text{ideal}}(x - x_{0}).
\] (1)

The shift of the ideal signal centered at \( x_{0} \) is present to account for small drifts. The amplitude of the fitted ideal signal is proportional to the absorption of the species- and the path length the photons have traveled in the sample. As a calibration the standard-addition method is used, by converting the amplitude to an equivalent mean path length \( L_{\text{eq}} \). This property is the length the light has to travel through ambient air (at 24°C and a relative humidity of 20%) to obtain the same signal, and is dependent of both the absorption of the gas and the traveled path length in the gas of the sample. We note that it is important to measure temperature and relative humidity accurately, since errors directly transfer into the evaluated oxygen concentration.

Due to the complex dependence of \( L_{\text{eq}} \) on the bulk properties, it is of interest to divide it with the \( L_{\text{eq}} \) of another species of known concentration for which the interrogated light has traveled the same path length. Under the assumption that scattering and absorption of the bulk material of the sample are equal for the two wavelengths used for measurement on the two gases, the path lengths are equal. If liquid water is present in a sample with closed volume, then the concentration of water vapour can be determined if the temperature is known.

3 Results and discussion

3.1 Minced meat

Typical molecular oxygen and water vapour signals obtained in measurements of minced meat are shown in Fig. 3. The grey line is an ideal signal fitted according to (1).

Figure 4a shows the obtained \( L_{\text{eq}} \) values of water vapour in a minced meat package over time. The temperature measured inside a similar package is shown in Fig. 4b. The corresponding partial pressure is calculated through the Arden Buck equation [17] and presented in Fig. 4c. The temperature measured on top of the minced meat sample correlated with the one measured inside the meat, only with an offset as a difference. The sharp increase of signal can be seen to originate from the temperature dependence of the water vapour signal. To eliminate the temperature effect the ratio...
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The grey line indicates the fit of an ideal signal according to (1). (a) Water vapour signal. (b) Molecular oxygen signal of the water vapour signal and the partial pressure of water vapour at the different times was calculated and is shown in Fig. 4d. The normalised water vapour curve increases slightly, which should not correspond to a concentration increase, since a relative humidity of 100% is expected in the closed volume. The change in the temperature normalised water vapour signal could thus be considered to be due to the change in the optical properties in the bulk material or in pore size for the packed minced meat.

The $L_{eq}$ value of molecular oxygen in the minced meat package over time is presented in Fig. 5a. In Fig. 5b, the temperature-compensated water vapour signal, used as a reference to diminish the influence of the sample changes, is shown. The ratios of the $L_{eq}$ values of molecular oxygen and the temperature-compensated water vapour values are presented in Fig. 5c. Division with reference gas measurement results in values not including the scattering and absorption properties of the bulk material, under the assumption that the optical properties in the bulk material are the same for the two wavelengths used. The calculated ratio corresponds to the molecular oxygen in the package, and can be seen to decrease over time, interpreted as the minced meat consuming ambient oxygen by oxidation.

3.2 Bake-off bread

Data for the bake-off bread are shown in Fig. 6. At the dashed line a hole of about 1 cm is made in the package, providing ambient air to freely pass into the package. The initial values of molecular oxygen signal, close to zero, show an absence of oxygen which indicated that the package is tight to oxygen prior to penetration. At puncture, an immediate change is measured in the molecular oxygen and water vapour content. This can be interpreted as the bake-off bread trying to reach a new equilibrium in the new ambient situation. The increase of the water vapour signal shows that a 100% relative humidity was not present in the non-perforated package due to lack of water, not allowing saturation. However, water vapour was present in the non-perforated package since an initial value of 450 mm was measured. The time constant of the diffusion of molecular oxygen and water vapour into the bread bun was $\tau = 211$ min and $\tau = 258$ min, respectively, using an exponential fit.

3.3 Milk carton headspace

Headspace measurements through a scattering package were performed by studying the gable top of a milk carton. Typical signals from the milk carton measurements are shown...
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Fig. 5 Measurement of minced meat over time: (a) $L_{eq}$ values of molecular oxygen, (b) temperature normalised water vapour signal, (c) ratio of $L_{eq}$ of oxygen and the temperature-compensated water vapour signal.

Fig. 6 A bake-off bun inside a modified atmosphere. The vertical dashed line indicates when a hole was made in the package. The grey dashed lines are exponential fits to the data resulting in the indicated time constants $\tau$.

in Fig. 7 and correspond to an $L_{eq}$ of 220 mm of molecular oxygen and an $L_{eq}$ of 380 mm of water vapour. Multiple passages over the headspace due to the scattering package and milk indicated in Fig. 2 result in a larger signal than corresponding to the physical geometry. Data for water vapour and molecular oxygen from the measurements over time are shown in Fig. 8a. As the package is perforated an offset in the water vapour and oxygen signal is seen. Under the perforating process small displacements of the detector and injecting fibre are noted, which can provide an explanation for the offset. Small displacements of especially the injecting fibre can give effects on the path length of the detected light. In Fig. 8b, the ratio of the oxygen and water vapour signal is presented and is stable over the whole investigation. A 100% relative humidity is expected since the large wet surface fully moisturises the gas in the head space in spite of the ventilation. This behaviour has also been observed for human sinus cavities [13]. The stable ratio suggests that the oxygen concentration in the headspace in the milk carton is the same as in the ambient air. It can be noted that the variations seen in the stable part of the measurement are not
diminished with the normalisation process with a reference gas. Slow varying residual interference effects are possible explanations to this phenomenon which demands further examination.

4 Conclusions

We present results from measurements showing the feasibility of the GASMAS technique as a powerful tool for studying food stuffs and food packaging. Measurements on minced meat packages, bake-off bread packages and the headspace in a milk carton illustrate the possibility to monitor the packed food stuff, as well as the package integrity, non-intrusively. The stable or only small increase in the temperature-compensated water vapour signal in the minced-meat measurement suggests that in minced-meat monitoring the reference gas might not be necessary in an industrial monitoring device. The increase of water vapour signal as the bake-off bread package is penetrated reflects that a 100% relative humidity was not reached in the non-punctured package. The concentration of water vapour can thus not be calculated and not used as a reference gas. The non-response for puncture of the ratio in the milk carton measurement indicates that the oxygen concentration in the headspace is the same as in the ambient air. The change in the optical path length due to the small displacement in the perforating process was shown to be eliminated by using water vapour as a reference gas. This supports the use of a known water vapour concentration for extracting the oxygen concentration. The oxygen signal referenced to a temperature-compensated water vapour signal is then related to the oxygen concentration, and might be used for non-intrusive checking of fouling. This assumption that the sampled volume of the two wavelengths used is similar has been discussed in [13] where the validity for the case of human sinus monitoring was experimentally noted. At any rate, a correction factor could be determined by independent gas concentration measurement. These aspects will be further explored.

The measurements of the bake-off bread are promising in the way that they indicate that the GASMAS technique is suitable for non-intrusive monitoring of the tightness of the food package. After these proof-of-principle measurements we now aim at in-depth studies of different products in close cooperation with expertise in the corresponding fields.
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Abstract: We present a portable system for non-invasive, simultaneous sensing of molecular oxygen (O_2) and water vapor (H_2O) in the human paranasal cavities. The system is based on high-resolution tunable diode laser spectroscopy (TDLAS) and digital wavelength modulation spectroscopy (dWMS). Since optical interference and non-ideal tuning of the diode lasers render signal processing complex, we focus on Fourier analysis of dWMS signals and procedures for removal of background signals. Clinical data are presented, and exhibit a significant improvement in signal-to-noise with respect to earlier work. The in situ detection limit, in terms of absorption fraction, is about 5 \times 10^{-5} for oxygen and 5 \times 10^{-4} for water vapor, but varies between patients due to differences in light attenuation. In addition, we discuss the use of water vapor as a reference in quantification of in situ oxygen concentration in detail. In particular, light propagation aspects are investigated by employing photon time-of-flight spectroscopy.
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1. Introduction

High-resolution tunable diode laser absorption spectroscopy (TDLAS) is a powerful tool for selective and sensitive gas sensing, and is widely used in science and technology [1, 2, 3]. The conventional experimental configuration involves either open path monitoring or gas cells (single or multi-pass), while data evaluation typically relies on lineshape theory in combination with the Beer-Lambert-Bouguer law of light transmission. In 2001, it was demonstrated that TDLAS can be used also for sensing of gases inside porous and highly scattering (turbid) solids [4]. In contrast to the conventional conditions described above, measurements in pores of solids involve working with diffuse light, heavy attenuation, severe optical interference and unknown optical pathlengths [5]. To emphasize these unusual and aggravating experimental conditions, the technique is often separately termed gas in scattering media absorption spectroscopy (GASMAS). The technique has been used to characterize various porous materials, such as polystyrene foam [4], wood [6], pharmaceutical tablets [7], and human sinus cavities [8]. Reviews of GASMAS are available in Refs. [9, 10].

A fundamental aspect of GASMAS is the great contrast between the spectrally sharp absorption lines of free gases (lines used in this work are about 0.006 nm FWHM) and the slowly varying absorption spectra of solids. This contrast allows detection of weak gas absorption even under heavy background absorption. So far, GASMAS has been used to detect molecular oxygen (O$_2$) at around 760 nm, or water vapour (H$_2$O) around 935 or 980 nm. Since
the corresponding absorption lines are weak, GASMAS has relied on wavelength modulation spectroscopy (WMS) to increase sensitivity. WMS is a well-established tool in TDLAS [11], and involves sinusoidal modulation of the laser wavelength and detection at harmonics of the modulation frequency (detection at the second harmonic, 2f, is a common choice). The WMS technique shifts the absorption signal to a frequency range less affected by low-frequency noise of system components, and allows baseline-free recordings of derivative-like versions of the actual absorption feature [12, 9]. Traditionally, WMS relies on analog function generators for laser modulation, lock-in amplifiers for detection of signal harmonics, and oscilloscopes for data acquisition. By synchronizing data acquisition with function generators for laser modulation, it is possible to simultaneously record multiple WMS harmonics without the need of lock-in amplifiers [13]. The WMS system can be further simplified by employing a single plug-in board with synchronized outputs and inputs for laser modulation and data acquisition [14]. These approaches can be termed digital wavelength modulation spectroscopy (dWMS), and is based on recording of the raw detector signals. Equivalents to the traditional WMS signal, as generated by a lock-in amplifier, are obtained by employing a digital lock-in amplifier (e.g., the LabVIEW lock-in toolkit) [14] or by means of Fourier analysis [13, 7].

Diagnostics of the human sinuses is a particularly interesting application of the GASMAS technique [8]. The maxillary and frontal sinuses are located behind the cheek bones and the frontal bone, respectively. In a healthy state the sinuses are air-filled cavities ventilated through the nasal ventricle. Sinusitis, now often termed rhinosinusitis, is an infection of the sinuses, causing nasal blockage and mucus obstruction [15]. Current diagnostic methods of the paranasal sinuses include case history and, in selected cases, computed tomography (CT) [16]. The diagnostic potential of the GASMAS technique has been demonstrated on volunteers with a laboratory system for oxygen spectroscopy [17, 8]. As discussed in Ref. [8], the diagnostic value of the approach may be significantly increased by incorporating simultaneous sensing of both water vapor and molecular oxygen. The reason is that cavities in the human body often can be assumed to be at 37 °C and at 100% relative humidity, and that the in situ concentration of water vapor thus can be considered known. Assuming that the optical pathlength through the gas-filled cavity is the same at 760 nm and 935 nm, the water vapor data can then provide the information on optical pathlength needed to estimate the in situ oxygen concentration. Sequential sensing of H₂O and O₂ in human sinuses has been demonstrated using a laboratory setup based on traditional, analog WMS [8].

In this work, we present a portable system designed for a clinical trial aimed at monitoring gas in the paranasal sinuses of 40 patients undergoing investigation for sinus-related problems. The system is based on dWMS, and allow simultaneous sensing of H₂O and O₂. The clinical performance is significantly better than previous reported clinical work [18] (tenfold improvement in signal-to-noise). We report our experiences from using pigtailed diode lasers and optical fibers in TDLAS instruments, and the signal processing required to reach the improved performance is described in detail. In addition, for the first time, we employ photon time-of-flight spectroscopy (PTOFS) to investigate the photon migration aspects of optical sinus diagnostics. By estimating photon pathlengths at 786 nm and 916 nm, we can scrutinize the idea of using the water vapor absorption at 935 nm to estimate optical pathlength at 760 nm. Finally, we discuss the possibility of constructing a simpler TDLAS system for monitoring of gas in the paranasal sinuses.

2. Materials and methods

2.1. TDLAS instrumentation

The TDLAS system for our clinical application is a fiber-based dual beam system based on coherent sampling and digital wavelength modulation spectroscopy (dWMS). A schematic of
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the instrumentation is given in Fig. 1. The wavelength of two pigtailed DFB lasers (Nanoplus, Germany) are scanned across single absorption lines of molecular oxygen (at 760.445 nm, peak absorption $2.6 \times 10^{-5} \text{ mm}^{-1}$ for 21% $\text{O}_2$) and water vapor (at 935.686 nm, peak absorption $2.4 \times 10^{-4} \text{ mm}^{-1}$ for H$_2$O at 100% relative humidity and 37 $^\circ\text{C}$). Diode laser modulation and data acquisition is managed by a PCI board with synchronized outputs and outputs (NI-6120, National Instruments). The modulation consists of a $f_{\text{scan}} = 5$ Hz triangular waveform for wavelength scanning together with a faster sinusoidal waveform for wavelength modulation. The amplitude of the wavelength modulation is chosen so that the 2/f harmonics are maximized, i.e. set to 2.2 times the absorption linewidth (half width at half maximum). Straightforward separation of the two absorption signals is ensured by choosing different modulation frequencies, $f_m$, for the wavelength modulation of the two lasers (9,015 and 10,295 Hz for the oxygen and water vapor lasers, respectively) [18]. Modulation signals are sent to two diode laser drivers (06DLD103, Melles Griot), which are used to operate injection currents as well as for temperature stabilization.

Severe optical interference originating from optical components makes single beam TDLAS operation unfeasible. Instead, single mode optical fiber couplers are used to create a dual beam configuration (sample and reference arms). The output from the two pigtailed diode lasers are about 4 mW each. Due to non-ideal performance of these couplers, the optical powers available in the sample arm are only 0.25 mW (935 nm) and 1 mW (760 nm). A fiber probe is used to inject light into the tissue, and a 18$ \times$ 18 mm$^2$ unbiased large-area photodiode (S3204-8, Hamamatsu) is used to detect transmitted diffuse light. Light in the reference arm is detected by a 10$ \times$ 10 mm$^2$ unbiased photodiode (S3590-01, Hamamatsu). Low-noise transimpedance amplifiers (DLPCA-200, FEMTO Messtechnik, Germany) convert photodiode currents, and the amplification is typically set to $10^6$ or $10^7$ V/A in clinical measurements. The resulting voltage signals are coherently sampled at $f_s=400,000$ samples/s by the PCI board. Averaged voltage data are stored on disc and post-processing of data is required to obtain absorption imprints. Each dataset corresponds to one full period of the scan frequency, i.e. 80,000 samples (and is in general a result of averaging over several scans). The signal processing is described in detail in the following section. Note that both modulation frequencies, as well as the scan frequency, satisfy the criteria for coherent sampling (i.e. an integer number of cycles are sampled) [19].

2.2. Signal processing

As described in the previous section, the system stores an amplified version of the raw photodiode output. In contrast to conventional WMS, where a lock-in amplifier is used to monitor a single frequency channel, this means that the data contains information on multiple harmonics, as well as on detected intensities. For the case of single beam setups, Fourier methods for extracting WMS signals from such data have been described by Fernholz et al. [13] and Svensson et al. [7]. However, due to complex background signals, the dual beam data generated by the system used in this work requires special treatment. A detailed description of the signal processing is therefore given below.

An example of acquired raw data from the sample arm, $u_s(t)$, and its corresponding Fourier spectrum is shown in Fig. 2. Data from the two arms, i.e. $u_s(t)$ and $u_r(t)$, are processed in similar ways, and we therefore drop the subscripts in steps that apply for both signals. The initial processing steps are performed in the Fourier domain (Eq. 1).

$$U(\omega) = \mathcal{F}[u(t)]$$  (1)

As can be seen in Fig. 2, individual harmonics of the modulation frequencies appear as separated peaks in the Fourier spectrum. In order to study a specific harmonic $n$ of a specific modulation frequency $f_m$, the signal simply needs to be bandpass filtered. The bandpass filter-
Fig. 1. A schematic of the instrumentation. A PCI board with synchronized analog outputs (AO) and analog inputs (AI) manages both laser modulation and data acquisition. In order to utilize the full dynamic range of the AO, voltage dividers (VD) are used to reduce the signal level before modulation signals reach the diode laser drivers. Simultaneous sensing of O₂ and H₂O is achieved by using two pigtailed DFB diode lasers operating around 760 nm and 935 nm, respectively. In order to allow separation of the two corresponding absorption signals, the two lasers are operated at different modulation frequencies, \( f_m \). The laser outputs are arranged in a dual beam configuration: one photodiode (PD) provides the reference signal, and a second records a signal carrying gas absorption information. Transimpedance amplifiers (TIA) convert and amplify the photodiode currents, and the resulting voltages are coherently sampled and averaged.

Fig. 2. Raw data exemplified by a measurement on a 1000 mm path through ambient air. Two lasers contribute to the detected signal, and the individual contributions and their sum are shown in (left). A single-sided amplitude spectrum of the full signal (both lasers) is given in (right), showing 1-3\( f \) WMS components due to interactions with absorption features. Note that the 1\( f \) components are dominated by residual amplitude modulation (RAM) of the diode lasers (see text for a discussion on RAM).
ing is achieved in the frequency domain by using a super-Gauss window centered at $+\omega_m$ with the width $\delta\omega$. The operation is stated in Eq. 2 (where the factor 2 is included to compensate for the signal amplitude lost by neglecting the negative frequencies), and the resulting signal is denoted $U_{nf}(\omega)$.

$$U_{nf}(\omega) = 2 \times U(\omega) \times \exp \left( - \frac{(\omega - n \times \omega_m)}{\delta\omega} \right)^2 \tag{2}$$

In order to study the evolution of $\omega_m$, frequency content as the laser is scanned, we down-convert $\omega_m$ to zero frequency,

$$V_{nf}(\omega) = U_{nf}(\omega + n \times \omega_m), \tag{3}$$

and perform a subsequent inverse Fourier transformation:

$$v^*_{nf}(t) = \mathcal{F}^{-1}\{V_{nf}(\omega)\}. \tag{4}$$

The resulting time-dependent signal, $v^*_{nf}(t)$, is complex valued and can be studied in phase-amplitude plots (a plot of the real versus the imaginary part) [13, 7]. In a phase-amplitude plot, a pure sinusoidal signal will thus appear as a single dot. The signal amplitude is given by the distance to the origin, and its phase is given by the angle with respect to e.g. the real axis. In WMS experiments, the strength of harmonics varies as the laser is scanned across an absorption feature (or other transmission profiles). In the ideal case (linear tuning characteristics), the phase-amplitude plot will therefore show values along a line (pure amplitude changes and $180^\circ$ phase jumps). For the $1f$ harmonic, the line will have a significant offset due to the residual amplitude modulation (RAM) of the laser diode (modulation of the laser frequency is accompanied by power modulation). For higher harmonics, WMS is ideally free from baseline, and the line will therefore cross the origin. It is important to realize that a phase-amplitude plot with values along a line does not guarantee a good signal-to-noise ratio. The reason is that all transmission profiles, not only gas absorption, will give rise to line-type phase-amplitude plots (including etalon fringes and other interference effects that typically limit TDLAS).

Before taking a look at experimental signals, it is, however, useful to make some additional processing. In order to reach a quantitatively relevant signal, it is necessary to perform intensity correction (signals are proportional to the detected intensity). The detected signal is, however, a sum of the contributions from the two lasers (wavelengths). In order to determine the individual contribution of a specific light source, we use the $1f$ RAM of the lasers. Since the two laser are modulated using different frequencies, the $1f$ RAM signals are easily distinguished (and given by the average of $v^*_{nf}(t)$). The exact procedure for intensity correction is stated in Eq. 5, and the resulting normalised quantity is denoted $\overline{v}^*_{nf}(t)$. Note that a time-dependent calibration factor, $k(t)$, is introduced and used to convert the $1f$ RAM into a measure of average signal level and its evolution as the laser is scanned. This manoeuver makes it possible to compare obtained signal levels with WMS theory (e.g. that the $2f$ WMS peak signals should corresponds to about 0.3 times the actual absorption fraction). Note also, that the procedure includes removal of offsets (these are not of any diagnostic value in subsequent analysis).

$$\overline{v}^*_{nf}(t) = \frac{v^*_{nf}(t) - \text{mean}(v^*_{nf}(t))}{k(t) \times \text{mean}(v^*_{nf}(t))}. \tag{5}$$

Figure 3 shows $1$-$3f$ phase-amplitude plots originating from interactions with an absorption line of molecular oxygen. As can be seen in the left column, strong absorption results in the expected line-type phase-amplitude plots. The middle column shows sample arm data from experiments on $L$=2 cm ambient air, giving an absorption fraction typical to that encountered in the clinical experiments. There, the phase-amplitude plot no longer exhibit the line-type structure expected in ideal WMS experiments. In order to emphasize this, the figure compares data
Fig. 3. Phase-amplitude plots of sample arm $\psi_{nf}(t)$-signals originating from ambient air (free-space) measurements. In order to show the signal structure, offsets have been removed. For the fiber-based system used in the present work, large absorption is required to produce a line-type phase-amplitude plot (left column, $L=100$ cm pathlength through ambient air, $3 \times 10^{-2}$ absorption fraction). In the case of low absorption, the phase plot is completely dominated by background effects (middle column, $L=2$ cm, $5 \times 10^{-4}$ absorption fraction). In contrast, single beam operation without optical fibers results in line-type phase-amplitude plots even at low absorption (right column, $L=2$ cm, optical system as in Ref. [5] while data acquisition and laser control is managed by the system presented in this paper).
obtained using the fiber-based system (left and middle columns) with data obtained using an optical system that involves nothing but a VCSEL diode laser and a photodiode (right column). When utilizing our fiber-based setup, the observed signal structure is a complex result of non-ideal laser tuning, interference fringes and gas absorption. In order to extract the often minor contribution from gas absorption, we have developed a scheme for subtraction of background effects. We assume that the signal registered in the sample arm, $\nabla_s^r(t)$, can be described by a combination of the simultaneously recorded reference arm signal, $\nabla_r^r(t)$, and a so called absolute reference recording of a strong, well-known gas absorption, $\nabla_{a.r}^r$ (recorded using the same system, but not simultaneously). In this work, the absolute reference originates from measurements in ambient air ($L_{a.r.} = 1$ m for evaluation of clinical data). The model is explicitly stated in Eq. 6 (note that the $nf$-subscript has been dropped).

$$\nabla_s^r(t) \simeq p^r(t) + q^r(t) \times \nabla_r^r(t) + c \times \nabla_{a.r}^r(t - t_0).$$

Here, $p^r(t)$ and $q^r(t)$ are complex polynomials introduced to handle baseline differences between the reference and sample arms. $c$ is a real coefficient and gives the fraction of the absolute reference needed to explain the gas absorption registered in the sample arm. Phase difference between new experimental data and absolute reference recording can be handled by replacing $c$ with a complex valued coefficient ($c^*$). Such differences can occur due to changes in ambient temperature and diode laser operation settings. Differences in the location of the absorption within the scan is accounted for by introducing the shift parameter $t_0$. The best model fit is determined by means of non-linear Levenberg-Marquardt optimization on $t_0$ (note that for a given $t_0$, the optimization problem reduces to linear regression). The absorption signal, $\nabla^*$, is reached after subtraction of fitted background signals:

$$\nabla^*(t) = \nabla_s^r(t) - p_{\text{fit}}^r(t) + q_{\text{fit}}^r(t) \times \nabla_r^r(t)$$

A conventional WMS signal is reached by determining the signal phase, $\beta_{\text{fit}}$, and extracting the amplitude variation, as stated in Eq. 8.

$$\text{WMS}_{nf}(t) = \text{Real} \left\{ \left( \nabla_{nf}^r(t) - \text{mean}(\nabla_{nf}^r(t)) \right) \times \exp(-i\beta_{\text{fit}}) \right\}$$

Figure 4 illustrates the importance of background subtraction, showing model fits and resulting WMS signals. As customary in GASMAS, experimental signals are measured in terms of equivalent pathlength in ambient air, $L_{eq}$. If needed, a superscript is used to differentiate between water vapor, $L_{eq}^w$, and oxygen signals, $L_{eq}^o$. When evaluation is performed using the scheme described above, the $L_{eq}$ is related to the pathlength used in the recording of the absolute reference, $L_{a.r.}$, as stated in Eq. 9.

$$L_{eq} = c_{\text{fit}} \times L_{a.r.}$$

While the concentration of molecular oxygen in air can be assumed fixed at 21%, the abundance of water vapor varies strongly with temperature and relative humidity. In this work, water vapor signals are measured with respect to equivalent pathlength in air at 37 °C and 100% relative humidity, e.g. the condition expected in cavities of the human skull. The absolute reference recording used in evaluation of water vapor absorption is measured in ambient air, simultaneous to the recording of an absolute reference for oxygen. The water vapor concentration in these experiments is inferred from measurements of temperature and relative humidity. The Arden-Buck equation provides the saturation pressure of water vapor [20], and is used to convert the 1000 mm pathlength in ambient air into its equivalent pathlength with respect to 37 °C and 100% relative humidity. The Arden-Buck equation is given in Eq. 10, where $p$ is the pressure in atmospheres, and $T$ the temperature in °C.

$$p = 6.032 \times 10^{-3} \exp \left( \frac{17.502}{240.97 + T} \right)$$
Fig. 4. Background subtraction exemplified using clinical data (molecular oxygen in the frontal sinus). Due to the triangular modulation used for laser modulation, each scan (dataset) includes two interactions with the absorption feature. Differences in laser response in up- and downwards scanning requires that the imprints are evaluated separately. Despite fairly strong absorption, the absorption imprint is heavily distorted by background signals (left column). The observed structure can, however, be explained by the model in Eq. 6. Line-type phase-amplitude plot is obtained after background subtraction (middle column), and the resulting WMS signals (right column) exhibit good signal-to-noise ratio. The absolute reference was recorded on 1000 mm path of ambient air, and $c_{fta} = 0.032$ thus suggest an absorption that corresponds to 32 mm in air, i.e. $9 \times 10^{-4}$ in absorption fraction ($L_{eq} = 32$ mm).
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Note, for example, that a 150 mm pathlength at 37 °C and 100% relative humidity generates the same absorption of water vapor as a 1000 mm pathlength at 25 °C and 30% relative humidity (i.e. typical laboratory conditions).

2.3. Water vapor as a reference gas

The equivalent mean path length, \( L_{eq} \), is of course dependent on both gas concentration and pathlength through gas. Since the pathlength is unknown in GASMAS, it is generally not possible to determine gas concentration. This complication may be circumvented if one performs simultaneous measurements on a gas with known concentration. For sinus diagnostics, water vapor has been used for this purpose [8]. If (i) the concentration of oxygen in the sinuses equals the atmospheric concentration, (ii) the optical properties (scattering and absorption) is the same at the two wavelengths used, and (iii) the gas in the sinus is at 37 °C and 100% relative humidity, \( L_{eq}^{O_2} \) should equal \( L_{eq}^{H_2O} \). Unfortunately, since water vapor is measured at 935 nm and oxygen at 760 nm, differences in equivalent pathlengths may be assigned to differences in optical properties rather than a change in oxygen concentration. Nonetheless, the ratio of the two has proven to be fairly stable [8]. In this work we employ photon time-of-flight spectroscopy (PTOFS) to investigate differences in optical properties (see below in Sect. 2.4 and Sect. 3.3).

2.4. Photon time-of-flight instrumentation

Differences in light propagation between 760 nm to 935 nm is studied by employing photon time-of-flight spectroscopy (PTOFS). The utilized system has been described in detail elsewhere, and has for example been used for in vivo spectroscopy of human prostate tissue [21, 22]. Briefly, the system is based on pulsed diode lasers and time-correlated single photon counting. Picosecond laser pulses are injected into the tissue, and transmitted diffuse light is collected and resolved in time. The obtained photon time-of-flight histograms can be used to determine optical pathlengths, average absorption and scattering coefficients. The two diode laser used operate at 786 nm and 916 nm, respectively, thus only slightly deviating from the two wavelengths used for the gas spectroscopy.

3. Results

3.1. System performance

The general system performance was analyzed by investigating how well the system can resolve differences in pathlength through ambient air. The results for the 2\( f \) harmonic are presented in Fig. 5, and show that the precision is on the order of 1 mm. The performance varies slightly between the different harmonics, as reported also in Ref. [7]. Such effects may be assigned to problems of interference fringes occurring in experiments involving source-detector separations in the mm range. For example, the free spectral range of a 50 mm air etalon matches the width of the absorption linewidth (at atmospheric conditions), and may therefore be detrimental to the measurement.

3.2. Clinical data

Clinical data are acquired at the Radiology Clinic of the Lund University Hospital, within the framework of a clinical study aimed at comparing laser-based gas sensing with conventional CT diagnostics. The study is approved by the local committee of ethics, and patients are enrolled after informed consent. The maxillary sinuses, behind the cheekbone, are studied by placing the fiber probe in contact with one side of the mouth cavity roof, close to the sinus under study. The diffuse light is detected on the cheekbone. To monitor the frontal sinuses, behind the frontal bone, the fiber probe is placed under one side of the eyebrow, close to the nasal bone, injecting
Fig. 5. Investigation of system performance by measurements on series of distances of ambient air (2f signals, molecular oxygen). When using the fiber-based clinical system, the resolution is about 1 mm $L_{eq}$, i.e. about $3 \times 10^{-5}$ (average absolute deviations from the fitted line, $<|\epsilon|>$). The resolution is significantly better, about 0.02 mm $L_{eq}$, when the optical system is replaced with a non-collimated VCSEL and a single large-area photodiode (this system is described and used in Refs. [5, 7]). For this series, note the initial pathlength offset of about 5 mm.

Fig. 6. CT images of the maxillary (a-b) and frontal sinuses (c-d). Black areas surrounded by white borders (bone) correspond to air filled cavities. Each division on the scale corresponds to 1 cm.

3.3. Photon time-of-flight data

The results of photon time-of-flight (TOF) experiments are reported in Fig. 9 and Tab. 1. The total optical pathlength is on the order of 100 mm, but varies strongly. Clearly, there are significant differences with respect to light propagation between the two wavelengths used for gas
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Relative frequency

\[ L_{eq} = 32\text{mm} \]
\[ \text{SNR} = 16 \]

\[ 2f \]
\[ L_{eq} = 25\text{mm} \]
\[ \text{SNR} = 17 \]

\[ 3f \]
\[ L_{eq} = 32\text{mm} \]
\[ \text{SNR} = 13 \]

\[ 4f \]
\[ L_{eq} = 32\text{mm} \]
\[ \text{SNR} = 12 \]

\[ 5f \]
\[ L_{eq} = 33\text{mm} \]
\[ \text{SNR} = 7 \]

Fig. 7. 1-5f WMS signals from measurements on the left frontal sinus of a patient (black) together with fitted absolute reference data (red). CT images of this frontal sinus is found in Fig. 6. The detected power was 9 μW for 760 nm and 1 μW for 935 nm (transimpedance amplification was set to 10^6). The slightly lower \( L_{eq} \) for water vapor is typical, and is investigated in Sect. 3.3. Note the weak signal strength at higher harmonics, reducing the signal-to-noise ratio and causing increased uncertainty in \( L_{eq} \) estimation. Note also that the water absorption is about ten times stronger than the oxygen absorption.

spectroscopy. The data suggests that light used for oxygen sensing (760 nm) travels between 30 and 50% longer than light used for sensing of water vapour (935 nm). This fact explains why \( L_{eq}^{\text{H}_2\text{O}} \) typically is systematically lower than the \( L_{eq}^{\text{O}_2} \) (see e.g. Fig. 7). The differences between the two \( L_{eq} \)-values are, however, typically lower than the 30-50% implied by PTOFS. This discrepancy can be assigned to the non-trivial division of the total pathlength between tissue and sinus cavity. Considering the complexity of light propagation in strongly heterogenous materials such a discrepancy is not unexpected. The issue may deserve further attention, and could be studied by Monte Carlo simulation.

Since the geometry of sinus measurements is complex and unknown, no appropriate model for light propagation is available. However, at late photon time-of-flights, the shape of the TOF distribution is mainly governed by the Beer-Lambert-Bouguer exponential decay \( \exp(-\mu_a c t) \), where \( \mu_a \) is the absorption coefficient, and \( c \) the speed of light in the medium. Absorption coefficients can thus be estimated from the decay of the TOF distribution (the final slope of the intensity plotted in log-scale) [23]. This estimation should, however, be considered rough, since geometry and scattering properties greatly influence its accuracy [9].
Fig. 8. 1-5f WMS signals from measurements on the left maxillary sinus of a patient (black) together with fitted absolute reference data (red). CT images of this maxillary sinus is found in Fig. 6. The detected power was 2.7 $\mu$W for 760 nm and 0.15 $\mu$W for 935 nm (transimpedance amplification was set to $10^6$).

Fig. 9. Photon time-of-flight distributions obtained from measurements on the maxillary sinuses. A measurement of the instrumental response function (dashed) provides the origin for the absolute time scale.
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<table>
<thead>
<tr>
<th></th>
<th>Mean TOF [ns]</th>
<th>Mean path [mm]</th>
<th>Abs. coeff. [cm⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>786 nm</td>
<td>916 nm</td>
<td>786 nm 916 nm</td>
</tr>
<tr>
<td>Volunteer 1, Frontalis</td>
<td>0.54</td>
<td>0.40</td>
<td>116 86 0.13 0.16</td>
</tr>
<tr>
<td>Volunteer 1, Maxillaris</td>
<td>1.38</td>
<td>0.90</td>
<td>296 193 0.10 -</td>
</tr>
<tr>
<td>Volunteer 2, Frontalis</td>
<td>0.61</td>
<td>0.45</td>
<td>131 97 0.11 0.14</td>
</tr>
<tr>
<td>Volunteer 2, Maxillaris</td>
<td>0.85</td>
<td>0.58</td>
<td>182 125 0.10 0.16</td>
</tr>
</tbody>
</table>

Table 1. Photon pathlengths and estimations of average absorption coefficients, as obtained from PTOFS. Mean pathlengths are calculated from mean TOF, assuming a refractive index of 1.4. For the measurements on the maxillary sinuses of volunteer 2, low light transmission prevented proper analysis of absorption coefficient.

4. Discussion

The system described in this work is clearly capable of providing useful clinical data on the gas contents of human paranasal sinuses. There are, however, alternative system designs that could achieve similar or even better performance. The advantages of using optical fibers to deliver light is the straightforward construction of an appropriate medical probe. In addition, fibers allow convenient coupling of different light sources, rendering the use of multiple light sources fairly simple. The major drawback, however, is that the use of pigtailed diode lasers and optical fibers appears to degrade the system performance. Despite the elaborate schemes for background suppression described in this paper, the performance is still significantly poorer than comparable single-beam systems that avoid optical fibers [5, 9]. However, considering for example the high sensitivity fiber-based gas sensor developed by Engelbrecht [24], we expect that we can improve our current fiber-based system. Nonetheless, the possibilities of constructing a single-beam system, avoiding pigtailing and optical fibers, should be investigated. Potential advantages include reduced system complexity, significant cost reduction, as well as simpler and more robust data evaluation. The small size of diode lasers renders it possible to construct a medical probe that injects light directly from the output of the diode lasers. The ideal solution would be a single diode laser capsule that contains different diode lasers, operating at different wavelengths. Furthermore, replacing pigtailed DFB-lasers with e.g. VCSEL lasers (shown feasible in Ref. [14]) would make the system much more cost-efficient.

Another issue that deserves some attention is that the access to multiple WMS harmonics reveals some technical imperfections. We have observed discrepancies between the \( L_{eq} \)-values obtained from the different harmonics. Water vapor appears to be particularly affected. Possible technical explanations include differences in detector response with harmonic frequency and light distribution over the large-area photodiode. We are also investigating whether differences in conditions between the measurements of absolute references and the actual clinical measurements can affect system behavior. In order to determine and improve measurement accuracy, these effects require further attention.

Finally, since high light attenuation may degrade the sensitivity, the values given for detection limit should be considered as guidelines. Nonetheless, a look through the full clinical dataset shows that 2 mm \( L_{eq} \) most often is a fair indication of the limit of detection. We will discuss this important aspect in detail in a forthcoming article that will focus on the clinical data.
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Abstract: A novel technique for studying photon propagation in scattering media is proposed and demonstrated, as is believed, for the first time. Photons propagating through the medium, from a frequency-ramped single-mode diode laser, meet a reference beam from the same source, at a common detector, and beat frequencies corresponding to various temporal delays are observed by heterodyne techniques. Fourier transformation directly yields the temporal dispersion curve. Proof-of-principle experiments on polystyrene foam and a tissue phantom suggest, that the new method, when fully developed, may favorably compete with the more complex time-correlated single-photon counting (TCSPC) and the phase-shift methods, now much employed.
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1. Introduction

Photon propagation in scattering media is a broad field with applications ranging from radiative transfer in astrophysics, atmospheric radiative balance in climatology, to light propagation in biological tissue. The latter field is much studied with regard to optical mammography, measurements of tissue oxygenation and bleeding due to vessel rupture, as well as for dosimetry in photodynamic therapy. An early application concerned brain monitoring [1]; in a subsequent study imaging of structures in living human tissue was demonstrated [2]. Studies of photon propagation in tissue can be pursued in the spatial domain (CW lasers), but more frequently in the temporal domain using pulsed lasers (time-of-flight measurements) or modulated CW lasers (the phase-shift method, where also amplitude demodulation is monitored). An early overview of different techniques for studying light propagation in biological tissue is provided in [3]. More recently, the general field of tissue optics has been much studied, where the aspects of wavelength dependence of the absorption and reduced scattering coefficients of tissue, $\mu_a$ and $\mu_s'$, respectively, are important, yielding information on the concentration of tissue constituents. A number of discrete wavelengths generated in swiftly pulsed diode lasers can be used in connection with time-correlated single-photon counting (TCSPC) electronics [4]. An example is given in [5], where the optical properties of human prostate tissue were determined. Alternatively, a short-pulse white-light source can be used in conjunction with a combination of a spectrometer and a time-resolving streak camera [6]. Then, in principle the optical properties of the medium can be evaluated from data generated in a single laser pulse. Such time-resolved white-light spectroscopy has also been extended to the study of pharmaceutical preparations [7].

Time-resolved measurements are also common in the laser radar field [8] and in reflectometry in optical fiber networks [9], although the time scales then are much extended. As illustrated in recent measurements on scattering media at a few meters distance [10], there is a seam-less transition from the large to the small time scales.

In laser ranging and in reflectometry there is special emphasis on capturing the distinct echoes from interfaces. Likewise, in early medical studies much emphasis was on “gated viewing”, i.e. capturing the part of the pulse propagating through a medium without suffering scattering. Numerous techniques were developed for that purpose [3]. In particular, a method was developed by Toida et al. [11], where a CW laser was used in a Mach-Zehnder interferometer configuration with one beam passing the scattering medium, and a frequency-shifted reference beam being joined on a common detector. The heterodyne signal between the two beams, detected at the difference frequency, is due to the ballistic (unscattered) signal only, since other components all have varying phase due to delays. In the present paper the same basic geometry is used; however, we now realize that also the scattered components can be analysed, and also sorted in time using the same approach, but now employing a CW laser with an added frequency ramp; a technique which is readily achieved with a diode laser with a linear current ramp superimposed on the driving current. We in this way demonstrate the recording of time-resolved photon propagation curves, such as those obtained in time-correlated single-photon counting (TCSPC), but using simpler equipment. The simplification is similar as the one obtained by using the phase-shift technique instead of the TCSPC method. The technique, to our knowledge here demonstrated for the first time, draws inspiration from heterodyne gated viewing [11], fiber optic reflectometry [9] and in particular from the frequency modulated continuous wave (FMCW) ranging technique [12], where single-scattering is assumed. We show that the extension to multiple scattering is straight...
forward and that only moderate modulation and detecting speeds are needed, but still a high spatial resolution and a good signal-to-noise ratio (SNR) are achieved within a short time of averaging.

The paper is organized in the following way. The measurement principle and the analysis method used in the new method are presented in the next section. Then proof-of-principle experiments on polystyrene foam and a tissue phantom are presented and the data retrieval procedure is explained. Finally, the new method is put in relation to previous approaches in view of complexity, temporal/spatial resolution and acquisition speed, and general conclusions are drawn.

2. Principle and analysis

Fig. 1 (a) and (b) show the experimental set-up used in the present experiments, and the basic idea of data retrieval, respectively. In the FMCW technique, the frequency of the laser source is linearly modulated with, e.g., a triangular waveform. The modulated light is then separated into two beams, a reference beam and a probe beam. The reference beam passes through a well-known distance while the probe beam passes through an unknown optical path length. Both beams arrive at the same detector and interfere with each other. A beat frequency ($f_b$) proportional to the time delay ($\tau$) between these two beams will be induced in the detected signal (see the right part of Fig. 1(b)). This specific frequency can be used to deduce the path length of the probe beam and hence realize the space ranging. In most reported applications of the FMCW technique, e.g. [12], the reflected photons are single-scattered, and the beat frequency is detected with high contrast and at a narrow bandwidth. However, in the case when the probe beam passes through a multiple scattering medium, the path lengths of the photons will show a distribution with a position of the maximum and a width, which are
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dependent on \( \mu_s', \mu_a \) and the thickness of the sample. This part of the beam is labeled as \( \text{sig} \) and is shown as a dashed curve in the left part of Fig. 1(b). If we denote the field of the reference beam at the detector as

\[
E_{\text{ref}} = A_{\text{ref}} \exp(-j\omega_{\text{ref}} t),
\]

the field of the signal light that arrives to the detector at the same time can be expressed as a superposition of different components of the beam with photons which have passed through different effective path lengths,

\[
E_{\text{sig}} = \sum_i A_{\text{sig}}^i \exp\left(-j\left[(\omega_{\text{ref}} - S \cdot \tau_i) t + \phi(\tau_i)\right]\right).
\]

Here, \( S = 2\pi \cdot \Delta f / \Delta T \) is the slope of the frequency modulation (see Fig. 1(b)), \( \tau_i \) is the time delay of each component compared with the reference beam, and the square of the amplitude, \( |A_{\text{sig}}^i|^2 \), is proportional to the number of photons of the corresponding component. The interference signal of \( E_{\text{ref}} \) and \( E_{\text{sig}} \) can be detected as

\[
I = DC + \sum_i A_{\text{ref}} A_{\text{sig}}^i \cos[S \cdot \tau_i \cdot t - \phi(\tau_i)] + \sum_i \sum_j A_{\text{ref}} A_{\text{sig}}^i A_{\text{sig}}^j \cos[S \cdot (\tau_i - \tau_j) \cdot t + \phi(\tau_i) - \phi(\tau_j)]
\]

The first term is a DC component of the interference signal. The second term indicates the interference between \( E_{\text{ref}} \) and each component of \( E_{\text{sig}} \). The third term corresponds to the interferences among different components of \( E_{\text{sig}} \). The intensity of the third term is much weaker than that of the second term containing the reference signal itself, and can thus be ignored. Obviously the second term consists of components with different frequencies (proportional to the delays \( \tau_i \)), and different amplitudes (proportional to \( A_{\text{sig}}^i \), and \( |A_{\text{sig}}^i|^2 \) is proportional to the number of photons). Therefore, the distribution of the time delays (effective path lengths) of photons passing through a scattering sample can be obtained by simply analyzing the spectral power (\( |A_{\text{ref}} A_{\text{sig}}^i|^2 \)) of the interference signal of Eq. (3) in the frequency domain.

Since the working principle is based on optical interference, the measuring range of \( \tau_i \) is limited by the coherent length of the light source. A laser with a good coherence property is needed for the technique presented. Suitable laser sources include distributed feed-back (DFB) diode lasers (with coherence length of hundreds of meters), external cavity diode lasers (ECDLs; kilometers), and Nd:YAG ring lasers (tens of kilometers) [13]. Good coherence properties ensure the heterodyne efficiency between the reference and probe beams. Similar as for the FMCW technique [12], the minimal resolvable optical path length (\( R \)) is determined by the frequency range of the modulation (\( \Delta f \)), i.e., \( R \approx c / \Delta f \) (\( c \) is the speed of light in vacuum). Considering the \( \mu_s \) and \( \mu_s' \) of a scattering medium, e.g., a tissue sample, being constants even if the frequency of the laser source is tuned across 500 GHz (corresponding to ~1 nm wavelength difference when the central wavelength is located at 750 nm), the resolution, \( R \), of the technique presented is expected to be of the order of 0.5 mm, which, however, degrades due to nonlinearity of the wavelength ramping (which has been thoroughly discussed in publications, e.g. Ref. [14]), and Doppler broadening in the frequency domain. Motion in the medium under study, e.g. blood flow in human tissue, or even Brownian motion of scatters, as well as mechanical instabilities in the interferometric apparatus are sources of broadening. A more detailed discussion will follow in Section 4. One advantage
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originating from the heterodyne technique used is that the amplification is proportional to the amplitude of the reference beam (see the second term of Eq. (3)), allowing a high sensitivity of the system.

3. Experiments and results

For demonstration, an experimental system was built as shown in Fig. 1(a). A DFB diode laser (Toptica Photonics, LD-0760-0040-DFB-1) operating in a single longitudinal mode, was employed as the light source. The central wavelength is around 760 nm and the line-width is less than 3 MHz (corresponding to a coherence length of 100 m). By ramping the driving current with a triangular waveform, the tunable range of frequency of the diode is around 40 GHz (corresponding to an estimated resolution, $R$, of 0.75 cm, according to the expression $R \approx c/\Delta f$). The collimated light is divided by the first beam splitter into two parts, with 4% working as reference beam and the remainder working as the probe beam. The probe beam experiences multiple scattering in the sample under test, and penetrates through as signal light, which is collected by an imaging lens. The second beam splitter is used to overlap the reference beam and the signal light at the detector, a PMT tube (Hamamatsu, R5070A). A delay line is inserted in the probe beam to set an offset delay between the signal light and the reference beam. The tunable attenuator is used to adjust the intensity of the reference beam, for optimizing the amplifying function while not saturating the PMT. The detecting direction of the PMT is specially set as $90^\circ$ against the probing beam, for convenience to test both transmission and reflection versions of the technique, as shown in Fig. 1(a).

While the driving current is modulated by a 10 Hz triangular waveform, the signal from the PMT is amplified by a current-to-voltage amplifier (Femto, DLPCA-200), and recorded by a data-acquisition card (National Instruments, NI-6154) installed on a computer. In real time, the spectral power of the signal in the frequency domain is analyzed with a fast Fourier transform (FFT) program on the computer. The spectral curves are averaged 100 times within 10 s to achieve a better SNR. Here, averaging is required to extract the weak signal (due to multiple scattering of the samples) from the background noise of the PMT. Averaging time can be reduced by employing a more powerful light source.

![Fig. 2. Spectral responses for different samples (a) white paper, (b) tissue phantom, and (c) polystyrene foam (transmission mode). Curves are normalized by the maximum values.](image)

Scattering samples of different materials were tested in the transmission mode. Fig. 2 shows the results corresponding to a piece of normal printing paper (white, 100 µm thick), a tissue phantom (a 10 mm thick sample of gelatin containing ink as absorber, $\mu'_s=6.9$ cm$^{-1}$ and $\mu_a=0.3$ cm$^{-1}$), and polystyrene foam (11 mm thick, $\mu'_s$ is $\sim 30$ cm$^{-1}$ and $\mu_a$ is $\sim 0.001$ cm$^{-1}$, respectively). As expected from Eq. (3), the curves of (b) and (c) show extended tails in the...
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frequency domain (or optical path length domain), due to massive multiple scattering in the tissue and the foam. The curve of (c) is broader than that of (b), since $\mu_s$ of the polystyrene foam is much higher than that of the tissue phantom in this experiment. The thin white paper exhibits a relatively narrow curve. However, the width of the curve (~3 cm) is broadened compared with the theoretical spatial resolution limit (0.75 cm for the 40 GHz sweep utilized). Due to lateral multiple scattering a broadening is expected and further, a Doppler broadening will occur due to the vibrations and instability of the paper sample and the interferometer structures during averaging in the measurements.

Pieces of polystyrene foam with different thickness ($l$) were also tested in the transmission mode, and the resulting curves are shown in Fig. 3. With increasing $l$, the curve moves towards longer path length and the tail extends longer, which matches the fact that photons experience longer effective path length in a thicker scattering sample. For a piece of polystyrene foam with 1 cm of thickness, the distribution of photon arrival times shows that even path lengths of half a meter occurs.

Similar results can be obtained when the scattering sample is tested in a reflection mode. A piece of polystyrene foam (with infinite thickness) is set as shown in the inset of Fig. 1(a). Instead of changing $l$, the gap ($d$) between the illuminating point and the observing point is varied. The result shown in Fig. 4 illustrates that with larger $d$, deeper penetrating photons can be detected, and longer effective path lengths can be seen. However, the SNR degrades as a penalty, since less photons survive to be observed at a position further away from the illuminating point.

![Fig. 3. Spectral responses corresponding to different thickness ($l$) of polystyrene foam (transmission mode). Curves are normalized by the maximum values.](image-url)
4. Discussion

Although only proof-of-principle experiments are carried out, we believe that the new technique presented can potentially compete with conventional time-resolved and phase-shift methods in view of degree of complexity, spatial resolution, and sensitivity (acquisition speed), and might even show advantages in some aspects.

In time-resolved systems, the spatial resolution in the measurements is limited by the pulse width of the light source. Initially, Q-switched solid-state lasers were frequently utilized in such systems. Later, more compact Q-switched fiber lasers were developed to replace complex and large-sized solid-state lasers. However, the output wavelengths of fiber lasers are very limited for spectroscopic applications, such as those considered, e.g., in [4] and [5]. Theoretically, if a femto-second laser is employed, a highest resolution on the sub-micrometer level can be achieved. Again, this resolution is not practical in spectroscopic applications, due to the limitation that the Fourier relationship puts between the pulse width and the bandwidth of the laser source. Diode lasers are extremely compact, cost effective, tunable and available at many wavelengths. They can be pulsed at high repetition rates, but pulse energies are minute compared to those obtained from Q-switched lasers. Thus, transient digitizer techniques cannot be used for capturing time-resolved signals. Instead, the TCSPC technique is frequently employed to generate a histogram of individual photon arrival times at the detector, a PMT which is cooled down to reduce dark current counts. Fast electronics matching the pulse width of the laser source are required. The sampling time needed depends on the repetition rate and average output power of the laser source, and the sensitivity of the

\[ \text{Spectral responses when the gap (d) between the illuminating and observation points is set to different values (reflection mode). Gray curves are normalized by the maximum values. Dark smoothed curves are obtained by applying a sliding average over 100 Hz.} \]
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detector. An alternative technique is the phase-shift method, where the delay-induced phase shift and demodulation with regard to the source modulation depth are measured. Since both the laser and the detection system work in CW mode, the electronics required are much less complex compared with TCSPC methods. Modulation of the source and demodulation at the detector are achieved with readily available radio electronics. The spatial resolution of this technique is determined by the upper modulation (demodulation) frequency.

Both the TCSPC and the phase-shift methods operate at high frequencies since the techniques basically compete with the speed of light. In contrast, the new technique presented here transforms the fast phenomena down to audio frequencies by employing the heterodyne principle, where the slow beat frequency between two optical frequencies being different just because of the propagation delay is detected. The semiconductor laser source is repetitively ramped in frequency at a slow rate (of the order of 10 Hz) and the different beat frequencies corresponding to different delays are retrieved by Fourier transformation of the detected signal. The longer the ramp sweeps the laser optical frequency, the better the temporal resolution will be.

Using an external cavity diode laser with tuning range of several tens of nanometer, a resolution of tens of micrometer can be realized, which has been proven for the FMCW technique, e.g. in [15]. However, in many spectroscopic applications, the tuning bandwidth of the laser source is more limited and the expected resolution degrades. One extremely attractive feature of the FMCW technique, being of heterodyne nature, is that signal amplification is achieved by making the reference beam suitably strong, and noisy signal amplification electronics are thus largely eliminated. These attractive features in combination make the technique here presented viable and competitive. We realize, however, that for heavy multiple scattering the light at the detector is distributed over a substantial area. The reference beam must thus likewise be expanded for spatial matching. We believe that by optimizing beam overlap the signal-to-noise ratio obtained in our preliminary work presented here could be substantially improved.

We note, that the new heterodyning technique by its nature is sensitive to Doppler shifts and Brownian motion. We recall, that tissue perfusion can be measured using the Doppler flowmetry technique (see, e.g. [16]), where also heterodyning between moving blood cells and fixed cellular structures is utilized to retrieve a distribution of Doppler-shifted frequencies. Actually, the situation has many similarities with the one presented in our paper. Not unexpectedly we noticed a signal broadening when measuring on an instable paper sample. Such phenomena can be expected to be seen in clinical applications, where tissue blood flow, heart beating, etc., can obviously superimpose a Doppler broadening on top of the beat frequencies induced by true photon propagation delays. While the perfusion induced broadening information can be useful in some contexts, its detrimental influence could be reduced by deconvoluting the Doppler broadening from the measured curve to yield a true propagation delay curve. This might be done by measuring the frequency-shift distribution when not ramping the laser frequency.

We note, that blood flow and instability-induced effects can be minimized by simply increasing the ramping rate of the diode laser, inducing larger propagation delay frequency shifts, while the Doppler broadening, due to physical motion, remains the same. For a typical superficial blood cell speed of 3 mm s$^{-1}$ the Doppler broadening will be of the order of kHz, which is similar to the propagation delay shifts measured in our experiments. If the ramping rate is increased from 10 Hz to 1 kHz in the experiments, the propagation time delay frequency shifts will be 100 times larger, and a 1 kHz Doppler broadening will become insignificant. The only fundamental temporal resolution factor will now be the frequency excursion of the ramp. Clearly, the detection bandwidth needs to extended from ~10 kHz to ~1 MHz, which is, however, still reasonably modest.
5. Conclusion

In conclusion, we have demonstrated a new frequency-resolved technique to study photon migration in multiple-scattering media. Both transmission and reflection measurement modes were realized. Short averaging times, low ramping rates and low signal recovery frequencies are attractive features in first proof-of-principle applications of the technique presented. The new method is inherently technically less complex than customary time- or phase-resolving techniques, and it could be expected, that when fully refined it might favorably compete with such techniques, which have benefitted from decades of development. A detailed comparison with customary techniques will be the subject of forthcoming work. In particular, the influence of instabilities and Doppler effects due to blood flow (in clinical applications) on the technique presented needs to be further investigated.
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基于 FBG 的 CH\textsubscript{4} 浓度传感系统**
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摘要：提出了一种基于光纤布拉格光栅（FBG）的新型 CH\textsubscript{4} 浓度传感方案。利用 CH\textsubscript{4} 催化元件将 CH\textsubscript{4} 浓度信号转化为温度信息，并将 FBG 作为被测波长的发射源，将 FBG 封装于 CH\textsubscript{4} 传感器中，并最终获得了 FBG 反射波长与环境 CH\textsubscript{4} 浓度的曲线，验证了采用传感 FBG 和参考 FBG 的斜边检测方案可提高系统检测分辨率和温度稳定性。

关键词：CH\textsubscript{4} 浓度传感；光纤布拉格光栅（FBG）；斜边检测

1 引言

由于主要成分是 CH\textsubscript{4} 的瓦斯根气是引发煤矿爆炸的主要原因，并且 CH\textsubscript{4} 浓度的准确、实时和安全测量对于预防矿难意义重大，因此对 CH\textsubscript{4} 浓度的监测就显得尤为重要。目前常用的 CH\textsubscript{4} 浓度检测器多基于催化氧化原理，一般利用催化反应和高温传感器获得的 CH\textsubscript{4} 浓度信号。由于信号易受外界环境因素的影响，这类 CH\textsubscript{4} 浓度测量装置受环境影响大，目前对 CH\textsubscript{4} 浓度的测量分辨率一般为 0.01%。并且很难实现远距离测量。相比电化学类的传感器，光纤型传感器具有测量精度高，不受电磁干扰和适于远距离传输等优点，尤其是近年来出现的光纤布拉格光栅（FBG）传感器，由于其对温度、湿度的高敏感度以及高分辨力与高稳定性具有的可实现分布式测量方案的特点，被广泛应用于建筑的智能结构健康监测等。**

本文利用 FBG 反射波长位置对温度敏感的特性，通过读出催化氧化元件附近的温度信号来获得环境中的 CH\textsubscript{4} 浓度信息。为了消除环境温度变化对测量的影响以及降低系统成本，引入参考 FBG 并采用斜边检测的方法，获得了 64\times 10^{-10} 的测量分辨率和环境温度从 30 °C 上升到 60 °C 测量值波动小于 0.013% 的温度稳定性。

2 系统原理分析

2.1 根据 FBG 反射波长位置测量 CH\textsubscript{4} 浓度

FBG 是一种在光纤芯层形成的折射率—振幅周期性结构，能将单一波长的中心波长固定在给定波长范围内的 FBG 反射波长，从而实现了波长选择性。FBG 的反射波长位置随外界温度的变化而呈线性变化 **(1)**，可表示为

\[ \Delta \lambda = 2 \Lambda_0 \left( \frac{\Delta T}{\Lambda_0} + \frac{T_0}{\Lambda_0} \right) \Delta T \]

其中，\( \lambda_0 \) 为光纤芯层有效折射率，\( \Lambda_0 \) 为光栅周期，FBG 的反射波长位置随外界温度的变化而呈线性变化 **(2)**，可表示为

\[ \Delta \lambda = 2 \Lambda_0 \left( \frac{\Delta T}{\Lambda_0} + \frac{T_0}{\Lambda_0} \right) \Delta T \]

根据这一原理，FBG 被广泛地应用于温度传感。

CH\textsubscript{4} 催化氧化剂是一种重金属催化剂，主要由 Pt 等组成，当被加热到催化初始温度以上时，该类催化剂能催化大气中的 **
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CH₄发生氧化反应，从而改变催化剂附近的温度场分布。因此，催化剂附近某一位置温度与CH₄浓度成反比。将FBG固定在催化剂附近位置。通过观察FBG反射波长的变化，可获得该点CH₄浓度的信息。

2.2 利用参考FBG实现斜边检测

利用光谱分析仪、光纤长度等测量设备可获得FBG反射波长信息，但这些设备对价格要求较高，无法满足大规模工业使用的需求。本文采用2根FBG和斜边检测的方法，以降低系统成本，同时还提高了系统测量分辨率和系统的温度稳定性。

如图1所示，传感器FBG固定在催化剂附近，而参考FBG与催化剂元件隔开。检测FBG和参考FBG的反射波形，其中反射波长位置基本恒定。参考FBG可以认为是某一波动范围的波长滤波器。当CH₄浓度为零时，传感器FBG的反射波长峰值通过波段位置。因此，当波长在相同位置时，CH₄浓度为零。当CH₄浓度上升，传感器FBG的反射波长从波段位置向波长方向移动。波长落在波段FBG上，波长波段FBG的反射波长位置，见图1插图。通过此波长变化，即可检测传感器FBG的反射波长变化。

3 系统搭建和实验结果

3.1 FBG反射波长位置与CH₄浓度的关系

首先将传感器和侧边紫外光在光纤光栅上制作反射波长，利用光谱分析仪（ANDO AQ6317）检测反射波长位置与CH₄浓度的关系。图2所示，FBG反射波长随着CH₄浓度上升，反射波长向反射波长移动，斜率为0.051nm/1%。由于光谱分析仪的分辨率为0.02nm，故CH₄浓度测量值为0.051nm/1%。

3.2 斜边检测系统的搭建

根据图1搭建斜边检测的系统。分别使传感器FBG与参考FBG的反射波长位置，根据图2插图的方法，获得传感器FBG的反射波长位置。左图斜边检测的系统，传感器FBG和参考FBG的反射波长位置同时对环境温度敏感。使用此方法检测环境温度，从而通过差分方法检测环境温度对测量结果的影响，提高了系统的温度稳定性。

图2 FBG反射波长位置与CH₄浓度升高

由图2所示，FBG反射波长位置与CH₄浓度升高时，传感器FBG的反射波长位置向反射波长方向移动。波长落在波段FBG上，波长波段FBG的反射波长位置，见图1插图。通过此波长变化，即可检测传感器FBG的反射波长变化。
度改变时传感器 FBG 和反射光谱的波长漂移量相同，因此具有很高的温度稳定性。实验中，保持测量点 CH4 浓度不变, 将环境温度由 30 ℃上升到 60 ℃，光功率计输出电压不超过 0.013%。

4 结 论

综上所述，我们提出的新型 CH4 浓度传感方案。利用 CH4 超化元件。环境中的 CH4 浓度信号较弱与温度信号，从而引起 FBG 反射峰的波长漂移。使用反射 FBG 的波长补偿， FSM 采用折射温度的补偿方式，放大了系统的检测分辨率 (0.0064%)。同时利用反射 FBG 对波长 FBG 的波长补偿原理，提高了系统的温度稳定性，并且本系统还非常适用于远程测量。利用波分复用方案易于构成分布式传感网络。
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Based on a special catalyst and fiber Bragg gratings (FBGs), an optical sensing system is proposed to measure the concentration of methane. The temperature of the catalyst rises rapidly as the concentration of methane increases, and hence it can be detected by an FBG-type sensor through monitoring the wavelength shift of the reflection spectrum. The experimental results show the good performances of our system, such as the high resolution and temperature stability.

DOI 10.1007/s11801-007-7065-4

Recently, the accidents happened frequently under Chinese coal mines and people have paid more attention to the safety of coal mines. Since methane is an essential component of the explosion gases in a coal mine, it is very important to develop a sensing system for the coal mine to monitor the concentration of methane accurately, safely and in real-time. The sensor of the conventional technique of measuring the methane concentration is based on a special catalyst. The temperature of the catalyst will increase as the concentration of methane in the air rises and the increased temperature can be detected by a temperature sensitive platinum resistance with a Wheatstone-bridge structure. The resolution of such a sensor is about 0.01%. However, the performance of this electronic sensor may be degraded by the electromagnetic interference (EMI) from some high-power equipments in the coal mine. On the other hand, it is dangerous to utilize the electric sensors under coal mine since the electronic circuit may produce spark to cause explosion. Except those drawbacks, it is not easy to connect multiple electronic sensors to form a sensing network, which is often required in the coal mine.

Compared with the electronic sensors, optical fiber sensors are immune to the EMI, easier to form a network and more sensitive to the measurands. The fiber Bragg grating (FBG) is very sensitive to stress and temperature. Based on the wavelength division multiplexing (WDM) technology, multiple FBGs are easy to form a sensing network, which is widely used in monitoring structure health.

In this letter, we proposed for the first time to employ FBGs to measure the concentration of methane in the air. Since the reflection spectrum of a FBG shifts towards a longer wavelength as the ambient temperature increases, the concentration of the methane in the air can be detected by monitoring the spectrum of the FBG which is close to the catalyst. In order to reduce the system cost and the crosstalk induced by the variation of the environmental temperature, we employ a reference FBG to interrogate the sensing signal from the sensing FBG with an edge-detection technology. The experimental results show that the resolution of our system is pretty high (a minimal value of 64 ppm can be detected) and the crosstalk induced by the environmental temperature is quite low (the variation of the output voltage is less than 0.52 mV when the temperature in gas cell changes from 30°C to 60°C).

The FBG is a periodic perturbation of the refractive index in the fiber core. The mode propagating forward in the fiber core can be coupled into a count-propagating mode by the FBG at a special wavelength position, which can be expressed as:

$$\lambda = 2n_{\text{eff}}\Lambda$$  \hspace{1cm} (1)

where $n_{\text{eff}}$ is the effective refractive index of the fiber core, and $\Lambda$ is the period of the FBG. This wavelength position is proportional to the temperature around the FBG and the relationship can be expressed as follows:

$$\Delta \lambda = 2(n_{\text{eff}} \frac{\partial \Lambda}{\partial T} + \Lambda \frac{\partial n_{\text{eff}}}{\partial T}) \Delta T$$  \hspace{1cm} (2)
Based on this principle, FBG can be used as a temperature sensor.

![Fig. 1 Schematic diagram of the proposed system. The inset illustrates the sensing principle: the light intensity received by the optical power-meter decreases as the mismatch of the reflection spectra between sensing and reference FBGs increases.](image)

As we described in the introduction, the surface temperature of the catalyst for the methane will increase as the concentration of the methane in the air rises. Through monitoring the shift of the spectrum of the FBG that is fixed close to the catalyst, the concentration of methane can be detected. Although optical spectrum analyzer (OSA), multi-wavelength meter and some other commercial instruments can be used to monitor the reflection spectrum of the sensing FBG, they are not recommended in industrial applications due to their high prices. Instead, we employ a reference FBG to interrogate the sensing signal with an edge-detection technology. As shown in Fig. 1, a sensing FBG is fixed close to the methane catalyst in a gas cell while a reference FBG is also located in the cell (but shielded from the catalyst). The reflection spectra of the sensing and reference FBGs are designed to be identical (when there is no methane in the cell) and the measurand-induced spectral mismatch between these two FBGs can reduce the intensity received by the optical power-meter (please see the inset of Fig. 1). Since the spectrum of the reference FBG has a narrow bandwidth (less than 0.2 nm), the sensitivity of our scheme is pretty high. The spectrum of the sensing FBG is also influenced by the variation of the environmental temperature. However, in our edge-detection technique, this kind of crosstalk can be eliminated by the same-level shift of the spectrum of the reference FBG located in the same environment.

We fabricated a FBG with a reflection wavelength ($\lambda$) of 1550.85 nm (please see the inset of Fig. 2). The sensing FBG and methane catalyst are packaged in a well designed mechanical device which is placed in a gas cell (please see Fig. 3). The concentration of the methane in the gas cell can be adjusted by controlling the volume of the input methane with a high-precision flow-meter.

The relationship between the reflection wavelength of the sensing FBG and the methane concentration is measured by an OSA (ANDO AQ6317), which is shown in Fig. 2. The spectrum of the sensing-FBG shifts towards a longer wavelength as the methane concentration in the gas cell increases and the sensitivity is about 0.051 nm/1%. The resolution of measuring the methane concentration of this scheme is about 0.39%, which is limited by the wavelength-resolution (0.02 nm) of the employed OSA.

![Fig. 2 The reflection spectrum of the sensing FBG shifts towards the longer wavelength as the concentration of the methane in the gas cell increases. The inset shows the reflection spectrum of the sensing FBG](image)

We developed an edge-detection system as shown in Fig.1. A broadband light passes through an isolator to avoid the reflective light damaging the light source and a fiber coupler, and then is reflected by a sensing FBG close to a methane catalyst. The reflected light with a narrow-band spectrum will pass through another fiber coupler and meet a reference FBG...
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with a spectrum well-matched to that of the sensing FBG. Finally, a photodiode is used to detect the intensity of the double-reflected light. As the concentration of the methane in the gas cell increases, the temperature around the catalyst rises and leads to a mismatch between the spectra of the sensing and reference FBG. Consequently, the light intensity received by the photodiode decreases. Since the reference FBG is located close to the sensing FBG (but shielded from the catalyst), our system is sensitive to the methane concentration but insensitive to the variation of the environmental temperature. The sensitivity of this system is 0.783 V/1% and the resolution can be as high as 64 ppm (which is 60 times higher than the resolution achieved by using an OSA).

The variation of the output voltage is less than 0.52 mV when the temperature in the gas cell changes from 30°C to 60°C.

A novel methane concentration measurement technology based on a pair of FBGs is proposed. A methane catalyst is employed to transduce the concentration of methane into the temperature information, which can induce the shift of the spectrum of a sensing FBG. By employing another FBG as a reference, an edge-detection system is set up to improve the resolution of our sensing system. In the meanwhile, the crosstalk induced by the variation of the environmental temperature is also reduced by this technique.
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Abstract—A coherence multiplexing scheme for distributed sensors based on fiber Bragg grating (FBG) pairs is introduced. Each pair of identical FBGs forms a Fabry–Pérot (FP) interferometer (FPI) and induces an additional optical path difference (OPD) that is proportional to the center-to-center interval between the two FBGs (one for sensing and the other for reference). The interference intensity reaches its maximum when the FPI-induced OPD is compensated by scanning one arm of a Michelson interferometer to a certain position. The variation of the measurand induces a mismatch between the central reflection wavelengths of two FBGs and consequently reduces interference intensity. To separate the interferometric signals for demultiplexing, the intervals between the two FBGs are preset to different values for different sensors. In order to improve the multiplexing ability of the system and reduce the crosstalk among the sensors, we gratings of low reflectivity. Temperature sensing is demonstrated to show the high sensitivity (−1.92%/°C) and low crosstalk of our distributed sensing system.

Index Terms—Coherence multiplexing, distributed sensors, fiber Bragg grating pair (FBGP), interference intensity, interferogram, scanning Michelson interferometer (MI).

I. INTRODUCTION

Fiber Bragg gratings (FBGs) play an important role in fiber-optic sensing because of their intrinsic nature and advantages such as wavelength-encoded operation [1]–[5]. With the development of some multiplexing techniques, including wavelength division multiplexing (WDM) and time division multiplexing (TDM), the FBG array has also been widely utilized recently in fiber-optic distributed sensing such as structural health monitoring. The WDM technique requires each FBG sensor to operate at a different peak reflection wavelength, and hence, a broadband light source is necessary. In addition, some special wavelength-sensitive devices (such as a tunable Fabry–Pérot (FP) filter [2], a Fourier transform spectrometer [3], or a wavelength division coupler [4]) are needed in analyzing the sensing signals. In the TDM technique [5], the optical input is typically pulsed, and each FBG sensor at a different sensing location will reflect a pulsed signal with different time delays, which will be demultiplexed by a high-speed switching gate at the central processing office.

Coherence multiplexing is a different technique that can multiplex many sensors to a single optical signal, without requiring relatively complex time or wavelength multiplexing. By arranging the geometry of each sensor (usually an interferometer), the optical path differences (OPDs) induced by different remote sensing interferometers are in different ranges so that the multiplexed signals can be demultiplexed by a local scanning interferometer. Recently, such technique has widely been applied in fiber-optical distributed sensing [6]–[10].

In this paper, we propose the best of our knowledge, a coherence multiplexing system using many pairs of FBGs (i.e., replacing each sensing interferometer mentioned above with a pair of FBGs), as shown in Fig. 1. A pair of identical FBGs with low reflectivity forms an in-fiber FP interferometer (FPI), and the OPD induced by the sensing FPI is a product of the effective index and two times of the center-to-center grating interval (here, only the first round trip of light propagation is considered due to the low reflectivity of the FBGs). When the OPD induced by the FPI is compensated by a scanning Michelson interferometer (MI), interference between the light fields reflected by the first and second FBGs will produce an interferogram. By arranging the grating intervals of different FBG pairs (FBGPs) at different ranges (each range should be wide enough to avoid overlapping between the adjacent interferograms), the interferograms corresponding to different sensing FBGPs can be distinguished in one scan of the MI. In each FBGP, one FBG is shielded from the measurand, as the reference and the other FBG are exposed to the measurand for sensing. The interference intensity (i.e., the maximal value of the envelope of the interferogram) will decrease as the mismatch between the central reflection wavelengths of the two FBGs increases [see Fig. 4 and Fig. 1(b)]. One advantage of the present sensing system is that neither broadband nor narrow-pulsed light source is needed. All the FBGs used in this system can be identical, and this can significantly reduce the manufacture complexity. Besides these, the cost of our system can be much cheaper than a WDM or a TDM system since the interrogation device is simply based on a mechanical scan.

II. THEORY

Based on the general principle describing the optical low-coherence reflectometry (OLCR) [11], we develop a theoretical model to explain the sensing mechanism of the present system shown in Fig. 1. The spectral filtering effect should also be considered in our model since an FBG is a wavelength-dependent device. In a conventional OLCR, the sample to be measured is placed at one arm of the MI. However, the
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Fig. 1. Schematic diagram of the present coherence multiplexing system for FBGP sensors. The insets show the sensing mechanism of the presented system.
(a) FP interferometer formed by a pair of FBGs. (b) Mismatch between reflectance spectra of the two FBGs induced by some measureands.

sample/measurand in the present sensing system is actually related to an FBGP-formed FPI (not in any arm of the MI), which induces an additional OPD to the input light entering the MI. When the FPI-induced OPD is compensated by the MI and the remaining OPD is within the coherence length of the light, the interference occurs between the light fields reflected by FBG-1 and FBG-2. We are not interested on the variation of the OPD induced by each sensing element, as in most systems of coherence multiplexed sensors [7], [8], but on the variation of the interference intensity induced by the mismatch between the reflectance spectra of two FBGs.

Let \( E_0(\omega) \) denote the field of the input light source. We can approximate the field reflected from the FPI as (here, only one reflection from each FBG is considered due to a low reflectivity of the FBGs)

\[
E_1(\omega) \approx (\rho_1(\omega) + \tau_1^* (\omega) \rho_2(\omega) \exp(-i \Delta \phi)) E_0(\omega)
\]  

(1)

where \( \rho_1(\omega) \) and \( \rho_2(\omega) \) are the reflection coefficients of FBG-1 and FBG-2, respectively, and \( \tau_1(\omega) \) is the transmission coefficient of FBG-1. The detailed expressions for these reflection/transmission coefficients can be found in [12]. The additional phase difference \( \Delta \phi \) induced by one round trip of OPD inside the FBGP can be expressed as

\[
\Delta \phi = \frac{2n_{\text{eff}} L_{cc}}{c} \omega
\]  

(2)

where \( L_{cc} \) is the center-to-center interval between two FBGs, \( n_{\text{eff}} \) is the effective index of the fiber for the guided fundamental mode, and \( c \) is the speed of light in a vacuum.

The field then enters a scanning MI, as shown in Fig. 1. By neglecting the wavelength-dependence of the fiber coupler (with a coupling ratio of 1:1), the field at the detector can be given by

\[
E_2(\omega) = \frac{1}{2} (1 + \exp(-i \Delta \phi)) E_1(\omega)
\]  

(3)

where \( \Delta \phi \) (the phase difference induced by the unbalanced MI) can be expressed as

\[
\Delta \phi = 2z\omega/c
\]  

(4)

where coordinate \( z \) is the relative position (with respect to the reference mirror) of the translating mirror.

Therefore, the light intensity received by the detector can be written as

\[
I(z) \propto \frac{1}{2\pi} \Re \left\{ \int_{-\infty}^{\infty} E_0^*(\omega) E_2(\omega) d\omega \right\}
\]  

(5)

where \( \Re \) denotes the real part. By considering only the terms dependent on \((\Delta \phi - \Delta \phi^o)\), i.e., oscillating parts, the above equation can be simplified as

\[
I(z) \propto \frac{1}{4\pi} \Re \left\{ \int_{-\infty}^{\infty} [\rho_1^* (\omega)]^2 \rho_2^2(\omega) |E_0(\omega)|^2 \times \exp \left[ -i \left( \frac{\omega}{c} z - \Delta \phi^o \right) \right] d\omega \right\}
\]  

(6)

From (6), one can find that the interference intensity (i.e., the maximal value of the interference envelope) is roughly proportional to the overlap integral of \( \rho_1(\omega) \) and \( \rho_2^o(\omega) \). This indicates that the mismatch of the central reflection wavelengths of the two FBGs, which is caused by the variation of the sample/measurand, will reduce quickly the interference intensity since the slopes of \( \rho_1(\omega) \) and \( \rho_2^o(\omega) \) are quite sharp [see the overlap of the two reflection spectra in Fig. 1(b)].

From (2), (4), and (6), one can deduce that the interference pattern is a cosine oscillation with a Gaussian-like envelope. The shape of the envelope is related to the reflectance spectra of the FBGs and their overlapping degree. The maximal interference intensity occurs at \( z \approx n_{\text{eff}} L_{cc} \). The FBGP-induced OPD is totally compensated by the MI at this position. The whole envelope occupies a range around \( |z - n_{\text{eff}} L_{cc}| \leq L_{cc}/4 \), where
Fig. 2. Comparison of the (a) simulated and (b) measured ac part of the interferograms of a (smooth gray curve) single FBG and (rapidly oscillating black line) FBGP.

\( i_{\text{co}} \) is the coherence length of the reflective light (inversely proportional to the bandwidth of the reflectance spectrum). This indicates that the interference signal, including the sensing information of the corresponding FBGP, can be obtained when the mismatch between the OPDs of the FBGP and the MI is within \( l_{\text{co}}/2 \). Otherwise, when the OPD mismatch is larger than \( l_{\text{co}}/2 \), the interference intensity approaches to zero. If the center-to-center intervals of different FBGPs are preset to different values and the minimal difference of these intervals is larger than \( l_{\text{co}}/2n_{\text{eff}} \), the interferograms of the FBGPs can be distinguished (i.e., the crosstalk of the signals from different FBGP sensors can be avoided) by scanning position \( z \) (for one of the mirrors).

III. SIMULATED AND EXPERIMENTAL RESULTS

In order to verify the theoretical model developed in the previous section, we present in this section both numerical simulation and experimental results on some interferograms.

Fig. 2(a) shows a simulated interferogram [i.e., the oscillating part described in (6)] based on the theory in Section II. The parameters of the FBGP used in the simulation are 535 nm for the grating period, 2 mm for the grating length, \( 1.15 \times 10^{-4} \) for the dc index change, \( 0.90 \times 10^{-4} \) for the ac index change, and 28 nm for the center-to-center interval of the two gratings. The effective index of the fundamental guided mode of the fiber is 1.448. For simplicity, the light-source spectrum is assumed to be constant. From Fig. 2(a), one can see that the interferogram occurs when the mirror position \( z \) is around 40.5 mm. This indicates that the OPD of the FBGP \( (2n_{\text{eff}}l_{\text{co}}) \) is about 81 mm (2\( z \)). The inset of Fig. 2(a) shows the simulated reflectance spectra of a single FBG (the smooth curve) and the FBGP (the rapidly oscillating curve).

The FBGP is fabricated on a commercial photosensitive fiber (Fibercore Ltd., U.K.; \( n_{\text{eff}} = 1.448 \)) with a side-exposure technique. The phase mask, with a pitch of 1070.6 nm, is used to achieve a grating period of 535.3 nm. The grating length (2 mm) is controlled by an optical slot, and a high-accuracy linear stage is used to fix the exposure positions of two FBGs with an interval of 28 mm. Index modulation can be tailored by adjusting the total number of laser pulses. The measured reflectance spectra of a single FBG and the FBGP are shown in the inset of Fig. 2(b). By comparing the insets of Fig. 2(a) and (b), one can see that the measured spectrum of the FBG and the fringe spacing in the measured spectrum of the FBGP agree well with the corresponding simulated results. The fringes in the measured spectrum are not as sharp as those in the simulated spectrum since the resolution of the measurement is limited by our optical spectrum analyzer.

We have set up a coherence interrogation system with a computer-controlled scanning MI (see Fig. 1). The light source used here is a superluminescent light emitting diode (SLED) with a central wavelength around 1550 nm and a bandwidth of about 80 nm. The bandwidth of the source in our system is only required to cover the spectral bandwidth (~1 nm) of the FBG; the broadband light source is used here simply because of its availability in our laboratory. The reflective light from the FBGP then enters a scanning MI through a circulator. The MI is composed of a fiber coupler, two collimators, a fixed mirror, and a translating mirror mounted on a computer-controlled linear stage. Light intensity is converted into an electrical signal using a photodiode, which is then sent to a Data AcQuisition (DAQ) system installed in a computer. We scanned the mirror with a stable speed of 1 mm/s and acquired the signal with a sampling rate of 1 kHz. The interferogram is obtained at a mirror position \( (z) \) of around 40.5 mm, and the oscillating part of the interferogram is subtracted using a high-pass filter (or removing the dc part of the data with a simple computer code), which is shown in Fig. 2(b). By comparing Fig. 2(a) and (b), one can see that the measured interferogram agrees well with the simulated interferogram (even the small side lobe at the right side of the main interferogram).

Figs. 3 and 4 show both the simulation and experimental results for the interference evolution induced by the mismatch between the central reflection wavelengths of two FBGs. The measured and simulated interferograms, corresponding to wavelength mismatches of 0, 0.2, 0.35, and 0.55 nm, are shown in Fig. 3, from which one can see that the interference intensity decreases rapidly as the mismatch between the central reflection wavelengths increases. The appearance of the double or triple peaks for the wavelength mismatches of 0.35 and 0.55 nm may be due to the involvement of some side lobes of the spectrum in the interference. Each point of the interference intensity (before normalization) is obtained from the measured interferogram (see Fig. 3) by taking the corresponding peak value of the envelope (see Fig. 5) of the oscillating part (see inset of Fig. 5). The interference intensity is then normalized (with the value corresponding to the case when the central reflection wavelengths of the two FBGs are matched), which is shown in Fig. 4, from which one sees that the sensitivity of the present sensing system is pretty high (~12.5%/0.1 nm).
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IV. MULTIPLEXING OF DISTRIBUTED FBGP SENSORS

To demonstrate the multiplexing of the present distributed sensing system, we fabricated two other FBGPs (LPGP-2 and LPGP-3) with different grating intervals (36 and 44 mm, respectively) using the same technique described in Section III. The center-to-center interval of the two gratings in LPGP-1 is 28 mm. All the gratings in these three FBGPs are identical and with a reflectivity of about 15%. The reflectivity should be lower if more sensors are to be multiplexed. The three FBGPs are connected in series with delay lines (to avoid the interference between different FBGPs), as shown in Fig. 1. Within one scan of the mirror in the MI, the interferograms of the three FBGPs are obtained, and they are well separated from each other (as shown in the inset of Fig. 5). The envelope of the oscillating part of the interferograms is obtained and shown in Fig. 5. One can see three peaks of the envelope at around 40.5, 52.1, and 63.7 mm, which agree well with the theoretical analysis in Section II. The maximal interference intensity occurs at \( z \approx n_\text{eff}l_{c} - c \) for each FBGP. The peak intensity decreases due to the optical loss induced by a ~15% reflection in each preceding grating.

To test the performance of our sensing system in terms of sensitivity and crosstalk, some experiments on temperature sensing are carried out here. In each FBGP, one of the FBGs is shielded from the measurand (as the reference), and the other is exposed to the measurand for sensing, which is the local temperature for this example. Obviously, the measurand will induce some mismatch between the central reflection wavelengths of two FBGs in the FBGP. The wavelength mismatch...
Fig. 6. Interference intensities for FBGP-1 (in an increasing local temper-
ature; circle marks fit with a dark line) and FBGP-2 (kept in a constant-
temperature environment; rectangle marks fit with a gray line). The inset shows
the evolution of the interferograms for these two FBGPs.

V. DISCUSSION

Obviously, the maximal number of distributed FBGP sen-
sors is \( \frac{2n_{\text{eff}} \max \{l_{\text{c}}\} - \min \{l_{\text{c}}\}}{l_{\text{in}}} \), where \( \max \{l_{\text{c}}\} \) and \( \min \{l_{\text{c}}\} \) are the longest and shortest \( l_{\text{c}} \) of the FBGPs to be
demultiplexed, respectively. \( \max \{l_{\text{c}}\} \) should not be larger
than \( 2 \times \min \{l_{\text{c}}\} \); otherwise, the interferogram of the shortest
FBGP, corresponding to two round trips of OPD, will overlap
with the interferogram of the longest FBGP, corresponding to
one round trip of OPD. Therefore, the maximal number of
distributed FBGP sensors is \( 2n_{\text{eff}} \min \{l_{\text{c}}\}/l_{\text{in}} \). Several tens
of sensors can be multiplexed in our system since \( \min \{l_{\text{c}}\} \)
is in the order of centimeters, while \( l_{\text{in}} \) is in the order of
millimeters. If more sensors are to be multiplexed, one can
increase \( \min \{l_{\text{c}}\} \) or decrease \( l_{\text{in}} \). As mentioned before, the
coherence length \( l_{\text{c}} \) is inversely proportional to the bandwidth
of the reflectance spectrum. Thus, we can also design an
FBG with a wider reflection bandwidth (through, e.g., chirped
gratings) to reduce the coherence length \( l_{\text{c}} \) and consequently
increase the total number of sensing elements to be multiplexed.
However, on the other hand, too wide bandwidth will degrade
the sensitivity of the present FBGP sensor.

Another factor that limits the multiplexing ability of our sys-
tem is the optical loss induced in each sensor. The interference
visibility of the last sensor will be influenced by the reflections
of the preceding sensors. From Fig. 5, we can clearly see that
the signal-to-noise ratio of the interferogram corresponding to
the last sensor is more worse than that corresponding to the
first one. Therefore, one should use gratings of low reflec-
tivity if many sensors are to be multiplexed in the present
system. In addition, the low reflection in each sensing FBG
can also minimize the crosstalk among the sensors in series.
By considering the sensitivity of the photodiode, a reflectivity
of 2%–3% for each grating is enough. This is also the standard
value for the reflective devices used in a conventional coherence
multiplexing sensing system [10].

Compared with the light source used in a WDM or TDM
system for distributed FBG sensors, a cheaper CW light source
with a bandwidth of about 1 nm (typical bandwidth of a
diode or fiber laser) can be used in our coherence multiplexing
system. Although the proposed sensing system requires twice
more gratings than a conventional system, the fabrication cost
is reduced since the gratings used are identical and can be
fabricated simply with a single phase mask. Our coherence
multiplexing system is quite different from a conventional one,
in which only the variation of the OPD (i.e., the peak position
of the interferogram) is measured for each sensing interfer-
ometer. In our system, the variation of the measurand induces
a mismatch between the central reflection wavelengths of the
sensing and reference FBGPs in an FBGP and consequently
reduces the corresponding interference intensity (i.e., the peak
value of the interferogram). Each sensor in our system is pretty
sensitive to the variation of the measurand since the slopes of
the reflectance spectra for the two FBGs are quite sharp; thus,
their overlap is quite sensitive to any relative shift of the central
reflection wavelengths for the two FBGs. Besides sensitivity,
the stability of our system should also be considered. One can
make the spectra of the grating pair in each sensor stable over a
long time using, e.g., the annealing processing and mechanical
package.

VI. CONCLUSION

We have proposed a coherence multiplexing system for
distributed FBG sensors for the first time (to the best of our
knowledge). As an example, a sensing system of three
distributed FBGPs (with different grating intervals) has been
demonstrated to show its good performance in sensing temper-
ature (a high sensitivity of \(-1.92\%/\degree\)C has been achieved).
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