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Abstract

This study analysed demand for 12 metals in global climate mitigation scenarios up to 2060 and quantified the impacts on demand of different assumptions on improvements and technological mix. Annual and cumulative demands were compared with reserves and current mining rates. The study results showed that reserves are sufficient to support the total level of solar power, wind power and electric motors. Insufficient reserves may very well constrain certain sub-technologies, but substitutes that take the role of ‘back-stop’ technologies can be used instead. The exception is batteries, since lithium battery chemistries and reserves were incompatible with the scenarios analysed. Batteries of moderate size, lithium-free chemistry or reserve expansion would make the transition feasible.

Choice of sub-technology (e.g. type of solar PV) had a decisive impact on demand for certain metals. Perceptions that many metals are critical and scarce for renewable energy transitions appear exaggerated if a dynamic view on technological development is adopted. Policy-relevant conclusions can be drawn from this, regarding e.g. the benefits of technological diversity, increasing metal intensity, recycling and integrating infrastructure and energy policies (e.g. fast chargers).

1. Introduction

In 2016, fossil energy represented approximately 80% of the global energy mix (IEA, 2017b). Fossil resources are finite and the combustion process produces emissions that are harmful to the environment. One option is to replace fossil energy with renewable energy.¹ The flows that renewable energy technologies utilise are abundant and often not as geographically concentrated as fossil fuels. However, renewable energy technologies can require the use of metals with geographically concentrated deposits. These metals are sometimes perceived as critical when a high possibility of disruption is combined with high importance, see e.g. (DoE, 2011).

Interest in assessing the criticality of metals has increased among academia and policymakers in recent years, for a review of the literature see (Graedel and Reck, 2016; Jin et al., 2016). Criticality is dynamic over time, but Erdmann and Graedel (2011) and Jin et al. (2016) found that criticality assessments frequently overlook the role of recycling, innovation, substitution and time horizons.

A handful of previous studies have quantified the amount of embedded metals in batteries, various types of renewable production and end-use technologies, and the amounts of metals that would be required to meet certain climate mitigation targets, see e.g. (Candelise et al., 2011; Elskakai and Graedel, 2013; Moss et al., 2013). Metal supply bottlenecks that can restrain adoption have been identified for some current technologies, such as solar photovoltaics (PV)(Elshkaki and Graedel, 2013; Grandell and Thorenz, 2014) and energy systems that meet climate mitigation targets (Grandell et al., 2016). For example, some metals are produced as by-products, making the supply dependent on the extraction rate of the host metal.

However, previous studies have estimated the aggregated metal requirement from either one technology or one set of technologies while adopting a static assumption on metal intensity over a certain period, e.g. up until 2050. This is not consistent with historical experience of improved material intensity over time. Two exceptions are Davidson and Höök (2017), who examine currently adopted technologies of solar PV alone, and Viebahn et al. (2015), who focus on Germany. No previous study has adopted a global perspective on several technologies or provided justifications for the expected annual improvements. Deetman et al. (2018) analysed demand for five metals in global scenarios with various levels of climate mitigation, gross
domestic product and population growth rate. Tokimatsu et al. (2017) analysed global metal demand up to 2100 for business-as-usual and a 2-degree climate mitigation target met by centralised coal and nuclear or decentralised gas and renewable energy technologies. Future research needs identified by Tokimatsu et al. (2017) included: metal demand for global renewable energy systems and coverage of more metals and technologies, such as fuel cells. Moreover, some metals can be substituted, with trade-offs such as higher cost, increased weight and lower efficiency, but no previous study has addressed how this might affect metal demand and criticality.

This study aims to fill the research gaps described above by analysing how different technological development trajectories affect the demand for different metals over time and how it is affected by using technological substitutes. This study also addresses the role of recycling to meet supply which connects this study to the emerging field of the circular economy. This provides a dynamic perspective on theories and assessments of what makes resources critical and how this can be mitigated.

Twelve metals were included in this study, namely cobalt, copper, dysprosium, gallium, indium, lithium, neodymium, nickel, platinum, selenium, silver and tellurium. The criteria for inclusion were that the metal is critical for some renewable energy production, storage or end-use technology or can be used as a substitute for critical metals.

Data on metal embedded in various renewable energy technologies were obtained from the published literature and was used to develop four scenarios with different assumptions on sub-technologies market share, recycling rate, size of batteries and future metal intensity improvements. All four scenarios are compatible with a climate mitigation scenario developed by IEA (2017a) and would provide a global energy system that is in line with the Paris agreement.

Estimated demand for virgin metals was compared against current mining rates and reserves. The study shows that reserves are sufficient to support the total level of solar power, wind power and electric motors. Insufficient reserves and mining bottlenecks could constrain certain sub-technologies, their growth rates or make the metal more expensive, but substitutes that take the role as ‘back-stop’ technologies can be used instead. Increased lithium demand is identified as the main long-term obstacle and policy options to manage this are proposed.

2. Method

This study adopted the ‘beyond 2 degree’ (B2D) scenario from the energy technology perspective study by IEA (2017a). This is a normative scenario generated by a cost optimisation model that shows how the global energy system can transition to become consistent with the Paris climate mitigation agreement. The scenario extends to 2060 and provides annual data on installed capacity of different renewable power technologies (offshore wind, onshore wind, solar PV and solar thermal) and the mix of end-use transportation technologies (personal vehicles, light trucks, heavy trucks, mini- and hybrid-busses, plug-in hybrids, battery electricity and fuel cells, and whether they are used in urban or rural areas). Table 1 provides a summary of societal stocks of various technologies at the beginning and end of the scenario timeframe. Annual flow to society was calculated based on stock change and assumptions on the life expectancy of each technology (see supplementary material for assumptions on life expectancy). Thus, cumulative flow to society was higher than the difference in stock between 2015 and 2060, since assumed technology life expectancy was lower than 45 years.

Previous literature was reviewed and data were obtained on material embedded in the technologies used in the B2D scenario. Metal intensity was calculated as weight of material times the amount embedded in one unit (GW installed production, kW motor or fuel cell power, kWh energy storage) of technology y, e.g. weight of lithium embedded in 1kWh battery storage. Data on trends in metal intensities over time and possibilities to replace metals directly or using a technological substitute were also taken from the literature. These data were then used to construct four scenarios that were all consistent with the B2D scenario, but with different assumptions on the mix of sub-technologies, recycling rates, metals used in different technologies and trajectories of metal intensities. Assumptions on current recycling rates were taken from previous studies (Sverdrup et al., 2017; UNEP, 2011).

Finally, cumulative demand and peak annual demand for each metal were compared against current known reserves and mining rates, using data from USGS (2018) complemented with data from (Habib and Wenzel, 2014; Sverdrup et al. 2017). Reserve is defined as the part that can be economically extracted or produced at the time of determination (USGS, 1980). Improved extraction technology and higher market price increase the size of the reserve. Resources are (much) larger, but have lower economic feasibility of being produced and lower reliability. The degree of geological scarcity (i.e. exhaustion time of extractable global resources) does not provide a price mechanism of early warning of mineral exhaustion (Henckens et al., 2016). Cumulative metal demand was therefore primarily compared with reserves, since this provides a comparison with the amount that can be mined at today’s market prices. It also illustrates how much reserves needs to grow. In the discussion we highlight cases were cumulative demands are comparable to resources.

3. Electricity production

3.1. Solar PV

Two main designs of solar PV are currently used: crystalline silicon and thin film (see Fig. 1). These are sometimes referred to as first- and second-generation solar PV technologies, respectively. Crystalline silicon has a market share of approximately 90%. Cadmium-telluride (CdTe) has the second largest market share, but copper-indium-gallium-

### Table 1

<table>
<thead>
<tr>
<th>Stock in society (2015)</th>
<th>Stock in society (2060)</th>
<th>Stock increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal vehicles: Battery electricity (million)</td>
<td>1.5</td>
<td>1300</td>
</tr>
<tr>
<td>Personal vehicles: Hybrid, plug-in hybrid and fuel cells (million)</td>
<td>14</td>
<td>710</td>
</tr>
<tr>
<td>Electric bikes (million)</td>
<td>460</td>
<td>1600</td>
</tr>
<tr>
<td>Buses: Battery electric, hybrid, plug-in hybrid and fuel cell (million)</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td>MFT and HFT: Battery electric, hybrid, plug in hybrid and fuel cell (million)</td>
<td>0</td>
<td>130</td>
</tr>
<tr>
<td>Wind power (GW)</td>
<td>430</td>
<td>4200</td>
</tr>
<tr>
<td>Solar photovoltaic (GW)</td>
<td>220</td>
<td>6700</td>
</tr>
<tr>
<td>Solar thermal (GW)</td>
<td>21</td>
<td>1300</td>
</tr>
</tbody>
</table>

Note: For simplicity, the data in this table is compounded from the 45 sub-categories used in the study model into eight different categories (see supplementary material for disaggregated data). MFT = medium freight transport, HFT = heavy freight transport.
Fig. 1. Schematic diagram showing different solar photovoltaic (PV) technologies.

(d)selenide (CIGS) may become more common in the future as a result of high efficiency, low cost and lower toxicity, see e.g. (Viebahn et al., 2015). Amorphous silicon (aSiGe) has a low market share and its low efficiency makes it unattractive for most applications compared with the other technologies.

Crystalline silicon consists of a silicon wafer in which the structure and properties are either constant throughout the material (single-crystalline) or consist of multiple grains (multi-crystalline), making the cell cheaper to produce, but with lower efficiency. In terms of material requirements, silicon is abundant, but needs to be purified. The intensity of silicon is determined by the thickness of the silicon wafer. The thickness has declined over time, from 370 µm in 1997 to 180 µm in 2005 (Saga, 2010). This corresponds to an annual improvement of around 9% over eight years. VDMA (2017) estimates that, by 2027, the thickness of single-crystalline will have declined to 140 µm and that of multi-crystalline to 150 µm, using technology that is known today. The decline in thickness may proceed faster, to 110 µm instead, according to the same source. At present, 10–20 t silver/GW are used as a paste in the cell (Elshkaki and Graedel, 2013; VDMA, 2017).³ The lower value was used in the present study. VDMA (2017) estimates that silver intensity will decline by 8% annually up to 2027. However, silver intensity can be reduced by 5% of today’s level (Goodrich et al., 2013) or replaced entirely by e.g. nickel-copper plating (Rehman and Lee, 2014), aluminium or ultrasonic welding (García-Olivares, 2015). Replacing silver paste with nickel-copper plating will lower cell resistance and increase the efficiency (Kim and Lee, 2013). Crystalline silicon is assumed to contain 884 t copper/GW (Fizaine and Court, 2015).

Thin film solar cells require less material than crystalline silicon, but contain metals that are rarer and found in lower concentrations than silver. For example CdTe contains (per GW): 70 t tellurium, 62 t cadmium (Kavlak et al., 2015) and 5181 t copper (Fizaine and Court, 2015), CIGS contains (per GW) 13 t indium, 41 t gallium, 41 t selenium (Kavlak et al., 2015) and 450 t copper (Kavlak et al., 2015). Amorphous silicon contains (per GW) 0.714 t tin, 5.32 t indium (Moss et al., 2013) and 1005 t copper (Fizaine and Court, 2015). Indium can be replaced by germanium in amorphous silicon (Elshkaki and Graedel, 2015) but this option was not explored here due to the low abundance of germanium. The metal intensities of thin film solar PV are far from their theoretical limit and can thus decline further (Wadia et al., 2009). It is also theoretically possible to replace indium and gallium with carbon nanomaterials (Arvidsson and Sandén, 2017).

Several third-generation technologies are being developed, but so far none has been commercialised. One option is mixed organic-inorganic halide perovskites (PSC) (Green et al., 2014). These cells have exceeded 20% efficiency in laboratory tests and mainly use common available elements (carbon, hydrogen, nitrogen) (Song et al., 2016). Iodine is often used, but more abundant halogens such as chlorine can be used instead. The scarcest metal required in PSC is lead.⁴ Lead can be replaced by tin, which is a less toxic element but also less abundant in the Earth’s crust. The requirement for lead is 5.98·10⁻¹¹ kg/cm² (Espinosa et al., 2015). Assuming 20% cell efficiency and conditions with 1000 W/m², intensity for lead is 2.99 kg/GW.

Another third-generation technology is dye-sensitised solar cells (DSSC), also referred to as Grätzel cells. These cells have lower efficiency than conventional cells, but can be produced at a low cost. Some chemistries contain platinum or ruthenium, but this can be replaced with the more abundant cobalt sulphide (Wang et al., 2009).

3.2. Solar thermal

Solar thermal, or concentrated solar power (CSP), concentrates solar energy, heats up a medium or a metal plate and converts the heat into electricity using either a turbine or a Stirling engine. Four different CSP technologies exist: solar tower, parabolic trough, Fresnel and dish Stirling. Solar tower and parabolic trough were assessed in this study. One advantage with these technologies is the possibility to integrate heat storage that enables production at night-time. Pihl et al. (2012) assessed their material intensities and found that tower configurations contain (per GW): 1400 t copper, 1800 t nickel and 16 t silver. Parabolic trough contain (per GW): 3200 t copper, 940 t nickel and 13 t silver. Pihl et al. (2012) also identified possibilities to reduce and replace metals. For example, silver used in the reflector and can be replaced with aluminium, but this reduces the maximum reflectivity from 95% to 90%.

3.3. Wind power

There are two main technical designs of wind power plants: direct drive (electrically excited or high content permanent magnet (PM) using a synchronous generator) and gearbox (electromagnet or low share permanent magnet generator), see Fig. 2. Direct drives based on high-temperature super conductors (HTS) are still at an early research stage and were not included here.

Blades and generator rotate at the same speed in direct drive configurations. A gearbox makes the generator rotate faster than the blades and enables lighter magnets to be used, as the torque is reduced, but the gearbox itself is heavy and requires maintenance. Moreover, efficiency is reduced by up to 15% (Habib and Wenzel, 2016). The gearbox design is therefore less competitive in larger plants and offshore. Direct drive configurations are predicted to dominate the future offshore market, assuming that wind power plant size continues to increase (Viebahn et al., 2015). Gearboxes can be combined with permanent magnets, in which case the weight of the magnets is reduced by 75–90% depending on the gear ratio (Viebahn et al., 2015).

³ Assuming 20% cell efficiency and 1000 W/m².

⁴ Less common metals are sometimes used (e.g. lithium and silver) but these have been replaced by more abundant ones in various studies, e.g. (Liu et al., 2014).
Direct drive generators use 2–3 times as much copper as gearbox configurations but the difference is lower for the plant as a whole (Habib and Wenzel, 2016; Lacal-Arántegui, 2015). The multipole generator is either an electrical excitation type using reactive power to generate a magnetic field, or permanent magnets. A drawback with electrical excitation generators is their large volume and 6% lower efficiency than the most efficient plants with permanent magnets (Habib and Wenzel, 2016). Efficiency losses vary and are mainly an issue when the generator operates below its rated power, which is common for a wind power plant (Lacal-Arántegui, 2015).

Different metals can be used in the permanent magnet. The most common types use rare earth elements (REE) in the magnet (approximately 30% neodymium and 3–4.5% dysprosium in the total magnet weight, the remainder is iron and boron). Dysprosium sintering is used to increase magnet coercivity, which increases the upper bound of working temperature from 80 °C to at least 120 °C (Hoenderdaal et al., 2013). Dysprosium can be reduced or even eliminated if the cooling is improved (Pavel et al., 2017a), a convenient consideration since it is a heavy REE and thus more expensive than neodymium. Furthermore, dysprosium can be replaced with terbium, although this is not realistic at the moment as terbium is required in e.g. LED lights (Pavel et al., 2016). It is technically possible to use other magnets such as ferrite magnet’s containing iron and strontium. Use of a ferrite magnet reduces the efficiency by 3% compared with using an REE magnet (Habib and Wenzel, 2016). Improvements in REE magnets have slowed down as a result of reaching technical maturity and major reductions are unlikely without technological breakthroughs, according to Elshkaki and Graedel (2013). However, Lacal-Arántegui (2015) claims the opposite and estimates that use of neodymium will increase by almost 30% between 2015 and 2030. This corresponds to a mean annual improvement of ~2%. Viebahn et al. (2015) assumed that the mean annual improvements will be ~1% up to 2050, higher in the beginning of the period and lower in the end. Up to 25% of neodymium can be replaced with praseodymium (Lacal-Arántegui, 2015).

Direct drive permanent magnet (DD PM) generators and generators that use electrical excitation (PM-free) were included in this study. DD PM generators contain (per GW): 4700 t copper, 200 t neodymium and 13 t dysprosium, PM-free generators contain 4982 t copper (Habib and Wenzel, 2016). Both generators are assumed to contain 377 t nickel per GW (Fizaine and Court, 2015).

A future option is to use HTS which would improve performance by reducing weight and the use of rare earth elements in direct drive turbines. However, cost reductions and technical progress are needed for this to materialise. HTS would be beneficial in off-shore locations, as they enable much larger plants (> 10 MW) (Lacal-Arántegui, 2015). HTS reduce the use of neodymium and dysprosium, but require 0.3 t Yttrium per GW (Viebahn et al., 2015).

4. Transportation

4.1. Electric vehicle motors

Electric motors are used in battery electric vehicles (BEV), fuel cell electric vehicles (FCEV), hybrid electric vehicles (HEV), plug-in hybrid electric vehicles (PHEV) and two-wheel e-bikes (pedal assist, scooter, motorcycle). Hybrid vehicles contain an internal combustion engine (ICE) and one or several electric motors.

Electric motors use magnetic field(s) generated on a stationary part (i.e. the stator) to push a rod’s magnetic field (i.e. the rotor), thus generating a torque such that the rod rotates. All commercially available electric vehicle motors use radial flux, but transverse flux motors are being developed. The benefit with transverse flux engines is reduced magnet weight. Rahman (2004) constructed comparable prototypes and found that the weight of the magnet could be reduced by 60%. However, the motor was 75% heavier and copper use increased by 45% compared with a radial flux motor.

From a material perspective, electric motors can be grouped into three categories: i) motors with only interior permanent magnets (which can be either REE or ferrous), ii) motors that do not use permanent magnets (e.g. electricity is used to generate the internal magnetic field) and iii) a hybrid version that combines (i) and (ii), see Fig. 3. The main trade-offs with not using permanent magnets are lower efficiency at partial load, larger size, higher weight and increased use of copper. Interior permanent magnets is therefore preferable in PHEV and HEV, since such engines are smaller and used to complement an ICE at low and variable speed. Most hybrid cars sold today utilise engines with permanent magnets.

The rotor’s magnetic field can come from either permanent magnets or electromagnets. Motors using permanent magnets on the rotor have a magnetic field on the stator which is synchronous with the speed of the rotor. These engines have a high torque density, low volume and weight, and are used in most electric traction motors. They are

---

5 Figures have been weighted to compensate for efficiency differences.
particularly well suited for cars with dual drive trains, due to their compact design. They also have high efficiency over a wide and varying power range, which makes them suitable for vehicles used in cities. The motor is mainly made from iron, aluminium and copper. Similarly to generators, neodymium-iron-boron (NdFeB) magnets contain dysprosium to increase their operating temperature.\(^7\)

Synchronous motors without permanent magnets on the rotor can be constructed in the same way as those that do, but instead use external excitation of rotor winding to generate a magnetic field. A second option is to induce alternating current in the stator, in which case the rotor and the magnetic field rotate at different speeds (i.e. asynchronous with a slip). Both of these engine types are used in commercial electric cars (e.g. Renault Zoe and some Tesla models). In terms of materials, motors in this group are made of iron, copper and aluminium. It is also possible to construct hybrid motors that use both permanent magnets and an electric-generated magnetic field.

This study examined two different motor configurations: i) permanent magnet motors containing (per kW) 0.20 kg copper (Burress et al., 2011), 0.0038 kg neodymium and 0.000052 kg dysprosium, and ii) induction motors containing 0.48 kg copper per kW (Dorrell et al., 2010). Values for copper include copper in the inverter and on-board charger. A study by Hawkins et al. (2013) estimated that inverter and charger require 5.1 and 4.2 kg copper, respectively, in a Nissan Leaf sized-BEV (80 kW). It was therefore assumed that all electric, plug-in hybrids and fuel cell vehicles contain additional 0.11625 kg copper/kW power.

Further research can bring more materially efficient technologies to the market and increase the performance of existing technologies. Reluctance motors, not yet commercialised, use the force generated by magnetic field lines that align to pull the rotor and make it rotate.

---

\(^7\) It is possible to use less dysprosium in bike motors than car motors, since bike motors operate at lower temperatures (Pavel et al., 2017b).
Advantages include no use of permanent magnets and reduced use of copper (0.27 kg copper per kW) compared with induction motors (Dorrell et al., 2010). However, they generate high noise, have lower efficiency than motors using induction or permanent magnets and the torque ripples a low revs.

The weight of magnets has decreased over time. In the mid-1990s, Oman and Simpson-Clar (1996) estimated that a 100 kW electric automobile motor requires 10 kg NdFeB magnet, corresponding to 0.1 kg PM per kW power. Today’s EV motors that use PM have magnets that typically weight less than 3 kg, many in the range 1–2 kg (Speirs et al., 2013). A 2010 Toyota Prius has a 60 kW PM motor with a total magnet mass of 0.768 kg (Burress et al., 2011) or 0.0128 kg PM per kW. This corresponds to an annual material efficiency reduction of almost 13% over a period of 15 years. The Prius from 2004 had a 50 kW motor with 1.232 kg magnet (0.02464 kg/kW) and used 6.8 kg of copper in the stator (0.136 kg/kW), whereas the 60 kW 2010 model uses 4.93 kg (0.082 kg/kW) (Burress et al., 2011). This corresponds to annual efficiency improvements of 10% for the magnet and 8% for copper during a 6 year period. Such improvements are likely to continue, as there are various options to improve material intensity further, see e.g. (Pavel et al., 2017b).

4.2. Energy storage in vehicles

4.2.1. Battery

The batteries currently used in vehicle contain lithium in the positive cathode, graphite (carbon) in the negative anode and lithium salt electrolyte. There are several different chemistries and they contain different elements and/or different proportions of the elements. Lithium-cobalt oxide (LCO) was the first commercialised lithium chemistry to reach the mass market, in the 1990s. Due to safety and lifetime concerns, LCO batteries have since lost market share to nickel-cobalt-aluminium (NCA), nickel–manganese-cobalt (NMC) and lithium-ironphosphate (LFP) batteries. All of these chemistries contain lithium, with the lowest theoretical value found in LCO (129.5 g /kWh) and the highest in LFP (172.6 g/kWh) (Speirs et al., 2013). Estimates of metal
intensity in reality are higher, around 0.20 kg Li/kWh or 1 kg Li carbonate/kWh (Speirs et al., 2013).

The share of materials in the respective chemistries has changed over time in response to the relative price of the metals. The NMC chemistry formerly had a 1:1:1 ratio of nickel, manganese and cobalt, but the lower relative cost of nickel has incentivised development of other ratios, such as 4:4:2, 5:3:2 and 6:2:2 (Chung and Lee, 2017; Xiong et al., 2017). Different chemistries of cathode elements and mixes within those chemistries result in a wide range of potential metal intensities. Approximate ranges are: cobalt 0–1.7 kg/kWh, copper 0.145–1.37 kg/kWh, manganese 0–1.6 kg/kWh and nickel 0–1.7 kg/kWh (Richa et al., 2014). It was assumed here that 1 kWh battery contains: 0.2 kg lithium, 0.4 kg cobalt, 0.4 kg copper and 0.6 kg nickel. However, it should be noted that the LFP chemistry does not contain cobalt or nickel. Therefore, our assumptions overestimate the demand for these metals and underestimate the demand for lithium if this chemistry becomes widely adopted.

Other lithium chemistries currently researched, e.g. lithium oxygen batteries, have higher energy density per weight than the current chemistries, yet they require about the same amount of lithium per kWh (Wadia et al., 2011). Adopting these batteries would reduce the demand for cobalt, but not for lithium.

Chemistries that do not use lithium may gain market share in the future. It is possible to use the abundant element sodium instead of lithium. Using sodium in the cathode also enables copper to be replaced by cheaper aluminium (Yabuuchi et al., 2014). Sodium batteries have theoretically lower energy density, but it is possible to construct sodium batteries that are competitive with existing lithium batteries (Braga et al., 2017). Another possibility is to use sulphur or magnesium, which has higher gravimetric capacity (i.e. theoretically higher energy density) than sodium, but lower than lithium. Future advances may well provide batteries with little or no lithium, while performing adequately for electric vehicles. Energy density for lithium batteries has improved by 5% annually (Srinivasan, 2008) which translates into lower total metal demand for a defined level of energy storage.

4.2.2. Fuel cells

Hydrogen can be used to store energy, which can be converted to electricity in fuel cells. The best suited technology in vehicles is the proton exchange membrane fuel cell (PEMFC), partly because it operates at low temperature (Simons and Bauer, 2015). PEMFC has an anode typically loaded with platinum, which catalyses hydrogen into positive ions and negative electrons. The US DoE hydrogen programme keeps track of the costs, technological maturity and material requirements of fuel cells. In 2013, they estimated that a 10 kW fuel cell contains 2.3 g platinum (0.23 g/kW) (Battelle, 2013). An FCEV with 80 kW motor would thus contain approximately 18.5 g platinum. An estimate in 2012 concluded that an 80 kW system in 2010 contained 0.21 g platinum/kW, but that this could be reduced to 0.15 g platinum/kW in 2020 (DoE, 2012), representing an annual material intensity reduction of 3.3%. Simons and Bauer (2015) argued that the DoE forecast was too conservative and only contained average characteristics of fuel cells. In 2013, they estimated that a 10 kW fuel cell contains 2.3 g platinum (0.23 g/kW) (Battelle, 2013). An FCEV with 80 kW motor would thus contain approximately 18.5 g platinum. An estimate in 2012 concluded that an 80 kW system in 2010 contained 0.21 g platinum/kW, but that this could be reduced to 0.15 g platinum/kW in 2020 (DoE, 2012), representing an annual material intensity reduction of 3.3%. Simons and Bauer (2015) argued that the DoE forecast was too conservative and only contained average characteristics of fuel cells, so they developed a scenario representing small to medium-sized passenger vehicles and concluded that 0.11 g platinum/kW could be sufficient in 2020 (corresponding to 6.2% annual metal intensity reduction). These predicted rates of improvement of 3.3–6.2% can be compared with the historical annual rate of 13% from 2000 to 2010. Sun et al. (2011) assumed platinum loading would decline by almost 14% annually for a period of 15 years (2010–2025) and then stabilise at 0.08 g platinum/kW (6 g/vehicle).
It is possible to replace most of the platinum with palladium and obtain an electrolyte membrane with 65% less platinum and similar performance as a conventional fuel cell (Antolini et al., 2011). The use of platinum per fuel cell vehicle (FCV) may decline further, since platinum-free converters with high performance are being researched (Dai et al., 2015). In this study, we assume that fuel cells contain 0.15 g platinum/kW.

It should be noted that platinum is used in the catalytic converter in ICE vehicles to reduce emissions of pollutants. The intensity is approximately 1–2 g/car. Hybrid cars will therefore also require platinum and electric vehicles that replace ICE vehicles would reduce the platinum demand by approximately 1 g per vehicle.

5. Metal demand and resource availability

5.1. Scenario assumptions

The four scenarios developed in this study were all compatible with the B2Dscenario. They differed depending on the assumptions made on: i) the sub-technologies used (e.g. market share of thin film solar PV vs crystalline silicon), ii) battery size in electric vehicles (battery capacity is either moderate or similar to the biggest batteries currently sold), iii) recycling rates (today’s recycling rates or increased recycling), and iv) metal intensity improvement (none or between 2% and 5% annual improvement). These assumptions are summarised in Table 2.

The technology mix was assumed to be either dominated by back-
stop technologies, in which permanent magnets are solely used in offshore wind generators and vehicles that have a dual drive train (hybrids), or novel technologies, in which permanent magnets are used in all wind generators and electric motors. Concerning solar PV, crystalline silicon was either assumed to maintain 90% market share or a share declining to 50% by 2035, while at the same time as CdTe and CIGS increased their shares to 15% and 35%, respectively. Amorphous silicon was assumed to have a 1% market share in all scenarios.

Batteries in personal vehicles were either assumed to be moderate size (urban cars use 20 kWh and rural cars use 40 kWh batteries) or a size similar to current top of the line models (75 kWh urban, 100 kWh rural). Moderate size batteries will require a network of fast chargers and/or a change in how cars are used.

The lifespan of the different technologies was the same in all scenarios, between 8 and 30 years depending on technology (see supplementary material for lifetime of each technology), after which the metal was recycled in the following year. Assumptions on current recycling rates ranged from 10% (lithium) to 80% (silver), see Table 3. In Scenario 3, with Improved recycling rates, all metals were assumed to reach 80% recycling rate after 2040 (linear increase from 2016 level).

The improved intensity scenarios (Scenario 2 and 4) assumed an annual 2% increase for lithium and 5% for other metals. This is because lithium intensity in batteries is closer to its theoretical minimal value than for other metals. Moreover, we found no research on lithium chemistries with a lower theoretical value than those currently used.

Net metal demand (difference between total demand and recycled volume, i.e. required mine supply) was calculated on an annual basis and compared with current mining rates, see Table 3. Current mining rates provided a point of reference on whether and how much mining needs to increase to meet demand, it is not a ceiling. The cumulative values were compared with currently known reserves. It should be noted that reserves are a subset of resources, and reserves may therefore
change over time as technology develops, prices change and more exploration is conducted.

5.2. Neodymium, dysprosium and copper

The generators and electric motors modelled either used permanent magnets containing neodymium, dysprosium and copper, or a higher quantity of copper alone. Assumptions on future technology mix had a large impact on demand for metals used in permanent magnets. Assuming permanent magnets are used in all generators and vehicle motors, Scenarios 3 and 4 more than doubled the demand for permanent magnets compared with Scenarios 1 and 2, see Fig. 4. This illustrates the possibility to substitute a majority of neodymium and dysprosium demand using currently available technologies.

Currently known reserves of neodymium were sufficient in all scenarios, while dysprosium reserves were depleted by the mid-2040s in Scenario 3, see Figs. 5 and 6. Scenario 3 also required mining rates to increase, since the annual demand for these metals surpassed current mining in the 2020s. As can be seen in Figs. 5 and 6, gross demand for these metals increased during the first 10 years, reached a plateau lasting ~15 years and increased again for 10 years around 2040, after which a new plateau was reached. The reason for this was the increasing growth rate, which then levelled off. However, components reaching their end of life need to be replaced in order to maintain the stock in society. Therefore, the demand for generators increased after 2040 when they reached their end of life. Unless recycling rates increase from today’s level, mining needs to increase accordingly to satisfy this demand.

Scenario 1 (back-stop) resulted in a demand for virgin neodymium to reach about the same level as current mining. Demand for dysprosium reached about half the level of current mining.

Current mining rates of copper were more than four times higher than peak demand for virgin copper in the scenario with the highest demand (Scenario 1), see Fig. 7. The incremental demand that resulted from PM-free motors and generator in Scenarios 1 and 2 was negligible when compared with Scenario 3 and 4.
5.3. Lithium, cobalt, nickel and platinum

The modelled energy storage technologies either use batteries containing lithium, cobalt and nickel, or platinum fuel cells. Even in scenarios with moderate-size batteries, personal electric vehicles had the majority (65%) of the battery capacity. The largest share (39%) was found in urban cars, see Fig. 8. This indicates that the scenarios for future metal demand are sensitive to assumptions on the number of cars and size of battery in these cars. The number of cars can be lower, if e.g. public transport increases its share or demand for transport decreases as a result of spatial planning.

All four scenarios required an increase in lithium mining to satisfy the demand, see Fig. 9. Scenario 1 (back-stop) depleted currently known reserves by the late 2050s. Scenarios 3 and 4 (new technology mix) depleted lithium reserves by 2040, even with improved recycling rates or intensity. The current recycling rate of lithium is low (10%), but an increase to 80% only postponed the depletion point by a few years when large size batteries were used. This was a result of the expanding use of batteries in the transport sector, which required virgin metal to be mined. Thus, current lithium reserves were inadequate to support large-size batteries using current technology. Low-grade lithium resources, moderate-size batteries and/or lithium-free batteries will be required for the B2D scenario to be feasible.

The average size of batteries and annual reduction in metal intensity were more important than recycling rates in determining the upward trajectory and peak level of virgin lithium demand. The trajectory after the mid-2040s became more sensitive to assumptions of recycling rates, since a large stock in the techno-sphere was then available. Increasing recycling rate to 80% resulted in peak demand for virgin lithium in the mid-2040s, followed by a slow decline after which recycled lithium overtook virgin lithium in the mid-2050s as the largest supply source.

In the scenarios that assumed current level of metal intensity (Scenario 1 and 3), demand for virgin cobalt grew strongly up until the mid-2040s, see Fig. 10. After that point, mining reached a plateau and
Table 4
Cumulative demand for metals (with and without recycling) as a percentage of reserves.

| Scenario 1 | No recycling | 444% | 21% | 34% | 37% | 14% | 99% | 17% | 69% | 2% | 20% | 18% | 54% |
| With recycling | 366% | 16% | 33% | 36% | 13% | 95% | 16% | 52% | 2% | 20% | 16% | 54% |
| Scenario 2 | No recycling | 106% | 5% | 8% | 10% | 4% | 54% | 4% | 17% | 1% | 5% | 5% | 15% |
| With recycling | 79% | 4% | 8% | 10% | 3% | 51% | 4% | 11% | 0% | 5% | 4% | 15% |
| Scenario 3 | No recycling | 1074% | 22% | 167% | 171% | 62% | 238% | 55% | 160% | 2% | 91% | 13% | 213% |
| With recycling | 733% | 15% | 120% | 162% | 59% | 163% | 38% | 110% | 2% | 86% | 11% | 202% |
| Scenario 4 | No recycling | 251% | 6% | 53% | 41% | 15% | 130% | 16% | 38% | 1% | 22% | 4% | 51% |
| With recycling | 190% | 4% | 48% | 40% | 14% | 124% | 14% | 24% | 0% | 22% | 3% | 51% |

Table 5
Year of maximum annual demand for virgin metals (with and without recycling) and mean annual growth rate in demand.

| Scenario 1 | No recycling | 2060 | 2060 | 2060 | 2060 | 2060 | 2060 | 2060 | 2060 | 2060 | 2060 | 2060 |
| Growth (%/y) | 6% | 1% | 1% | 0% | 1% | 7% | 2% | 2% | 0% | 0% | 0% | 2% |
| With recycling | 2049 | 2049 | 2049 | 2049 | 2049 | 2049 | 2049 | 2049 | 2049 | 2049 | 2049 |
| Growth (%/y) | 6% | 1% | 1% | 0% | 1% | 7% | 2% | 2% | 0% | 0% | 0% | 2% |
| Scenario 2 | No recycling | 2043 | 2045 | 2043 | 2043 | 2043 | 2043 | 2043 | 2043 | 2043 | 2043 |
| Growth (%/y) | 5% | 0% | 1% | 0% | 0% | 7% | 2% | 1% | 0% | 0% | 0% |
| With recycling | 2042 | 2042 | 2042 | 2042 | 2042 | 2042 | 2042 | 2042 | 2042 | 2042 |
| Growth (%/y) | 4% | 0% | 1% | 0% | 0% | 7% | 2% | 0% | 0% | 0% | 0% |
| Scenario 3 | No recycling | 2060 | 2060 | 2050 | 2060 | 2060 | 2060 | 2060 | 2060 | 2060 | 2059 | 2058 |
| Growth (%/y) | 8% | 1% | 4% | 1% | 2% | 9% | 4% | 3% | 0% | 2% | 0% | 5% |
| With recycling | 2047 | 2047 | 2047 | 2047 | 2047 | 2047 | 2047 | 2047 | 2047 | 2047 |
| Growth (%/y) | 10% | 1% | 8% | 1% | 2% | 11% | 4% | 3% | 0% | 2% | 0% | 5% |
| Scenario 4 | No recycling | 2044 | 2044 | 2044 | 2044 | 2044 | 2044 | 2044 | 2044 | 2044 | 2033 | 2036 |
| Growth (%/y) | 7% | 0% | 9% | 1% | 2% | 9% | 9% | 1% | 0% | 1% | 0% | 4% |
| With recycling | 2043 | 2043 | 2043 | 2043 | 2043 | 2043 | 2043 | 2043 | 2043 | 2033 | 2036 |
| Growth (%/y) | 7% | 0% | 9% | 1% | 2% | 10% | 9% | 1% | 0% | 1% | 0% | 4% |

Note: Growth calculated as mean annual growth from 2017 to the year of maximum demand, assuming demand from other sectors is the same as in 2017. 0% growth rate means the annual growth is < 0.5%.
recycled metal covered an increasing share of the demand. Current mining rates needed to increase 9-fold in Scenario 1 and more than 18-fold in Scenario 3 to meet the demand. However, scaling up the mining to meet demand from Scenario 1 would deplete currently known reserves in the latter half of the 2030s. Similarly to lithium, increased recycling rates had a limited effect on the upslope and peak demand for virgin cobalt, but resulted in declining demand after the mid-2040s and recycled cobalt overtook virgin metal in the mid-2050s as the largest supply source. Scenario 2 (back-stop improved intensity) resulted in cumulative demand for virgin cobalt that was less (79%) than currently known reserves.

Nickel is currently primarily used in production of stainless steel. Assuming moderate-size batteries and today's level of nickel intensity (Scenario 1) resulted in battery production demanding slightly more than half of current mining output in the early 2040s, after which demand reached a plateau, see Fig. 11. This can be explained by a relatively high recycling rate for nickel (60%). The scenario demanded around half of current reserves, which indicates a need to grow reserves or improve intensity.

Assuming use of large-capacity batteries in personal vehicles resulted in modelled demand for virgin nickel outstripping current mining rates by the late 2030s and cumulative demand reached approximately the same level as reserves by the mid-2050s.

Demand for platinum was low compared with currently known reserves and with mining rate, see Fig. 12. It should be noted that the largest use of platinum today comes from catalysing emissions in vehicle exhaust systems. Reducing the number of ICE vehicles would thus reduce the demand for virgin platinum and enable recycled platinum to be used to manufacture fuel cells. The current mining rate of platinum is sufficient to produce slightly more than 10 million PCEV annually and reserves are sufficient to produce more than 3.5 billion PCEV. These figures would double if palladium were used too. In the B2D scenario, annual PCEV production was below 3 million until the late 2040s and never surpassed 4 million. From a metal supply perspective, it is thus possible to increase the number of PCEV far more than in the B2D scenario.

5.4. Tellurium, indium, gallium, selenium and silver

Scenarios 3 (new technology mix) and 4 (new technology, and improved intensity) both involved a strong growth of thin film solar PV. Scenario 3 required mining of tellurium and indium to increase, with peak demand for virgin gallium reaching about 60% of today's level in the latter half of the 2040s, see Figs. 13–16. This scenario depleted current reserves of tellurium (first half of 2040s), gallium (second half of 2040s) and about 60% of indium reserves by 2060. Here, recycling had a very limited role due to the long lifetime of solar cells.

Mining of tellurium needed to increase to meet the requirement even in Scenario 1 where thin film solar PV had a market share of only 10%. Moreover, Scenario 1 had depleted the majority of the reserves by the end of the modelled period. In Scenarios 1, 2 and 4, mining rates and reserves of indium, gallium and selenium were higher than annual and cumulative demand, respectively. Scenarios 1 and 2 increased the demand for silver instead of indium, gallium, selenium and tellurium, see Fig. 17. However, the increase in demand for silver is low compared with current mining rates and silver reserves.

Thus, the results show that current metal intensities and reserves are incompatible with a high market share of thin film solar PV, even if recycling rates increase. However, technological developments that reduce metal intensities may make it compatible. On top of that, sufficient silver is available to enable crystalline silicon to be used as a back-stop technology instead of thin film panels.

6. Discussion

6.1. Scenario similarities and differences: cumulative demand and growth rates

All scenarios resulted in fairly high cumulative demand for lithium and cobalt compared with reserves, see Table 4. The highest demand was found in Scenario 3, with 38 million ton (238% of reserve) without recycling and 26 million ton (163% of reserve) with recycling. These figures can be compared with resource estimates of about 53 million ton (USGS, 2018). In other words, Scenario 3 depleted about half of the resource by 2060 even when lithium recycling increased to 80%. Furthermore, since there is a demand for virgin metal in 2060 (0.8 million ton/year) reserves will need to grow beyond cumulative demand at the end of the scenario timeframe. Lithium also had the highest annual mean growth rate (mining needed to increase by > 7% from today's level for at least 30 years in all scenarios), see Table 5. All of these results are based on the assumption that batteries last the lifetime of the vehicle. To check sensitivity of this assumption, we tested how lithium demand was affected if batteries needed to be replaced once during the lifetime of the vehicle. Shortening batteries life expectancy has a limited impact on mining growth rates but the level of peak mining is raised by up to 79% and delayed by up to ten years. In Scenarios 1, 2 and 4 (current recycling rates), cumulative demand for virgin lithium increase with about 55%. In Scenario 3, demand increase by less than half (23%) since recycling has been improved. However, without recycling demand for virgin lithium would be 62 million ton in Scenario 3, i.e. 9 million ton more than the estimated resource. This illustrates the benefits from extended lifetime and improved recycling rates to mitigate scarcity in the long term. Given the inherent uncertainty in resource estimates and marginal extraction costs, high and fast uptake of personal electric vehicles may require new battery technologies or average battery capacity that provides a shorter range than current ICE vehicles. Another possibility is to use fuel cells instead of batteries, since platinum demand and growth rate were low in all scenarios.

Cumulative virgin cobalt demand with recycling was 52 million ton (i.e. 733% of reserve) in Scenario 3. This can be compared with a terrestrial resource of about 25 million ton and more than 120 million ton on the ocean floor (USGS, 2018). Growth rates were also fairly high (> 4% per year), considering cobalt is primarily mined as a by-product. However, as noted in Section 4.2.1 lithium batteries can be produced without cobalt and this study may have overestimated demand for cobalt.

Cumulative demand and growth rates for other metals differed widely between the scenarios. Scarcity resulting from depletion and the metals that are critical will therefore depend on the mix of sub-technologies for most metals. Comparing Scenarios 1 and 3, the back-stop technologies adopted in Scenario 1 resulted in much lower growth rates and cumulative demand for tellurium, selenium, gallium, dysprosium and neodymium. It is difficult to increase mining of some of these metals, since they are mined as by-products, making the flow dependent on the host metal.

Recycling does not change the upslope of the demand curve (initial growth-phase) but it affects the peak and cumulative demand, particularly if the technology has a short lifespan. Recycling is therefore a long-term option to mitigate scarcity, but insufficient in itself to mitigate short-term criticality. One example is the limited impact of on cumulative demand for metals used in solar PV, since they have long life time (30 years), while cumulative demand for metals used primarily in batteries was reduced by about 30% in Scenario 3 as a result of recycling.

6.2. Substitution and criticality

The most basic type of substitution is element by element, e.g. aluminium can be used as a substitute for copper in many electrical
Applications (NMAB, 1972). This type of substitution is a fairly straightforward short-term response by producers when prices for materials go up, since the same technology can be used. For instance, higher copper prices in recent years have incentivised replacement in new applications, such as auto wire harness (Onstad et al., 2016). It is also possible to replace copper with aluminium in the rotor (Finley and Hodowanec, 2001) and winding material (Kimiabi et al., 2016) with minor changes to weight, size and efficiency. A further possibility is to mix materials, e.g. copper-clad aluminium (Sullivan, 2008), but this comes with the drawback of more difficult recycling. Abundant metal substitutes are not available for all technologies and many metals can therefore be considered critical if certain sub-technologies are used.

This study examined the role of technical substitution, i.e. using a technology substitute to provide similar performance for the end user, but operating using a different construction and metal. This type of substitution comes with a larger threshold than metal-by-metal substitution, since it can require a different set of knowledge and production technology and therefore takes place over longer time frames. For example, an induction motor can be used instead of an REE PM motor, with the drawback of slightly lower efficiency at partial load and higher weight. One option to speed up the response would be for policymakers to prioritise technological diversity. The cost of doing so is a hedging strategy and the level can be guided by risk aversion preference.

Future studies can assess how other types of substitution affect metal demand, e.g. providing urban mobility through public transport instead of electric vehicles.

6.3. Technological development

Technological development has previously enabled metal intensities to improve, but previous success is not a proof of future success. Many of the technologies identified in this study with better metal intensity than current technologies and/or using a different set of metals are currently only available at laboratory scale and some may never reach commercialisation. It is not possible to know which will succeed and which will fail and, as noted above, historical estimates of technologies maturing to the point of no further improvement have been wrong. Technological optimists have repeatedly overstated the speed of which entire energy systems transition, see e.g. (Grubler et al., 2016).

Scenarios 1 and 3 assumed no technological progress up to 2060 and Scenario 2 and 4 assumed annual metal intensity improvements of 5%. Including these two groups provided the possibility to check sensitivity and draw robust conclusions, e.g. the growth rate of lithium demand is likely to be high if future demand for lithium batteries resembles the demand in the B2D scenario. It also illustrated the uncertainty in growth rates and how demand for different metals can develop.

6.4. Normative scenarios and criticality assessment

This study adopted the normative B2D scenario and the result is therefore not a prediction (i.e. the most likely future). The B2D scenario appears unlikely at the moment, given the lack of agreement between nationally determined climate contributions and the 1.5 degree target. However, analysing the metal demand in such scenarios can provide insights into whether they are feasible. Some parts of the scenarios may also occur for reasons other than mitigating climate change, e.g. renewable energy can be used to replace imported fossil energy and electrification improve efficiency and can hedge high and volatile energy prices. Solutions to problems identified by using normative scenarios may then be transferable to other circumstances.

7. Conclusions and policy implications

This study analysed the metal requirements to transition the global energy system up to 2060. It can be concluded that reserves are unlikely to constrain growth rates and total levels of solar power, wind power and electric motors. However, reserves and annual mining rates are likely to influence the technological mix and maximum growth rates of some sub-technologies, e.g. thin film solar PV. Policies promoting technological diversity are preferable from this perspective. Currently used battery technologies and known reserves are not compatible with the B2D transition scenario as a result of insufficient cobalt and lithium reserves. Batteries containing less or no cobalt are feasible. Lithium is much more difficult to replace with maintained performance and cost. Both supply- and demand-related policies can be used to mitigate the issue, including: construction of charging stations that make smaller-sized batteries feasible, researching lithium-free batteries, lowering the cost of extracting low-grade lithium, establishing recycling schemes, supporting hydrogen infrastructure and reducing demand for urban cars by spatial planning and public transport.

Mining of several metals needs to increase, assuming future metal intensities will resemble current levels. However, metal intensities have improved historically and if this continues, the required growth in mining rates and cumulative demand will be much lower. Improved intensity would also enable recycled metals to meet a larger share of demand by the end of the studied period. Most technologies can be substituted by back-stop technologies with slightly lower performance (or higher cost), but constructed from non-critical metals for which additional demand is low compared to current mining rates. The exception is lithium batteries, which are superior to current rivals as a result of higher energy and power density.

Increased use of renewable energy technologies has raised awareness among policymakers that this may increase the demand for critical metals. However, this study showed that in most cases, whether metals was critical or not depended more on the specific sub-technologies used than the share or amount of renewable energy used. Metals may therefore be perceived as more critical in the medium to long-term today than is actually the case if policies that reduce vulnerabilities are implemented. Policymakers and researchers examining metals criticality should consider this finding and focus more on how to reduce vulnerability by developing technologies that utilise abundant metals, improve metal intensity and/or increase recycling. These options would also provide synergies with a circular economy.
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