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PREFACE

The three reports included in this volume are my main contribution to the work within the RILEM-committee "Pore Structure and Properties of Materials". The reports will be published in the RILEM paper "Materials and Structures" presumably during 1973 together with about 20 other reports also dealing with methods of characterization of pore structure.

The committee was initiated by mr Tenho Sneck from Finland and started its work in the summer 1970. It will conclude its work in September 1973 by a symposium in Prague sponsored by the two international organizations RILEM and IUPAC (International Union for Pure and Applied Chemistry). The name of the Symposium is the same as that of the committee.

The aim of the committee was drawn up by mr Sneck. It can be divided in two parts:

1. Collecting and discussing methods of investigating pore properties.
2. Analysis of connections between pore structure and materials properties.

So far the main activities have been concentrated on part 1.

Part 2 was considered to be the most important part by mr Sneck and many others myself included. However the committee participants are in general more interested and able in pore structure analysis.

Part 2 has however not been completely neglected. It has resulted in a report (1), which is "performance oriented". Besides the symposium in Prague will be divided into two parts in the same way as parts 1 and 2 above.

I myself has published a work (2) on connections between pore structure and mechanical properties. This work is directly initiated by the work within the committee.

I want to thank mr Tenho Sneck who invited me to become member in the committee, professor Sven G Bergström, who always encouraged me in the work and the Swedish Council for Building Research, which has made it financially possible for me to participate in the committee meetings.

Lund 23 January 1973

Göran Fagerlund
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INTRODUCTION

The concept "suction porosimetry" is used as a joint concept for all methods where a wetting liquid is involved in the measurements. Consequently not only pure suction experiments are taken into account but also methods based upon centrifugation and displacement from the pores of a wetting liquid by another liquid or a gas.

The basic equation is the same as for mercury porosimetry, viz the Laplace equation for the pressure difference across the curved interface liquid-gas or liquid-liquid.

\[
\Delta p = -\gamma_{ij} \cdot \cos \theta \left( \frac{1}{r_1} + \frac{1}{r_2} \right) = \frac{-2\gamma_{ij} \cdot \cos \theta}{r}
\]

where \( r_1 \) and \( r_2 \) are the principal radii of curvature of the menisci while \( r \) is a sort of mean radius. The negative value of \( \Delta p \) indicates that the pressure is lower on the convex side of the meniscus.

The only essential difference between suction porosimetry and mercury porosimetry is the effect of the contact angle liquid-pore wall, \( \theta \). Mercury is almost nonwetting, for which reason it must be forced into the pores. In suction porosimetry the liquid is wetting and therefore penetrating the pore system itself and consequently must be forced out of the specimen.

The suction porosimetry is applicable in the same pore-size range as the mercury porosimetry. That is, in the intermediate range between very coarse pores, where visual phase integration is the only possible method, and very small pores, where the Kelvin equation for capillary condensation is suitable.

However suction porosimetry brings certain additional advantages:

- The surface tension of a liquid like water is substantially lower than for mercury. Hence the pressures exerted on the specimen at determination are considerably smaller.
- Methods can easily be designed where anisotropy of a specimen is taken into account.
- Water can be used as measuring fluid which from a principal point of view is a great advantage since the interaction water-pores influences most materials properties, and it is a known fact that the measuring fluid has a considerable effect on the pore-size measurements.
- Information on the pore shape can be obtained by determinations of pore size distributions from desorption as well as from absorption curves.
The materials often exhibit considerable hysteresis in calculation of pore-size distributions from wetting of a material or from drying of the same material. No final answer can be given to whether the "wetting curve" or the "drying curve" gives the best information on the pore structure. Hence it is recommended to use both types of methods at the determination.

General works dealing with determination of pore-size distributions, where also the problem hysteresis wetting-drying is discussed, are Dullen & Batra /10/ with a comprehensive bibliography, Sewell & Watson /24/, Minnen & Vos /19/, Vos & Tamnes /26/, Bomberg /5/ also with a comprehensive bibliography, de Boer /4/.

2 DIRECT SUCTION MEASUREMENTS

2.1 Theory

As a consequence of the occurrence of a pressure difference between the liquid and the ambient medium according to eq (1), the liquid will rise in a capillary in contact with bulk liquid as long as the contact angle meniscus-capillary wall is less than 90°. Since the pressure under the meniscus is less than that at a plane surface (eq (1)) the liquid column balances the pressure difference. The expression is at equilibrium

$$h = \frac{2\gamma_{l} \cdot \cos \theta}{\rho \cdot g \cdot r}$$

(2)

where $\rho_0$ is the density of the ambient medium. When this is a vapour as at water uptake in a porous material $\sigma_0$ is negligible compared to $\rho$:

$$h = \frac{2\gamma_{l} \cdot \cos \theta}{\rho \cdot g \cdot r}$$

(3)

Hence the capillary rise is a measure of the pressure difference across the curved interface and consequently of the pore radius.

Another effect of the pressure difference across the curved interface is the phenomenon capillary condensation; This is expressed by Thomson's law (Kelvin's law):

$$\ln \left( \frac{p}{p_s} \right) = \frac{2 \gamma_{l} \cdot M}{\rho \cdot r \cdot R \cdot T} \cdot \cos \theta$$

(4)

By combination of eqs (1), (3) and (4) a connection between pressure difference, capillary rise and relative vapour pressure can easily be derived

$$\Delta p = \frac{\rho \cdot g \cdot h}{M} \cdot \ln \left( \frac{p}{p_s} \right)$$

(5)
In eq (5) the pore radius is included through eqs (3) and (4).

The pressure difference $\Delta p$ is called the "suction" of the capillary or the material.

Schofield /22/ introduced the concept $pF$ as a measure of the suction of water of a material. $pF$ is defined as the Briggsian logarithm of the possible capillary rise in a capillary or a material.

$$pF = 10 \log(h \cdot 10^2)$$

The $pF$-concept may of course also be used at other types of liquids.

Eq (6) expresses the "capillary potential" at the interface. For a horizontal capillary in rest the same potential is acting throughout the filled part of the capillary. For a vertical capillary at rest the potential according to eq (5) gradually decreases downwards from the interface because of gravitation.

$$W = -\Delta p - g \cdot x \cdot \rho \quad (7)$$

However this effect is of importance only at coarse capillaries. According to Luikow /17/ it is negligible if the pores are smaller than 0.01 mm, when water is the measuring fluid. Besides the specimen used is normally so small that it can be assumed that at equilibrium all pore liquid has the same capillary pressure.

At centrifugation on the other hand the additional effect of outer forces are essential. See section 2.4.

So far all equations are derived for single capillaries. A porous material however consists of a complex system of capillaries of a wide range of sizes. The capillaries are interconnected in a complicated way. It can be proved (for instance by Hansen /19/) that at equilibrium with a certain suction value all pores larger than that corresponding to the actual suction value according to eq (5) are empty, while all pores smaller than the "equilibrium pore" are filled with liquid of the same pressure. Hence the pore liquid pressure at equilibrium with a certain suction value is the same despite pore radius and determined by the radius of the largest filled pore.

It is now easy to calculate the mutually connected values $\Delta p$, $pF$, $h$, $\rho/\rho_0$, $r$ for a certain measuring fluid. This has been done for water at $+20^\circ C$ in table 1.
TABLE 1

<table>
<thead>
<tr>
<th>dp (h/m²)</th>
<th>pF</th>
<th>h (m)</th>
<th>P/Pₛ (%)</th>
<th>r</th>
<th>A</th>
<th>Methods of measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0</td>
<td>-</td>
<td>0</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>suction porosimetry</td>
</tr>
<tr>
<td>-9.8·10⁻¹</td>
<td>0</td>
<td>10⁻²</td>
<td>-100</td>
<td>153</td>
<td></td>
<td>suction porosimetry</td>
</tr>
<tr>
<td>-9.8·10⁻²</td>
<td>1</td>
<td>10⁻¹</td>
<td>99.99</td>
<td>153</td>
<td></td>
<td>suction porosimetry</td>
</tr>
<tr>
<td>-9.8·10⁻³</td>
<td>2</td>
<td>1</td>
<td>99.92</td>
<td>1.53</td>
<td></td>
<td>Kelvin's law</td>
</tr>
<tr>
<td>-9.8·10⁻⁴</td>
<td>3</td>
<td>10⁷</td>
<td>99.27</td>
<td>153</td>
<td></td>
<td>Kelvin's law</td>
</tr>
<tr>
<td>-9.8·10⁻⁵</td>
<td>4</td>
<td>10⁸</td>
<td>93.00</td>
<td>153</td>
<td></td>
<td>Kelvin's law</td>
</tr>
<tr>
<td>-9.8·10⁻⁶</td>
<td>5</td>
<td>10⁹</td>
<td>48.43</td>
<td>153</td>
<td></td>
<td>Kelvin's law</td>
</tr>
<tr>
<td>-9.8·10⁻⁷</td>
<td>6</td>
<td>10⁵</td>
<td>0.07</td>
<td>1.53</td>
<td></td>
<td>Kelvin's law</td>
</tr>
<tr>
<td>-9.8·10⁻⁸</td>
<td>7</td>
<td>10⁶</td>
<td></td>
<td></td>
<td></td>
<td>Kelvin's law</td>
</tr>
</tbody>
</table>

Similar tables can be calculated for other fluids or for combinations of nonmixable fluids.

At the measurement the suction is expressed as a pressure, dp, as a capillary rise, h, or a relative vapour pressure, P/Pₛ. The amount of liquid retained in the specimen at each suction value is measured.

The connection suction-liquid content at a certain temperature is called an absorption or desorption isotherm when the suction is expressed as a relative vapour pressure, and a capillary equilibrium curve when the suction is expressed in pF-degrees or as capillary rise.

By use of the connection between capillary pressure, dp, and pore radius, eq (1), the pore size distribution can be calculated from the equilibrium curve.

Evidently even calculation of pore-size distribution (and also calculation from freezing point depression) from Kelvin's eq (4) is a sort of suction porosimetry. However it is suitable to make a distinction between the two types of porosimetry for the following reasons.

- Methods of determination; Calculation by Kelvin's law is based upon the sorption isotherm. Suction porosimetry is based upon measurements of capillary pressure, that is capillary equilibrium curves.

- At suction measurements no consideration must be taken to the adsorbed molecules on the pore wall. At use of Kelvin's law this consideration is essential.

However the two methods overlap at the upper part of the relative vapour pressure range which is shown in table 1. In this pore-size range the two methods give exactly the same results.
The hysteresis wetting drying can be extremely great. Fig 1 shows an example of this, Penner /21/. The hysteresis is to a great extent an effect of the pore shape. The wood cells are in principle parallel short cylinders with constrictions in each end. The cells are interconnected by a fine-porous membrane. Fig 2.

The filling of the cell system is in principle determined by the radius at center of the cylinder. The emptying of a saturated cell system is determined by the radius of the pores in the membrane.

Hence a good information on the shape of the pore system can only be obtained by determination of wetting curves as well as of drying curves.

The fact that hysteresis occurs must be taken into careful consideration at use of the suction tests described below. If a wetting curve shall be obtained, the specimen must always have a greater suction than the porous plate on which it is put. If not the specimen will have a certain drying out before the test starts which means that the measured curve will be a scanning curve between the wetting and drying curves.

An excellent review of traditional methods of suction measurements is given by Croney, Coleman & Bridge /9/.

### 2.2 Suction Plate, pF0-pF3

Main reference is Croney et al /9/. Normally water is used as measuring fluid.

\[ \text{pF} = 10 \log(z - 10^2 + 1354 + z) \]  

(8)

where \( z \) is the distance between the upper surface of the porous plate and the water surface in the flask. Maximum \( \text{pF} \) is 3 since this corresponds to complete vacuum.
In this low range a simplified version of the method can be used. The suction is obtained by variation of the depth $z$ of the water surface below the specimen. At these small suctions a certain effect of the specimen thickness will occur, cf eq (7). The suction will be

$$pF = 10 \log(2 \cdot 10^2)$$

Both methods mentioned are relatively slow. Measurements of water content can first be made when equilibrium is reached. A complete capillary equilibrium curve can be an affair of weeks or months.

Modified suction plate apparatus for rapid measurements. Range $pF=5$.

In fig 6 a modified suction plate apparatus is shown.

The specimen is adapted to a certain water content and placed on the porous plate. The specimen will draw water from the water reservoir in contact with the flow-tube. By decreasing the pressure in the flow-tube the meniscus in this is kept fixed. The suction is obtained from eq (8). The method is rapid since there is almost no moisture transport specimen-porous plate involved.

Some practical aspects of the method are given in Cronen et al /9/.

General discussion

The porous plate must fulfill certain requirements.

- The pore size must be so small that air cannot pass through when the maximum pressure difference is reached. (cf eq (1) which gives a pore diameter <3μ).
- The external surface must be plane so that intimate contact is achieved between the specimen and the plate.

The change of temperature and atmospheric pressure influence the measurements. This is of special importance at small suctions.

2.3 Pressure membrane: $pF_0-pF_4 \leq 6$

The suction plate method is limited to $pF=3$, at which suction water boils at room-temperature.

The method can be extended to $pF=6.2$ by putting the specimen chamber under pressure up till $1.5 \cdot 10^8$ N/m$^2$ (1500 atms). This pressure membrane method has been described by Cronen et al /9/, Penner /21/ and Bomberg /5/.
An apparatus according to Penner is shown in fig 7.

The porous plate consists of a fineporous pressure membrane which can be supported by a coarseporous metal filter. The maximum pore-size of the membrane can be calculated from eq (1).

The suction in an ordinary suction plate apparatus, fig 3, is now obtained as the pressure difference across the pressure membrane.

Starting with a fully saturated sample and increasing the suction gives the drying curve. The wetting curve is obtained by reducing the pressure on an initially dry specimen.

Water expulsion and water intake are measured by the change of the meniscus in the pipet.

2.4 Centrifuge: pF3-pF4.5

The methods, showed in figs 4 and 5, are limited to pF=1 & 2 which corresponds to a water column of 0,1 & 1 m. The suction is determined by the gravitational field.

By increasing the outer field of forces, for instance by centrifugation, a certain water column signifies a greater suction. Eqs (3), (5) and (6) are transformed to

\[ h = \frac{z_{1/4} \cos \theta}{\sigma \cdot n \cdot g \cdot r} \]  

\[ \Delta p = -\rho \cdot n \cdot g \cdot h \]  

\[ pF = 10 \log(n \cdot h - 10^2) \]  

Where \( n \) is the intensity of the centrifugal field expressed as multiples of the gravitational field.

The centrifuge method has been described by Croney et al /9/ and by Ksenzhak et al /16/.

The methods are principally different. A principle of an apparatus according to Croney et al /9/ is shown in fig 6. The specimen is supported by a porous cylinder which is in contact with bulk water.

It is essential to keep the water level constant. This is done by means of a drain hole in the specimen jacket.
Normally only desorption tests are performed. This means that the water is drawn from the specimen into the porous cylinder. This is a relatively slow process, viz. in the case of a coarse-porous cylinder this moisture transport from the specimen is merely a vapour phase transport since the ambient medium is almost dry. On the other hand, at use of a fine-porous cylinder this is certainly wet. However the permeability is low. Measurements of moisture content can not be done until the moisture distribution throughout the cylinder corresponds to equilibrium conditions.

The authors recommend hard chalk as a suitable material and a length of the cylinder of 6 cm.

The mean acceleration is at the distance $\frac{R_2 + R_1}{2}$ from the center of rotation

$$n \cdot g = \frac{R_2 + R_1}{2} \cdot \alpha^2$$

and the height of capillary rise.

$$h = R_2 - R_1$$

Hence the suction is

$$pF = 10 \log \left( \frac{\frac{R_2^2 - R_1^2}{2} \cdot g \cdot \alpha^2}{10^2} \right)$$

The capillary equilibrium curve is obtained by weighing the specimen after each increase in suction. Drying curves as well as wetting curves can be obtained.

The suction at rest is about 1 pF. Hence a specimen having initially a greater suction will increase its moisture content when it is placed upon the cylinder. This water is removed at acceleration but it may have a considerable effect on the results because of the hysteresis wetting-drying.

In the same way a change in equilibrium may occur when the centrifuge is stopped.

The specimen thickness has an influence on the results, cf eq (7). Hence it must not exceed 5 mm.

Ksentzhek et al /16/ have refined the centrifugal method considerably. In their method consideration can also be taken to distribution of liquid throughout the specimen thickness. Besides the method is fastened up considerably. Only desorption curves can be obtained however.
The authors use a cuvett as specimen support. Fig 9. Hence the specimen is not in direct contact with a water column as in fig 8. The water displaced from the specimen at centrifugation is collected in the cuvette where it is measured after stopping the centrifuge. It can also be measured during the run in a very elegant way. The specimen is impregnated with an electrically conducting liquid. The amount of liquid entering the ring-formed cuvette is measured by the electric resistance between two platinum electrodes.

Since the specimen thickness is small the acceleration can be assumed to be the same in all cross-sections of the specimen.

All pores are assumed to be cylindrical and parallel to the radius of rotation.

At saturation all pores are completely filled. When the centrifugal acceleration is increased the capillary rise in the coarsest pore is gradually decreased according to eq (10).

A certain acceleration corresponds to a certain pore radius, \( r_n \), where the capillary rise \( h \) is equal to the specimen thickness, \( H \).

The radius \( r_n \) is obtained from eq (10)

\[
2 \cdot \pi \cdot r_n \cdot \cos \alpha = \frac{p \cdot n \cdot g \cdot H}{2 \cdot \pi \cdot r_n \cdot \cos \alpha} \tag{16}
\]

Pores of radius \( r > r_n \) are partly filled to an extent obtained from eq (10).

However the authors show theoretically that the pore-size distribution function, \( f(r) \), is independent on the thickness of the specimen.

\[
f(r) = \left( \frac{r}{r_n} \right) \frac{d^2 e_d}{dr^2} \tag{17}
\]

where \( e_d \) is the pore-volume and \( e_n \) is the liquid retained in the specimen at a certain acceleration.

Hence by determination of \( e_n \) at a certain acceleration, \( n \cdot g \), as function of the pore-radius, \( r_n \), calculated from eq (16), the pore-size distribution can easily determined by eq (17) for instance by use of a simple graphical method.

The method has been compared to mercury porosimeter. The agreement was satisfactory.
3 PENETRATION OF WETTING LIQUIDS

The pore-size distribution can also be determined by measurements of penetration of liquids in a porous specimen.

The connection between time and capillary rise at a capillary uptake of liquid in a straight cylindrical capillary is at laminar flow

\[ t = \frac{2\cdot c_o \cdot t^2}{\pi^4 \cdot r^4 \cdot \cos \theta} \]  

(18)

Hence by measurements of time, \( t \), and dept of penetration, \( l \), the pore-size can be determined.

This model can also be applied to a porous material in which case a pore-size distribution can be evaluated. The complications at application to real materials are:

- The pores are not straight cylinders but each capillary has a random variation of pore radius along its axis.
- The pores have an axial "tortuosity" or "meandering".
- The pores are interconnected.
- The method is accompanied by difficulties of measurements of penetration.

Astbury /2, 3/ has elaborated a method where consideration is taken all complications listed above except the interconnection of individual pores.

The pore model is shown in fig 10. Its main characteristics are:

- All pores are geometrically alike. However they differ in size.
- All pores are meandering. Their tortuosity (effective length) is \( \beta \cdot H \) where \( \beta > 1 \) and \( H \) is the thickness of the specimen. (In his work /2/ Astbury assumes all pores to be straight).
- All pores are cylindrical. The radius is varying along the pore axis.
- The appearance of radius variation is the same in all random pore sectors.
- The pore-walls are completely wettened by the fluid and Hagen-Poiseulle's law is valid.

The principle of the apparatus is shown in fig 11. The dried prismatic specimen is placed in a plastics box. The outer surface of the specimen is painted with a silver paint which creates a porous electrode. Another electrode is placed in the box. The resistivity of the specimen is measured after which an electrolyte (eg decinormal aqueous solution of CaCl\(_2\) or K\(_2\)SO\(_4\)) is introduced into the box. According to eq (18) the rate of capillary rise is higher the coarser the capillary. Hence when the electrolyte in the coarsest connection through the specimen has reached the silver electrode the resistivity is changed. A curve conductance-time is obtained.
The amount of electrolyte absorbed is measured by maintaining the electrolyte at a fixed level by filling from a burette. The measurements are going on until steady a state is reached. The apparatus is shown more in detail in Astbury /3/.

If all capillaries were straight cylinders it would be possible to calculate the pore-size distribution from eq (18) and the conductance time curve. However Astbury /2/ shows that this assumption is erroneous. Instead he evaluates a pore-size distribution from his own pore model. The basis of calculation is three theoretical expressions (eqs 19, 21, 22) describing the pore model.

The first expression is the time to fill a single capillary

\[ t = \frac{2\mu \varepsilon (\varepsilon \cdot H)^2}{k_1 \pi a^4} - k_3 - k_4 \quad (19) \]

Where \( k_1 = \bar{\zeta} \) (mean value of \( \zeta \))

\( a \) is the smallest radius in the pore and \( \zeta \cdot a \) is the radius of the pore at a certain point. The largest radius in the pore is \( X_a \). The constants \( k_3 \) and \( k_4 \) can be quite large for some materials which explains why eq (18) is inapplicable.

The second expression is the total accessible pore volume of the specimen;

\[ c = \frac{2\mu \varepsilon (\varepsilon \cdot H)^2}{k_2 \pi a^2} \cdot f(a) \cdot da \quad (21) \]

\( f(a) \cdot da \) is the number of pores with smallest radii between \( a \) and \( a + da \). Thus it expresses the distribution of smallest accessible radii.

The third expression is the permeability at saturation which is according to Hagen Poiseulle's law

\[ B = \frac{2\mu}{\varepsilon (\varepsilon \cdot H)^2} \cdot \frac{1}{k_1} \cdot f(a) \cdot da \quad (22) \]

Thus the needed measurements are two
- The time function of capillary uptake of liquid.
- The permeability.

As mentioned earlier all measurements are made as conductivity measurements. Eqs (19), (21) and (22) must therefore be transformed to measured quantities.

\( dC \) is the contribution to electrical conductivity by the pores with smallest radii within interval \( da \); then it is valid.
Now the conductance-time curve can be transformed to a distribution of smallest accessible radii through eq (24), Astbury /2/.
\[ \int f(a) \, da = \frac{(b - H) \cdot k_2 \cdot 2 \cdot c \cdot a^2}{k_I^2} \cdot f(a) \, da \]
(24)

where \( D = t \cdot a = \frac{2 \cdot a \cdot (b - H)^2}{k_2 \cdot k_3 \cdot k_4} \)
(19)

Eq (21) can be transformed to, Astbury /3/;
\[ c \cdot t \cdot R_t = (b - H)^2 \cdot k_2 \cdot k_3 \cdot k_4 \]
(25)

where \( c_t \) is the amount of liquid absorbed at a certain stage.

And eq (22) transformed to, Astbury /3/;
\[ B_t = \frac{k_2 \cdot 2 \cdot c \cdot a}{k_3 \cdot k_4} \cdot \frac{1}{k_2} \cdot d_i \]
(26)

where \( B_t \) is the permeability at a certain stage.

By use of eqs (24), (25) and (26) it is now possible to solve the values of \( \theta \) (tortuosity), \( X \) (ratio of smallest and coarsest part of capillary), \( f(a) \, da \) (distribution of smallest accessible radii) and \( X \) (ratio of coarsest and smallest part of a capillary which gives the distribution of coarsest accessible radii).

It is however at first necessary to evaluate the \( k \)-factors which depend on the way in which the radial variations are distributed along the capillary.

Astbury /3/ suggests a rectangular distribution, which means that any radius between \( a \) and \( X \cdot a \) (smallest and largest radius) is equally probable.

Then \( k_i \) is only dependent on the value of \( X \);
\[ k_i = \frac{(X^{i+1} - 1)}{(X^{i})^{1/2}} \]
(27)

The extreme pore radius \( X \cdot a \) can now be obtained from eq (25) after insertion of eq (27).
\[ X \cdot a = \frac{3 \cdot c \cdot R_t}{(b - H)^2} \cdot a \]
(28)

with the pore shape indicated above.
The extreme pore radius $a$ can be obtained if eq (25) is inserted in eq (19).

$$a = \frac{2^{3/4} c \cdot e \cdot R}{k_3 \cdot k} \cdot t_1$$

(29)

or

$$a = \frac{1}{2} \cdot \frac{\mu \cdot c \cdot e \cdot R}{k_3 \cdot k} \cdot t_1$$

(30)

with the pore shape indicated above. $t_1$ is the time at steady state.

Tortuosity $e$ is obtained from eq (26).

The evaluation of parameters is discussed more in detail in /3/.

The distribution of extreme pore radii are then calculated from eq (24).

The result is two radii distributions which constitutes on area within which the real pore-size distribution is situated, see fig 12.

The real pore-size distribution can now be calculated. All pores with a radius less than $r$ will contain all pores with smallest radius, $a$, less than $r/X$ and a certain fraction of pores with mean radius between $r/X$ and $r$. This fraction is $/3/:

$$fr = \frac{1}{X^n - 1} \cdot \frac{1}{t_1} \cdot \frac{r^3 - a^3}{a^3} \cdot d_i$$

(31)

The principle of obtaining the real pore-size distribution is shown in fig 13. The real pore-size distribution lies closer to the curve $X^n a$ than to a which is reasonable since the coarser pores represent more pore volume.

It is of course also possible to calculate the specific surface from the same measurements.

The method is applicable to pore radii down to $0.05\mu$ according to Astbury /3/.

The method has been compared with water expulsion method and mercury porosimeter by Astbury /2, 3/ and Clements & Vyse /8/.

In general it indicates a coarser pore-size distribution than do the other methods. This is logical since in the other two methods the pore-size is determined by the most narrow passage into the pore.

It is interesting to notice that the mercury porosimeter distribution often agrees very well with Astbury's distribution of smallest accessible radii /3/. Astbury's method on the other hand, gives a more true pore-size
distribution since "radial tortuosity" is considered.

Astbury writes: "The present model is no easier to accept than others which have proceeded it. It does, however, introduce a new dimension into the problem and it does predict the existence of large cavities not shown by the water-exulsion and mercury-penetration models."

The penetration of the water front can also be detected by other methods, for instance by radioisotopes, Gémesi /13/.

4 DISPLACEMENT METHODS

4.1 Introduction

Eq (1) also indicates the pressure needed in order to displace the liquid in a cylindrical capillary by another liquid or a gas.

\[ \Delta p = \frac{-2 \gamma \cos \theta}{r} \quad (1) \]

Hence the pore-size distribution can be obtained by successive displacement of liquid from a saturated material.

This is the basis of the so called displacement methods.

Normally the medium used for displacement is a gas (air) but it is also possible to use a liquid which is nonmiscible with the liquid in the pores.

The flow must be uni-directional. Hence the faces of the specimen parallel to the flow must be sealed.

The method is especially suitable for indicating anisotropy of the pore system. This can be done by determination of pore-size distributions in three perpendicular directions of the same specimen.

The displacement methods are by nature desorption methods only.

4.2 Static methods

Clements & Vyse /8/ report a method where water is expelled by air from an initially saturated specimen.

The amount of water expelled after each increase in air-pressure is measured by weighing. The apparatus is shown in fig 14.

The method is compared to determination by mercury porosimeter. The two methods give roughly similar results in the pore diameter range 20–85\(\mu\), when applied to refractories.
However the mercury porosimeter underestimates the amount of pores <20µ. This is certainly an effect of hysteresis wetting-drying. Hence the two methods supplement each other.

The authors also discuss the effect of time of blow on the pore-size distribution. "Since the rate of water movement through a pore is infinitely small when the applied pressure is just equal to the surface tension force, water will exude from a test specimen for infinite time".

The authors find the time of blow 1 minute to give an error in pore radius of as much as 0.3µ for a specimen 2.5 cm thick. The effect of time of blow has been theoretically studied by Manegold et al /18/. Some experimental data are shown in fig 20.

4.3 Dynamic methods

The amount of fluid expelled from the specimen and thus the pore-size distribution can also be obtained indirectly by measurements of change in permeability.

Such methods have been suggested and described by Erbe /11/, Grabar & Nikitina /14/, Manegold et al /18/, Zagar /27, 28, 29/, Schwiete & Ludwig /23/, Alviset & Liger /1/ and Ohnemüller /20/.

The methods can be divided in two groups:
- The displacement medium is a liquid
- The displacement medium is a gas

Since the calculation of pore-sizes is based upon data of permeability the structure of the pore-system has a great effect on the resulting pore-size distribution. A comprehensive discussion of permeability of porous materials together with 134 literature references is provided by Timofeev /25/.

4.3.1 Displacement liquid - liquid

The method is described in detail by Manegold et al /18/.

The principle is simple. Consider a material with parallel cylindrical capillaries of three separate sizes, radii \( r_1 > r_2 > r_3 \). The material is saturated with a liquid. This liquid will be displaced by another liquid. The two liquids are non mixable. Suitable liquids are for instance water-isobutylalkohol or water-methyl-isobutylalkohol (Manegold et al /18/).
A hypothetical diagram flow rate-pressure is shown in fig 15. The pressure of the displacement medium is gradually increased. The permeability is zero until a pressure \( \Delta p_1 \) corresponding to pore radius \( r_1 \) according to eq (1) is reached. Then the pores of radius \( r_1 \) are emptied and there is a "sudden" increase in permeability. Then the coefficient of permeability is constant until the pressure \( \Delta p_2 \) corresponding to pores of radius \( r_2 \) are reached and there is a new sudden increase in permeability and so on.

Between each jump in permeability the connection flow rate-pressure is a line through origo. The slope of the line or coefficient of permeability is determined by Hagen-Poiseulle's law

\[ v = \frac{r_1^4 \cdot \pi \cdot R_1}{8 \cdot H \cdot \mu} \cdot \Delta p \]  

or

\[ v = B_1 \cdot \Delta p \]  

In a real material the pores are of all sizes and certainly not parallel! Therefore a continuous curve will be obtained.

Fig 16 shows an example of a real curve. It has a typical S-shape. At high pressures the curve is linear and parallel to the curve of an initially dry material. The point where this line begins corresponds to the smallest permeable capillary and the intersection with the \( \Delta p \)-axis corresponds to the coarsest permeable pore.

The real curve can be transformed to a step-formed curve according to the figure. The coefficient of permeability at each step is calculated from the slope of a line from origo to the actual point of the curve. The pores are divided in pressure classes \( \Delta p_1 \rightarrow \Delta p_{i+1} \) etc.

By transforming the pressure into a radius according to eq (1) the amount of pores of each size class \( r_i \rightarrow r_{i+1} \) etc can be calculated from the coefficients of permeability. If all pores are assumed to be cylindrical, parallel to the flow and as long as the specimen thickness eq (34) can be used for calculation of cumulative pore size distribution. It is assumed that the difference \( r_i - r_{i+1} \) is small.

\[ \frac{1}{2} \cdot \varepsilon_i = \frac{1}{2} \cdot \frac{B_1 \cdot \pi \cdot H^2}{r_i^2} \]  

(34)
The calculation starts with the coarsest pore. The amount of pores of
class \( r_i - r_{i+1} \) can also be obtained from the change of the slope of the
line between segments \( r_i - r_{i-1} \) and \( r_i - r_{i+1} \). This change is \( B_i - B_{i-1} \)
and the amount of pores are when the intervals \( r_i - r_{i+1} \) is small;
\[
\varepsilon_i = \frac{(B_i - B_{i-1})B - uH^2}{r_i^2}
\] (35)

The foregoing discussion implies that the interface liquid-liquid has
penetrated the entire pore. During the penetrating period the coefficient
of permeability is determined by viscosities of both liquids. Reliable
measurements can not be made until this first period has passed. Manegold
et al /18/ give comprehensive information on the length of the "waiting
period" which can be very long in the case of long capillaries and low
pressures. Hence even at a constant pressure difference across the speci­
men the flow rate is never quite constant. It will only approach a limi­
ting value asymptotically. The significance of this phenomenon is dis­
cussed in detail by Manegold et al /18/. c.f. Experimental data at
displacement water-air. Fig 20. An apparatus is shown in fig 17.

4.3.2 Displacement liquid-gas

Normally water is expelled by air. If the displaced water is removed
from the specimen surface the curve flow rate-pressure will be of the
same type as when a liquid is displaced by a liquid. This is a S-shaped
curve. At high pressures the curve is a line intersecting origo. See
fig 16.

However if the free specimen surface is covered by a layer of water the
flow rate-pressure curve will have another shape, viz the air cannot
leave the specimen until a bubble can be formed at the end of the capil­
lary. The air pressure in the bubble necessary is obtained from eq (1)
\[
\Delta P_B = \frac{2\sigma_{lg}\cos\theta}{r}
\]
(1)

This pressure is the same as that necessary in displacing the liquid
from the pore. Consider the same material as in fig 15.

The specimen is completely sealed by the water until the pressure \( \Delta P_1 \) is
reached. At a pressure \( \Delta P = \Delta P_1 \) air flows through the pore of radius \( r_1 \).
However because of the necessary bubble pressure \( \Delta P_B \) the flow rate-pres­
sure line intersects the pressure axis at \( \Delta P = \Delta P_1 \).
When the pressure is increased further until $\Delta P = \Delta P_2$, air begins to flow even through the capillaries with radius $r_2$. The line flow rate-pressure through those capillaries intersect the pressure axis at $\Delta P = \Delta P_2$. When the flows in both types of capillaries are added the result is an abrupt increase in slope at $\Delta P = \Delta P_2$. Fig 16.

The result of a test will be a curve which is concave. See Fig 19. At $\Delta P = \Delta P_{\text{MAX}}$ the curve will be linear. The slope of the line is equal to the air permeability of a dry specimen.

$\Delta P = \Delta P_{\text{MAX}}$ corresponds to the smallest permeable pore while $\Delta P = \Delta P_{\text{MIN}}$ (intersection with the $\Delta P$-axis) corresponds to the coarsest permeable pore.

The intersection of the linear part of the curve ($\Delta P = \Delta P_{\text{MAX}}$) on the $\Delta P$-axis signifies an "equivalent pore-size", Žagar /27/.

Žagar /28/ makes a profound discussion of the method. The author shows theoretically that $r_{\text{min}}$ is equal to the "effective pore radius", $r_{\text{eff}}$, which in turn is a pore radius that in a hypothetical equal-pore-sized material gives the same permeability as in the real material when consideration is taken to the fact that only a part, $\epsilon_{\text{eff}}$, of the total porosity, $\epsilon$, is permeable.

By this derivation the author also gives possibilities of a characterization of the pore system. So for instance, permeable and non permeable porosities, "pore shape factor" and effective pore length can be calculated.

The calculation of pore-size distribution from the flow rate-pressure curve can be made graphically, Žagar /28/ or analytically, Alviset & Liger /1/.

A short review of the analytical method is given below. The principle is essentially the same as that given on page 20 for calculation from liquid-liquid displacement.

The curve is divided in segments, Fig 19. Consider the interval $\Delta P_i; r_i$ to $\Delta P_{i+1}; r_{i+1}$. The equivalent radius ($r_i^{\text{eq}}$) is obtained at the intersection of tangents to the curve in points $i$ and $i+1$. The contribution of the pores of size ($r_i^{\text{eq}}$) to permeability is determined from the change in slope of the two tangents.

It is now possible to calculate the pore-volumes of pores of different
sizes. In this calculation it can be necessary to take even molecular slip flow (Knudsen flow) into consideration. This is essential at pores <1 μ.

Hagen-Poiseuille’s law corrected for slip takes the form

\[ v = \frac{\pi r^4 H}{8 \mu \rho H} \cdot \frac{P}{P_0} \cdot \Delta P (1 + \frac{2\xi}{r}) \]  

(36)

Where \( \xi \) is the coefficient of slip. This coefficient is dependent on the gas used, its pressure and temperature since it is \( \frac{2}{3} \) of the mean free path of gas molecules. Timofeev /25/ gives further information of the value of \( \xi \). Eq (36) shows that the slip correction is considerable when the pores are small.

The factor \( P/P_0 \) is introduced to correct for change in density of the gas within the capillary

\[ P = P_0 + \frac{2\rho}{2} \]  

(37)

The coefficient of permeability in a small interval \( r_i - r_{i+1} \) can now be expressed

\[ B_i = \frac{\pi r_i^4 N_i}{8 \mu \rho H} \cdot \frac{P_i}{P_0} (1 + \frac{2\xi}{r_i}) \]  

(38)

If all capillaries are cylindrical and have a length equal to the thickness of the specimen, the number of capillaries \( N_i \) can be changed to a pore-volume \( \epsilon_i \)

\[ N_i = \epsilon_i \]  

(39)

\( B_i \) is measured from the curve as the slope of the tangent in point \( i \), \( r_i \), is calculated from eq (1). Hence the cumulative pore-size distribution, \( \epsilon \frac{1}{r_0} \), can be calculated by insertion of eq (39) in eq (38).

\[ \frac{1}{\epsilon_0} \frac{1}{r_0} \epsilon_i = \frac{1}{\epsilon_0} \frac{1}{r_0} \epsilon_1 \cdot \frac{B_i}{8 \mu H^2} \cdot \frac{P_i}{P_0} \cdot \frac{1}{(1 + \frac{2\xi}{r_i})} \]  

(40)

The amount of pore volume, \( \epsilon_i \), with pore radius \( r_i \) can be calculated by insertion in eq (38) the difference in slope of the tangents in points \( i \) and \( i+1 \).
Hence:

\[
\varepsilon_1 = \left( B_{i+1} - B_i \right) \frac{B_{i+1}^2}{(r_{12})_{\text{equ}}} \cdot \frac{P_0}{P_1} \cdot \frac{1}{\left( \frac{r_{i1}}{r_{12}} \right)^{\text{equ}}} \quad (41)
\]

Žagar /28/ takes no consideration to Knudsen flow in his graphical treatment which can be reasonable as long as the measured pores are relatively coarse. Besides the effect on flow rate of change in density of the gas is neglected by both Žagar /28/ and Alviset & Liger /1/.

Žagar /28/, /29/ discuss reproducibility and effect of thickness of specimen. The reproducibility was satisfactory. The measured \( r_{\text{min}} \) was smaller the thinner the specimens. However the effect was less than 4%.

The waiting period before reliable measurements can be made is determined theoretically by Manegold et al /18/. They found that the waiting period in displacement of water by air is considerably shorter than at displacement liquid-liquid which depends on the high surface tension. On the other hand the high surface tension water-air makes the pressures needed very high. The author of this contribution has made own experiments in order to find out absolute values on the waiting period. Some results are shown in fig 20. The material is a well burnt clay brick with thickness 30 mm and surface area 30 cm\(^2\).

Normally the pressure difference, \( \Delta P \), is increased without relief of the earlier pressure difference. Despite this a reasonable waiting period at low pressures might be as long as half an hour, shorter at higher pressures. Equilibrium conditions are not assured even after 2 hours.

In three cases the earlier pressure was relieved for some hours before appliance of the new pressure (broken lines). In these cases the waiting periods are very long. This method must therefore be refrained from.

The fact that the waiting times are quite large means, that it takes a long time to obtain a complete curve. This is a disadvantage of the method.

The author has also made experiments in order to find out the effect of degree of saturation of the specimen. Some results for the clay brick mentioned above are shown in fig 21. Such experiments make it possible to find out in which pores water is located at different degrees of saturation. This is an advantage of the method.
Apparatus are described by Zagar /27/, Schwiete & Ludwig /23/ and Alviset & Liger /1/. An apparatus built at our institution is shown in fig 22, Fagerlund /12/. The principles of measurements are described by Zagar /27/. The specimen holder is however adopted to angular specimens. Besides the apparatus can be used for pure permeability measurements of liquid or gas.
SYMBOLS

- **B** permeability (slope of flow rate-pressure line) \( \text{m}^4 \cdot \text{s} \cdot \text{kPa}^{-1} \)
- **B_t** permeability at time \( t \) \( \text{m}^4 \cdot \text{s} \cdot \text{kPa}^{-1} \)
- **C** conductance between electrodes \( \Omega^{-1} \)
- **D** defined in eq (19)
- **H** thickness of specimen parallel to flow (m)
- **M** molecular weight (kg/k mole)
- **N** number of capillaries
- **P_0** pressure under which the volume of the penetrating gas is measured eq (36) \( (\text{N/m}^2) \)
- **F** mean pressure across a specimen, eq (37) \( (\text{N/m}^2) \)
- **R** gas constant \( \text{J/K} \cdot \text{ mole} \)
- **R_t** electrical resistance of specimen at time \( t \) (ohm)
- **R_{st}** resistance in steady state (ohm)
- **R_1** and **R_2** distance from center of rotation at centrifugation, eq (13), fig 8 (m)
- **T** absolute temperature \( (^\circ \text{K}) \)
- **X** ratio of maximum and minimum radius of one capillary
- **V** voltage across specimen (V)
- **W** capillary potential eq (7) \( (\text{N/m}) \)
- **Z** vacuum read on a Hg-Manometer (m Hg)
- **a** minimum pore radius of one capillary (m)
- **c** conductivity of electrolyte \( \Omega^{-1} \cdot \text{m}^{-1} \)
- **f(a)** distribution function of smallest assessible radii of capillaries
- **f_r** fraction of pores with mean radius between \( r/X \) and \( r \), eq (31)
- **g** gravitational constant \( (\text{m/s}^2) \)
h  capillary rise (m)

\( i_t \) current through specimen at time t (A)

\( k_2, k_3, k_4 \), \( k_{2-3}, k_{2-4} \) mean values of different powers of \( \xi \), eqs (20), (27)

\( l \) depth of penetration, eq (18) (m)

\( n \) centrifugal acceleration divided by \( g \) (gravitational constant)

\( p \) vapour pressure (N/m²)

\( p_s \) vapour pressure at saturation (N/m²)

\( p/p_s \) relative vapour pressure

\( p_F \) Briggian logarithm of the possible capillary rise of water in a porous material expressed in eq (6)

\( r \) pore radius (m)

\( r_1, r_2 \) principal radii of meniscus (m)

\( t \) time (s)

\( v \) flow rate (m³/s)

\( x \) vertical distance from the meniscus to a point in a capillary eq (7) (m)

\( z \) distance between free water surface and upper surface of the porous plate in suction methods (m)

\( \alpha \) tortuosity of a capillary. Fig 10.

\( \Delta P \) pressure difference across a specimen eq (32) (N/m²)

\( \Delta P \) pressure difference across a curved interface (N/m²)

\( \Delta P_B \) pressure needed in order to create a gas bubble of radius \( r \) in a liquid (N/m²)

\( \varepsilon \) volume of accessible pores (m³)

\( \varepsilon_0 \) pore volume (m³)

\( \varepsilon_4 \) volume of pores of size \( r_4, r_4 + \Delta r_4 \) (m³)
\( \varepsilon_n \)  
volume of liquid-filled pores \((m^3)\)

\( \varepsilon_t \)  
porosity filled with liquid at time \(t\)

\( \rho \)  
density of fluid rising in a capillary, eq (2) \((\text{Kg/m}^3)\)

\( \rho_0 \)  
density of displaced medium at capillary rise, eq (2) \((\text{Kg/m}^3)\)

\( \sigma_{ij} \)  
surface tension between substance \(i\) and \(j\) \((\text{N/m})\)

\( \theta \)  
contact angle

\( \mu \)  
viscosity of penetrating fluid, eq (18) \((\text{Ns/m}^2)\)

\( \zeta \)  
ratio of actual pore radius in the capillary and minimum pore radius of the same capillary

\( \zeta \)  
coefficient of slip \((\text{m})\)

\( \omega \)  
angular velocity at centrifugation \(\left(\text{radians/s}\right)\)
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FIG 1 Suction-water content curve for spruce at 20°C. /21/.
FIG 2 Schematic structure of spruce.

FIG 3 Suction apparatus. Range pH1-pF3. /9/.
FIG 4 Suction apparatus. Range pF0-pF 1 & 2. /9/.


FIG 6 Modified suction apparatus for rapid measurements. pF 0-3; /9/.
FIG 7 Pressure membrane apparatus. /21/.

FIG 8 Centrifuge according to Cronzy et al. /9/.
FIG 9 Specimen cell for investigating pore-size distribution by centrifugal method. /16/.

FIG 10 Astbury's pore model. /3/.

FIG 11 Principle of apparatus according to Astbury. /2/.
FIG 12 Distribution of smallest and coarsest accessible radii. /3/.

FIG 13 Real pore size distribution and distribution of smallest and coarsest accessible radii. /3/.

FIG 14 Holder for static water-expulsion method. /8/.
FIG 15 Flow rate-pressure curve at displacement liquid-liquid in a material with three pores of different size.

FIG 16 Flow rate-pressure curve at displacement liquid-liquid in a real material.
FIG 17 Apparatus for displacement liquid-liquid. /18/.
Flow through capillaries of radius $r$, $r_r$, $r_r^2$, $r_r^3$.

**FIG 18** Flow rate-pressure curve at displacement liquid-gas in a material with three pores of different size.

**FIG 19** Flow rate-pressure curve at displacement liquid-gas in a real material.
Flow rate = constant permeability

- Continous increase in pressure
- Earlier pressure, ΔP, relieved before applying new pressure

FIG 20 Effect on permeability of waiting-time at water-air displacement.
Clay brick, size 30 cm², thickness 30 mm.
FIG 27 Effect of degree of saturation before test on flow-pressure curves.
 FIG 22 Apparatus for displacement water-air. /12/

1. Compressed dried air
2. Pressure regulators
3. H₂O manometer
4. Hg manometer
5. Precision manometer 0-4x10⁵ N/m²
6. Four ways valve
7. Containers for eventual liquid
8. Specimen holder: Stainless steel (See below)
9. Funnel for water-filling
10. Isolated methanol filled container
11. Piston for lifting and lowering container
12. Burette 0-20 cm³
13. Burette 0-100 cm³
14. H₂O-manometer
15. Flow meters, two different ranges

6 screws for lightning
6 screws for fastening of lid

Lid of PMMA partly covered by a plate of stainless steel
Wedges of stainless steel
Bottom of PMMA

Rubber packing o-ring Box of stainless steel
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INTRODUCTION

Capillary condensed water in the pore system of a porous material has been found to have the same freezing characteristics as ordinary water; for instance a 9% increase in volume at transition to ice. This follows from the fact that at subfreezing temperatures "capillary condensation and menisci theories are operative and that a solid meniscus exist", Feldman /4/.

Hence there must be a connection between the pore water pressure and the freezing point depression of the pore water. Consequently the freezing point depression is a function of the pore radius, since there also exists a connection between pore water pressure and pore radius; This connection can be expressed as in eq (1)

\[ \Delta P_{1g} = -2 \cdot \sigma \cdot g \cdot \cos \theta \cdot \frac{P}{\rho_{fg}} \]  

By measurements of the non-freezable water content at different temperatures it is therefore possible to calculate the pore-size distribution.

The determination of non-freezable water contents can also be made indirectly from the sorption isotherm or moisture equilibrium curve (=equilibrium moisture content as function of capillary rise or suction, pF). viz there exist connections between pore water pressure and relative vapour pressure or suction; eq (2)

\[ \Delta P_{1g} = - \rho_{f} \cdot g \cdot h \cdot R \cdot T \cdot \ln \left( \frac{P}{P_{f}} \right) \]  

The expressions (1) and (2) are discussed somewhat more extensively in the contribution about suction porosimetry.

Determination of pore-size distribution from freezing point depressions is a method which is relatively unexploited. Any commercially manufactured apparatus are not available as far as we know.

2 THEORETICAL BACKGROUND

2.1 Theoretical expressions

The internal pressure of a small spherical crystal immersed in its own melt is according to eq (1)

\[ \Delta P_{s1} = \frac{2 \cdot \sigma_{s1} \cdot \rho_{s1}}{P_{s1}} \]  

\[ \frac{P}{\rho_{fg}} \]
On basis of eq (3) the following expression can be derived for the equilibrium of the spherical crystal in its own melt. See for instance Sill & Skapski /18/

\[ \frac{\Delta T}{T_0} = \frac{2\sigma_{1}H}{\rho_{s} \cdot \Delta H} \cdot \frac{1}{\gamma} \]  

(4)

Williams /23/ derive the following somewhat different expression for the freezing point of a crystal. A similar expression is stated by Helmuth /7/

\[ \ln \frac{T_0 - \Delta T}{T_0} = -\sigma_{1} \frac{H}{\rho_{s} \cdot \Delta H} \cdot \frac{1}{\gamma} \]  

(5)

where \( \gamma \) is a shape factor that adopts values between 1.1 < \( \gamma \) < 1.3 for different crystal shapes.

Eq (5) is supposed to be valid over a greater temperature span than eq (4). At small freezing point depressions they coincide.

Blachere & Young /2/ add a term to eq (4) where consideration is taken to the occurrence of a liquid-vapour interface. The influence is expressed in terms of a relative humidity of the pore water

\[ \Delta T = \frac{2\sigma_{1}H}{\rho_{s} \cdot \Delta H \cdot \rho_{v}} - \frac{R \cdot T}{\Delta S_{f}} \left( 1 - \frac{\rho_{v}}{\rho_{s}} \right) \ln \left( \frac{\rho_{v}}{\rho_{s}} \right) \]  

(6)

Since \( \rho_{v} / \rho_{s} < 1 \), an interface water-vapour evidently increases the freezing point. This depends on tensile stresses in the water decreasing the pressure in the ice crystal.

The second term is small compared to the first (\( ^{5}9 \% \) of \( \Delta T /2 \)) and almost constant with temperature.

Williams /23/ on the other hand takes consideration to the occurrence of a solid-gas meniscus which seems more reasonable than the water-gas meniscus. The general equation for freezing point depression then gets the form

\[ \ln \frac{T_0 - \Delta T}{T_0} = -\sigma_{1} \frac{H}{\rho_{s} \cdot \Delta H} \cdot \frac{1}{\gamma} + \frac{1}{\rho_{v}} - \frac{1}{\rho_{s}} \left( 1 - \frac{1}{\rho_{s}} \right) \frac{2\sigma_{s}H}{\Delta H} \cdot \frac{1}{\gamma_{s}} \]  

(7)

Since \( \gamma_{s} = \gamma \) an interface solid gas decreases the freezing point. This is an effect of an extra pressure in the ice crystal caused by the interface ice-gas. If the sample is completely saturated \( \rho_{s} = \gamma \) and the second term is equal to 0. If the sample is not completely saturated the first
ice formed creates solid menisci within the specimen. In this case the second term in eq (7) must be considered.

By combination of eq (3) for the internal pressure in the ice crystal and eq (5) or (4) for freezing point depression, it is possible to calculate the following connection between pressure in the ice and the freezing point

\[
\Delta p_{\text{sl}} = \frac{\Delta H}{R} \cdot s_i \cdot \ln\left(\frac{T_0 - \Delta T}{T_0}\right) - \frac{\Delta H}{R} \cdot s_i \cdot \frac{\Delta T}{T_0}
\]  

(8)

Where the second term is valid at temperatures around 0°C. This equation indicates that the ice is under hydrostatic pressure.

Schofield /16/ assumed that the ice first formed was under ordinary atmospheric pressure while the water was under reduced pressure as indicated by eq (1). This assumption leads to eq (9)

\[
\Delta p_{\text{lg}} = -\frac{\Delta H}{R} \cdot \frac{\Delta T}{T_0} \cdot s_i
\]  

(9)

This equation is normally expressed in terms of "suction" by insertion of eq (2) for the pressure difference \(\Delta p_{\text{lg}}\)

\[
h = \frac{\Delta h}{g} \cdot \frac{\Delta T}{T_0}
\]  

(10)

Several investigators, for instance Schofield & da Costa /17/ and Williams /23/, have proved experimentally that eq (10) is valid for the initial freezing points for different soil samples with various moisture contents. The fact that eq (10) is applicable indicates that "the equilibrium freezing temperature associated with a particular (unfrozen) water content is not greatly affected, if at all, by the amount of ice (formed at higher temperatures) already present", and "that the unfrozen water content for a soil at a given negative temperature is independent of the total (water and ice moisture content (so long of course, as the total moisture content is not less than the appropriate unfrozen water content", (Williams /23/).

As mentioned earlier the equation gives the freezing point depression for water in contact with ice under atmospheric pressure. This is a connection which can be assumed to be valid for a granular material where the ice often is formed in ice lenses considerably larger than the pores. In this case the radius of the ice crystal is large and the ice pressure is almost equal to the atmospheric.
For a solid material the size of ice bodies are limited by the width of the pores since an ice lens could not be formed. In this case eqs (3)-(8) ought to be valid.

Kubelka /9/ discuss however the possibility of not using $a_{s_1}$ and $p_8$ in those equations at calculation of freezing point depressions in porous inert materials but instead the values $a_{s_1}$ and $p_8$. This would mean considerably greater freezingpoint depressions than those predicted by eqs (4, 5, 6, 7). viz $a_{s_1} < a_{s_1}$. The following values have been published

\[ a_{s_1} = 75.64(1 + 1.84 \cdot 10^{-3} - 0.40 \cdot 10^{-6}) \cdot 10^{-3} \]  
\[ a_{s_1} = 30.5(1 - 0.93 \cdot 10^{-2} \cdot \Delta T) \cdot 10^{-3} \]  
\[ a_{s_1} = 40 \cdot 10^{-3} \]  

Eqs (4) and (5) are now changed to eq (14)

\[ \frac{\Delta T}{T_0} = \ln \frac{T_0 - \Delta T}{T_0} = \frac{2 \cdot \rho_1 \cdot \rho_1}{M_1} \cdot \frac{1}{R} \]  

By insertion of eqs (1) and (2) in eq (14) Shofield's eq (9) is obtained. This means that Kubelka /9/ takes over the assumptions made by Schofield and apply them even to a solid porous material.

This is justified by experiments (for cement paste) made by Powers & Brownyard /13/. See below.

Williams /23/ has performed freezing experiments with soils. Some of them are shown in fig 1 together with the two curves eq (5) and (14). The experimental results fall between the two theoretical curves. Blachere & Young /2/ on the other hand have proved the correlation between eq (6) and the mean pore radius of glass powders.

By combination of eq (14) and Kelvin's law for capillary condensation as expressed in eq (2) it is possible to calculate a connection between the freezing point depression of the water in a pore and the relative humidity for capillary condensation in the same pore

\[ \Delta T = -\ln \frac{T_0 - \Delta T}{T_0} = \frac{1}{\mu} \frac{R(T_0 - \Delta T)}{(\Delta H)_{T_0 - \Delta T}} \cdot \ln(p/p_8)_{T_0 - \Delta T} \]  

Where indici $(T_0 - \Delta T)$ indicates the temperature for which $p/p_8$ and $\Delta H$ should be valid.
The freezing point depression can also be calculated from the sorption isotherm determined at another constant temperature $T$. In this case the connection gets the form

$$\frac{\Delta T}{T_0} = \ln \frac{T_0}{T} = -\frac{1}{\mu} \cdot \frac{R(T_0 - \Delta T)}{\left(\frac{\mu}{\Delta H}\right)_{T_0 - \Delta T}} \cdot \frac{(p_1)}{\left(\frac{\mu}{\Delta H}\right)_{T_0 - \Delta T}} \cdot \ln \left(\frac{p}{p_\infty}\right)_{T_0 - \Delta T} \quad (16)$$

An equation like (16) was suggested by Powers & Brownard /13/ at their comparison between non freezeable water content of cement paste and the sorption isotherm.

Eq (5) can also be transformed to a form similar to that of eq (15) by insertion of eqs (1) and (2)

$$\ln \frac{T_0 - \Delta T}{T} = -\frac{1}{\mu} \cdot \frac{R(T_0 - \Delta T)}{\left(\frac{\mu}{\Delta H}\right)_{T_0 - \Delta T}} \cdot \frac{(\Delta H)}{(\Delta S)}_{T_0 - \Delta T} \cdot \ln \left(\frac{p}{p_\infty}\right)_{T_0 - \Delta T} \quad (17)$$

2.2 Semiempirical expressions

In a fine porous material water and ice co-exist in the pore system since evidently a fraction of the water remains unfrozen even at low temperatures. Washburn /21/ has derived an expression for the connection between the vapour pressure of ice, vapour pressure of supercooled bulk water and temperature

$$10 \log \frac{p_1}{p_\infty} = -\frac{1.1469 \cdot \Delta T}{10 - \Delta T} + 1.33 \cdot 10^{-5} (\Delta T)^2 + 9.084 \cdot 10^{-8} (\Delta T)^3 +$$
$$+ 1.08 \cdot 10^{-9} (\Delta T)^4 \quad (18)$$

At the freezing point the evaporable water and the ice are at equilibrium. Hence

$$10 \log \frac{p}{p_\infty} = \text{eq (18)} \quad (19)$$

Washburn's expression is semiempirical since it is based upon empirical data for the specific heats of ice and super-cooled water. Washburn /21/ states however that calculated vapour-pressures according to eq (18) agree extremely well with measured values. At $-16^\circ C$ the difference ($p_1-p_\infty$) between calculated and measured values is only 0.004 mm Hg. Another connection between the vapour-pressure of ice and water and the temperature has been used by Puri et al /15/.

$$-\ln \frac{p_1}{p_\infty} = 0.9686 \cdot 10^{-2} \Delta T - 0.56 \cdot 10^{-6} (\Delta T)^2 + 0.72 \cdot 10^{-8} (\Delta T)^3 \quad (20)$$
And similar to the derivation of eq (19)
\[-\ln \frac{p}{p_s} = \text{eq (20)}\]  
Hence by knowledge of the sorption isotherm it is possible to calculate the amount of non-freezable water at different temperatures not only through eqs (15), (16) or (17) but also through eqs (19) or (21) after adaptation of the isotherm to the actual temperature.

Both eq (19) and (21) can be used for an evaluation of pore-size distribution from freezing point depressions. This is done by combining eq (19) or (21) with Kelvin’s law eq (2).

For instance a combination of eq (19) with eq (2) (and (1)) gives the expression
\[\Gamma_K = \frac{2 \cdot c_{1H} \cdot M}{\rho \cdot R \cdot (10-\Delta T)^{2.303} \cdot \frac{1}{1.389 \cdot 10^{-9} - 1.3 \cdot 10^{-11} (\Delta T)^2 - 9.084 \cdot 10^{-9} (\Delta T)^3 - \frac{1}{10^{-5} \cdot (\Delta T)^{1.08 \cdot 10^{-9}}}}\]  
(22)

At the calculation of pore-size distribution it is also necessary to make corrections for non-freezable water between the ice body in a pore and the pore wall. See 2.4.

2.3 Comparison between different expressions for freezing-point depression

One of the major problems at use of the theoretical expressions in section 2.1 at evaluating freezing point depressions is that little is known about the variation of the heat of fusion with temperature.

The formula for this variation of bulk water is
\[\Delta H = M \left(333700 - \int \left(C_w - C_i\right) \cdot dT\right)\]  
(23)

Only the variation of \(C_i\) with temperature is well known /6/. However if data of \(C_w\) in the range \(0 - -5^\circ C\) is used the following expression is obtained
\[\Delta H = M \left(333700 - \int 2190 \cdot dT\right)\]  
(24)

According to this equation \(\Delta H = 0\) at \(-152^\circ C\). Hence it must be limited to moderate freezing point depressions.
\(\Delta H\) according to eq (24) has been inserted in eqs (15) and (17). Eqs (11) and (12) are used for surface tensions. Then these equations are drawn in fig 2 together with the semiempirical eqs (19) and (21).

Evidently the exact eq (15) (with \(\Delta H\) according to eq (24)) and the semiempirical equations (19) and (21) give approximately the same result down to a freezing-point of \(-30^\circ C\). After that, certain deviations occur, probably depending on different estimations of the heat of fusion at low temperatures.

The approximate eq (15) differs from the exact already at \(-10^\circ C\). The deviations are however relatively small for moderate freezing-point depressions.

Eq (17) based on surface tension solid-liquid gives a freezing-point depression-relative pressure curve quite different from the other equations.

By equaling the theoretical exact equation (15) with the semiempirical equations (19) or (21) it is possible to calculate the heat of fusion on which eq (19) and (21) are based.

A combination of eq (15) with eq (19) gives a heat of fusion

\[\Delta H = M(333700 - 2000\Delta T)\]  

which is approximately the same result as the theoretically derived eq (24).

Powers & Brownyard /13/ used eq (19) at calculation of non-freezable water content in cement-paste. The agreement between measured and calculated values is rather good down to \(-30^\circ C\). See table 1.

<table>
<thead>
<tr>
<th>Temp °C</th>
<th>Non-freezable water-content expressed as number of molecular layers on the internal surface</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
</tr>
<tr>
<td>-12</td>
<td>4,00</td>
</tr>
<tr>
<td>-20</td>
<td>3,70</td>
</tr>
<tr>
<td>-30</td>
<td>3,20</td>
</tr>
</tbody>
</table>
Eqs (15) and (21) will evidently give the same good agreement. The authors used the absorption isotherm at their calculation since they regarded melting of ice in a material a process of absorption, viz the observed non-freezable water contents were determined by melting-experiments.

Probably the correlation between measured and calculated values should have been less satisfactory if the desorption-isotherm had been used as the basis of calculation.

No evidence have been found in literature where an equation of type (17) have proved the same good agreement with experimental data as eqs (15), (19) and (21).

Hence since it is such a good correlation between eq (15) and the semi-empirical eq (19) which in turn has been successfully used by Powers & Brownyard, as mentioned above, it is suggested that the following expressions are used at the calculation of pore-size distribution from freezing-point depressions

\[ r_K = \frac{2 \cdot q_{10}^\alpha}{\rho_1 \cdot \Delta H} \cdot \frac{M}{\ln(\frac{10^6}{\Delta T})} \]  \hspace{1cm} (14')

or for smaller freezing-point depressions

\[ r_K = \frac{2 \cdot q_{10}^\alpha}{\rho_1 \cdot \Delta H} \cdot \frac{T_0}{\Delta T} \]  \hspace{1cm} (14'')

where \( \Delta H \) is obtained from eq (24), \( q_{10} \) from eq (11) and \( \rho_1 \) from eq (26)

\[ \rho_1 = 1000 - 0.26 \cdot \Delta T \]  \hspace{1cm} (26)

A simplified function in the range 0 £ \( \Delta T \) £ 50°C is

\[ r_K = \frac{1}{8.061 \cdot 10^5 \Delta T - 6.12 \cdot 10^4 (\Delta T)^2 + 2 \cdot 10^3 (\Delta T)^3} \]  \hspace{1cm} (27)

The function (14') is shown in figure 3.

2.4 Adsorbed non-freezable water

Water close to the pore-walls does not freeze at normal temperatures. Williams /23/ states that the thickness of this layer on clay particles is about 70 A at temperatures around 0°C. Feldman /4/ gives the value 50 A of the thickness of the adsorbed layer on glass. Loewenstein /11/ reports an adsorbed water film on glass fibres of 25 molecules which is about 77 A. However the thickness ought to diminish rapidly at decreasing temperatures.
At an evaluation of the pore-size distribution consideration must be taken to the thickness of the adsorbed layer. It is assumed that the pore-radius is composed of two parts. See fig 4.

\[ r = t + r_K \]  
\[ r_K \text{ is obtained from eq (14)} \]
\[ t \text{ is obtained from eq (29) (Wheeler /22/)} \]
\[ t = -d \left( \frac{5}{1n P/P_s} \right)^{1/3} \]  
where \( d = 3.5 \times 10^{-10} \) (m)

By using eq (15) it is possible to calculate a connection between the thickness of the adsorbed layer and the freezing-point depression

\[ t = 28.5 \times 10^{-10} \sqrt[3]{\frac{1}{\Delta T}} \]  
(30)

At \( \Delta T = 0.05^\circ C \) \( t = 77 \) Å and at \( \Delta T = 0.1^\circ C \) \( t = 61 \) Å values that are in accordance with the values stated above.

In order to get an idea of the accuracy of eq (30) a comparison is made between the absorption isotherm of cement-gel according to Powers & Brownyard /13/ and eq (30). Cement-gel is a material with extremely small pores.

<table>
<thead>
<tr>
<th>( \Delta T ) (°C)</th>
<th>( P/P_s )</th>
<th>( t ) Å</th>
<th>Difference ( \Delta t ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.96</td>
<td>4.75</td>
<td>3.15</td>
</tr>
<tr>
<td>11</td>
<td>0.90</td>
<td>3.65</td>
<td>2.78</td>
</tr>
<tr>
<td>17</td>
<td>0.86</td>
<td>3.17</td>
<td>2.60</td>
</tr>
<tr>
<td>23</td>
<td>0.80</td>
<td>2.84</td>
<td>2.44</td>
</tr>
<tr>
<td>30</td>
<td>0.76</td>
<td>2.62</td>
<td>2.25</td>
</tr>
<tr>
<td>39</td>
<td>0.70</td>
<td>2.40</td>
<td>2.22</td>
</tr>
<tr>
<td>47</td>
<td>0.66</td>
<td>2.26</td>
<td>2.12</td>
</tr>
<tr>
<td>60</td>
<td>0.60</td>
<td>2.08</td>
<td>2.00</td>
</tr>
<tr>
<td>75</td>
<td>0.55</td>
<td>1.93</td>
<td>1.90</td>
</tr>
</tbody>
</table>

Obviously eq (30) gives somewhat greater values of \( t \) than the measured. However at smaller pores the difference is rather small. The difference may depend on restrictions of adsorption caused by limited pore-sizes.
2.5 Calculation of pore-size distribution

It is assumed that the non freezable water content in the material has been determined as function of temperature. Perhaps this has been done by use of a calorimeter (see part 4.3 below).

Consider a hypothetical curve \( W_{nf} = f(\Delta T) \) (figure 5).

The pore-size distribution is calculated in accordance with the method by which a pore-size distribution is calculated from a sorption-isotherm. See for instance /5/.

\((r_k)_n \) and \( t_n \) at temperature \( T_0 - \Delta T \) are obtained from eq (14') and (30) respectively:

\[
(aV_k)_n = (aV_k)_n \cdot \frac{r_n^{n-1} + r_n}{(r_k/n)^{n-1} + (r_k/n)} \quad (31)
\]

\[
(aV_k)_n = (W_{nf} - W_{nf}) \cdot \frac{1}{\rho_n} - (aV_k)_n \quad (32)
\]

\[
r_n = (r_k)_n + t_n \quad (26')
\]

\[
(aV_k)_n = (t_n - t_{n-1}) \cdot \frac{n-1}{\delta} (\Delta S)_f \quad (33)
\]

\[
(\Delta S)_f = \frac{4 \cdot (aV_k)_n}{(t_{n-1} + r_n)} \quad (34)
\]

Successive insertion of eq (32), (26'), (33) and (34) in eq (31) gives

\[
(aV_k)_n = \frac{1}{\rho_n} - 4(t_n - t_{n-1}) \cdot \frac{n-1}{\delta} (\Delta S)_f \quad (35)
\]

It is assumed that all pores are cylindrical.

3 DISCUSSION OF THE METHOD

3.1 Generally

An advantage of the method is that it is very fast and cover a large pore-size range (\(~40\) A - 5000 A). A calorimetric determination of freezable water takes only a few hours while a determination of pore-size distribution from for instance a water vapour isotherm is an affair of weeks.

Another advantage is that the medium of measurement is water.
The method has however many disadvantages. The first one is of pure theoretical nature. It lies in defining a true connection between pore-size and freezing point depression and has been discussed above in sections 2.1 and 2.2.

Other difficulties will be discussed below.

3.2 Water content required at the test

If the method is to be useful it is necessary that the pore-water is in thermodynamic equilibrium before (and after) the freezing. Besides the moisture ratio has to be great enough to ensure that all pores with radii less than about 1 μm are filled with water. Those demands may of course be fulfilled by using specimens which from the beginning have been completely saturated, for instance by vacuum-treatment, after which they have passed through a successive emptying of pores at a determination of pore-size distribution by a sort of suction-measurement.

The effect of not using a completely saturated specimen can be estimated from eqs (6) and (7).

3.3 Displacement of water at freezing

Water expands about 9 % volume at freezing. This is according to Feldman /4/ even valid for capillary condensed water. That fact bring about certain displacements of non-frozen water within the specimen. The recipients for that water are previously empty pores and the surface of the material. At the same time non-freezable water from narrow pores migrates to ice-bodies in the coarser pore where it freezes. The latter phenomenon is a sort of drying process which is especially pronounced at very fine-porous materials as for instance cement-pastes with w/c-ratio less than about 0.55 /10, 12/.

However those displacements have evidently not had any greater significance at the experiments on even dense cement-pastes performed by Powers & Brownyard (table 1).

3.4 Deformation of the specimen at freezing

Because of the swelling of the water at freezing the specimen may sustain such big deformations that its tensile strength is exceeded at certain points at which the porosity-conditions are changed. However at the moderate degrees of saturations needed in a specimen at the experiment (c.f. point 3.2) above) the swelling will probably be insignificant and
above all reversible at the melting of ice. Besides unpublished results at our institution as well as results published by Powers and Helmuth /12/ indicate that specimen frozen at "moderate" degrees of saturation rather shrink than swell.

As an example is assumed a specimen with the open porosity 40%. The pores are filled to 80% at the beginning of the freezing. It is assumed that 90% of the water is freezeable at the lowest temperature used. This must be considered an extreme material.

The maximum swelling under the assumption that no water is displaced from its original locus is

\[ \frac{AV}{V} = 0.09 - 0.4 \cdot 0.9 = 0.0259 \]

Under the assumption that all the swelling is plastic or viscous, that is, non-reversible at the melting, a highly unlikely assumption, and that the pore-walls are incompressible, the increase in total pore-volume is

\[ \frac{AV}{V_0} = \frac{0.0259}{0.4} \cdot 100 = 6.5\% \]

Therefore the errors dependent on deformation of a normal specimen must be small.

3.5 Salts in the pore-water

Occurrence of salts in the pore-water influences the freezing point depressions. However the same problems exist when pore-size distributions are evaluated from water-vapour sorption-isotherm. Figure 6 shows some examples of the influence of salt concentration in the pore-water on the absorption-isotherm, Vos & Tammes /19/.

The final melting-point of the pore-water is a measure of the concentration of salts provided that the biggest water-filled pores are numerous and represent negligible freezing point depressions.

Powers & Brownyard /13/ measured final melting points on cement-pastes. They found values of final melting points between -0.05°C and -1.60°C. The value -0.05°C is valid for cements with low percentage of alkalies. A simple calculation shows that under the reasonable assumption that the pore-water always is a saturated solution of Ca(OH)\(_2\) the final melting point ought to be around -0.05°C. The value -1.60°C represents a cement with a high percentage of soluble alkalies (Na\(_2\)O and K\(_2\)O). The results also show that specimen with the same cement but different
w/c-ratios had different final melting-points. The higher the w/c-ratio, the closer to 0°C was the final melting point which probably depends on leaching out of alkalies during the 28 days water storage before the test. A high w/c-ratio signifies a high permeability and a high rate of leaching. Therefore, in order to avoid influence of salts on the freezing-point depressions a practicable way can be to use water-stored specimen.

3.6 Hysteresis between ice-formation and ice-melting

Powers & Brownyard /13/ showed the existence of a certain hysteresis between ice-formation and ice-melting in cement-pastes. According to them ice-formation is similar to a process of desorption while ice-melting is rather a process of absorption.

Helmuth /7/ has explained the hysteresis by geometrical properties of the pore-system. Ordinary water does not freeze at the ordinary freezing-point but is super-cooled to a temperature dependent on the amount of water. At the occurrence of impurities in the water, Bigg /1/ has found the connection between mean freezing-temperature and the size of the water droplet indicated in figure 7.

Since the pores in ordinary building materials are small the phenomena of super-cooling can be considerable. However the super-coolings occurring are in most cases relatively small, normally less than 5°C since the number of pores are large and therefore the probability of an early freezing in any pore is relatively great. See figure 8 from Bigg /1/.

This figure shows the frequency-curve of freezing temperatures of a certain water-dropsize. Similar functions are valid for other sizes.

However, large super-coolings may occur in isolated pores for the following reason. When the ice-formation after a slight super-cooling is initiated in one point in a material it propagates very fast through all pore-water freezable and reachable at the actual temperature. This has been shown by Helmuth /7/ who even states a rate of propagation of the ice-front of about 10 mm/s. However, the ice-front may not propagate into water which is certainly freezable at the actual temperature but which is enclosed by pores so narrow that its water is not yet freezable. Freezing of this enclosed water can not occur until the temperature is low enough to make it possible for the ice-front to propagate the pore-openings (c.f. eq (14' ) or the water in those pores freezes by "self-nucleation" at about -40°C. Therefore it can not be expected that for instance the same amount of water is frozen at -10°C when the minimum
freezing temperature is exactly -10°C as when the specimen is thawed to -10°C from a lower temperature. A hysteresis between ice-melting and ice-freezing occurs. This is exemplified in figure 9 which shows an example of the authors determination of non-freezable water at -10°C in a cellular concrete frozen to -12.5°C and to -25°C.

Cement-paste has been considered as a material composed of more or less isolated capillary pores in which the water is freezable at ordinary temperatures. The capillaries are embedded in a matrix composed of a very fine-porous gel with non-freezable water. The capillary pores are forming an interconnected network only at w/c-ratios larger than about 0.55-0.60 /14/. According to this model a dense cement-paste ought to be a material where the above-mentioned effect of super-cooling is great. According to Winslow & Diamond /24/ there exist threshold diameters in cement-paste at determination of pore-size distributions by mercury-intrusion. Below the threshold diameter the greatest portion of intrusion commences. Above the threshold diameter the intrusion is very small.

The threshold diameter is about 0.08 μm at w/c = 0.40 and 0.10 μm at w/c = 0.60, if the pastes are well hydrated. These two values represent freezing-point depressions of only about 3.3°C and 2.6°C, respectively according to eq (14) and eq (30) (consideration taken to adsorbed water). However probably other "threshold diameters" exist in cement-paste that cause hysteresis in ice-formation and ice-melting even at lower temperatures.

Therefore to avoid the effect of hysteresis and super-cooling it is proposed that the specimen is frozen to at least -50°C to -60°C before the test and that the test is performed as a thawing-test. Powers & Brown-yard /13/ performed their determinations of freezable water content in cement-paste on specimen frozen to -78°C.

4 METHODS OF MEASUREMENTS

4.1 Determination of initial freezing temperatures

Eq (10) shows the connection between the initial freezing temperature and the suction (capillary rise) of the material.

Croney et al /3/ advise a simple calorimeter for determination of the initial freezing temperature. This method can however be used only for suctions of 3 ≤ pf ≤ 4 that is for pore radii 0.15 μ ≤ r ≤ 1.53 μ and freezing-point depressions of 0.1°C ≤ ΔT ≤ 0.8°C.
4.2 Dilatometric method

As mentioned in the introduction capillary condensed water is assumed to expand 9% at freezing, just as bulk water. Then the amount of ice formed or melted can be determined by measurements of the volume change of a saturated sample. This method was used by Powers & Brownyard /13/ at their determinations of non-freezable water contents of portland cement-paste.

The specimen was crushed into granules which were water saturated. The granules were put in a glass-bulb and frozen to -78°C in a mixture of solid CO₂ and alcohol. Then the air in the bulb was evacuated and toluene let into it. On the top of the bulb was a calibrated glass capillary, also filled with toluene.

The temperature was raised after the dilatometer was put in a cryostat and the level of the meniscus in the capillary read. Powers & Brownyard give the equation for calculation of amount of ice formed or melted. It is necessary to compensate for the presence of toluene and its effect on the water vapour pressure. This can be done through eq (35)

\[
\frac{\Delta T}{\Delta t} = \frac{\rho_{wa}}{\rho_{wt}} = 2
\]

Some results are already shown in table 1. As predicted by the reasoning in section 3.6 the authors found a hysteresis ice-formation - ice-melting.

4.3 Calorimetric methods

Blachere & Young /2/ used DTA-technique for determination of freezing- and melting-curves of saturated glass-powders.

Williams /23/ describe a calorimeter by which freezing as well as melting experiments can be done.

At our institution we have used a simple type of calorimeter built at the institution. Figure 10.

It consists of an ordinary freezing-box capable of reaching -30°C. In the box there is placed a cylindrical vessel of copper. The specimen with size 30 x 30 x 120 mm³ is wrapped in aluminum foil and placed in a specimen-holder made of aluminum which in turn is placed centrically in the copper vessel. The specimen-holder is provided with a 220 ohms heating-coil of nichrome. On the outer surface of the specimen-holder
as well as on the inner surface of the copper-vessel there are placed two 120 ohm resistance-thermometers. Two thermocouples are placed within the specimen, one at the top and one in the center. One thermocouple is placed at the surface of the specimen-holder and two at the surface of the copper-vessel.

The heating-coil is connected to a stabilized DC-aggregate with variable voltage.

The resistance thermometers are connected to a thyristorized temperature regulator. This senses the temperature-difference between the copper-vessel- and specimen-holder-surfaces. If there is a difference the regulator corrects this by changing the voltage on 6 lamps of 200W each.

The four resistance thermometers are not quite alike either in resistance or in temperature-coefficients. Therefore the regulation must be adjusted to give fair results. This is done by thawing test on a container with a known amount of water and on prisms of metals with known heat capacities. The adjustment is performed by changing the resistance of one thermometer-branch by the aims of a precision potentiometer.

The specimen is adapted to a suitable amount of water (c.f. 3.2 above). It is provided with thermocouples and placed in the specimen-holder. This in turn is placed in the copper-vessel. The whole assembly is frozen to -25°C during about 16 hours. The DC-aggregate is adjusted to a suitable voltage dependent on the heat capacity of the specimen. The rate of temperature-rise ought to be alike for all specimen. The temperature of the specimen gradually increases which means that the temperature-regulator gradually increases the voltage on the 6 lamps, so that the temperature-difference between the surfaces of the copper-vessel and the specimen-holder is minimized, = adiabatic conditions.

The results of the test is registrated on the recorder.

When corrections are made for eventual errors dependent on imperfect regulation the result is a curve; Specimen-temperature as function of supplied energy to the specimen. See figure 11.

Provided that the total specific heat of the dry specimen and the specimen-holder is a constant in the interval -25°C - +5°C the freezable water at temperature $\theta_n$ is (c.f. figure 11)

$$\frac{(W)_{n+1}\left(\alpha_n + \frac{1}{2}(\theta_{n+1} - \theta_n)^*(C_w - C_i)\right)}{\alpha_n - \frac{1}{2}(\theta_{n+1} - \theta_n)^*(C_w - C_i)} = (W)_{n}$$ (37)
where \( \Delta h_n = 33700 + 2190 e_n \) and \( (C_w - C_i)_n = -9.9 e_n + 2107 \) (24')

and \( (C_w - C_i)_n = -9.9 e_n + 2107 \) (38)

The non-freezable water-content at each temperature is obtained from

\[ (w_{nf})_n = w_e - (w_f)_n \] (39)

After calculation of the non-freezable water-content the pore-size distribution can be calculated from eq (35).

The calculation are very well suited for a computer.

In figure 12 there is shown the pore-size distribution in the range 200 A-5000A for a certain sand-lime brick. One of the two distribution curves is calculated according to eq (35), on basis of a calorimeter experiment the other is measured by Hg-porosimeter at the State Institute for Technical Research in Finland.

The specimen-size is 120 cm\(^3\) at the determination from freezing-point depressions and only 0.61 cm\(^3\) at determination by Hg-porosimeter. Therefore the latter is less representative especially since this type of sand-lime brick contains coarse quartz-grains. However there is a good correspondence between the two curves at pore-radii smaller than 200 A and coarser than 2000 A. The deviation is considerably greater for pore-radii between those two values. Probably this is an effect of hysteresis since the Hg-porosimeter is a method based upon absorption. In the other method the water is already present in the pores at the test. Therefore a method of mercury absorption overrates the smaller pores since a pressure correspondent to a smaller pore is needed in order to penetrate the "bottleneck" of a relatively coarse pore.

Of course it is desirable to have an adiabatic calorimeter with greater precision and capable of reaching a lower temperature than that used at our institution.

However it is not quite necessary to have an adiabatic calorimeter at all. At our institution we have also built a very simple difference calorimeter for specimen size 30 x 30 x 120 mm\(^3\). Figure 13.

It consists of an outer jacket of brass. Within this a centrically situated inner-jacket of phenolic plastics. The specimen is placed in the inner-jacket. Between the two jackets there is placed a heat insulation of foamed poly-urethane. It is shaped so as to direct the heat flow.
manly angular to the length-axis of the specimen. Both the inner- and outer-jackets are provided with resistance-thermometers of thin copper-wire completely covering the areas "hit" by the heat flow. The assembly is immersed in a kerosene-bath of -30°C. The outer thermometer immediately adopts this temperature. The inner thermometer gradually gets colder. The difference in resistance between the outer and inner thermometer is a measure of the heat flow through the insulation. The connection between difference in resistance and amount of heat flow (the calorimeter constant) is calibrated by exchanging the specimen to a heating coil which generates different effects.

Three thermocouples in the specimen and the heat flow through the insulation is registered on a 12-point recorder. Freezing as well as thawing experiments can be performed.

A test can be divided in time-elements. The result can be plotted as sum of energy transported through the insulation as function of sum of temperature-difference between the outer and inner resistance thermometers, Vuorinen /20/). See figure 14.
5 SYMBOLS

C  total specific heat of an unfrozen specimen and specimen-holder at a thawing experiment

\( C_i \)  specific heat of ice

\( C_w \)  specific heat of water

M  molecular weight

R  gas constant

S  surface area of the pores

T  absolute temperature

To  freezing point of bulk pure water

V  volume of specimen

\( V_k \)  "Kelvin pore-volume" = volume inside the adsorbed layer

\( V_p \)  pore-volume

\( V_t \)  volume of adsorbed water

W  total energy supplied to a specimen at a thawing experiment

d  diameter of water molecule

g  gravity acceleration

h  capillary rise

p  vapour pressure of evaporable water in a material

\( p_i \)  vapour pressure of ice

\( p_s \)  vapour pressure of bulk water

r  radius of capillary or radius of crystal

\( r_k \)  Kelvin radius. Definition eq (28)

t  thickness of water layer adsorbed on the pore-wall

\( w_e \)  total evaporable water content

\( w_f \)  freezable water content

\( w_{nf} \)  non-freezable water content
\( \Delta h \) heat of fusion \((\frac{\text{J}}{\text{kg}})\)
\( \Delta H \) molar heat of fusion \((\frac{\text{J}}{\text{mol}})\)
\( \Delta p \) pressure difference across curved interface \((\text{N/m}^2)\)
\( \Delta S_f \) molar entropy change of fusion \((\frac{\text{J}}{\text{K mole} \cdot \text{K}})\)
\( \Delta T \) freezing point depression \((^\circ \text{C})\)
\( \Delta T_t \) freezing point depression at freezing in toluene \((^\circ \text{C})\)
\( \rho \) density \((\frac{\text{kg}}{\text{m}^3})\)
\( \sigma \) surface tension \((\text{N/m})\)
\( \theta \) temperature \((^\circ \text{C})\)
\( \phi \) contact angle \((\text{radians})\)
\( \omega \) shape factor of crystal \((1)\)

indici:
- l liquid
- lg liquid-gas
- s solid
- sl solid-liquid
- sg solid-gas
- wa water-air
- wt water-toluene
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FIG 1 Experimentally determined freezing point depressions together with theoretical curves eq (5) and eq (14). [23/]
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FIG 2 Different expressions for freezing point depressions.
FIG 3 Freezing point depression as function of the Kelvin-radius eq (14').
FIG 4 Freezing in a conical pore.

FIG 5 Hypothetical connection between non-freezable water and temperature.
FIG 6 Influence of salts in the pore-water on the sorption isotherm of a brick /19/.
FIG 7 Mean freezing temperature as function of drop diameter. /1/

FIG 8 Relative frequency of freezing as a function of temperature for 1 mm drops. /1/
FIG 9 Effect of minimum temperature on non-freezable water content. Cellular concrete.
FIG 10 Adiabatic calorimeter for determination of non-freezable water content.
FIG 11 Calculation of non-freezable water content from the thawing curve obtained in the adiabatic calorimeter in FIG 10.
FIG 12 Comparison between pore size distribution determined by experimental freezing point depressions and by mercury porosimeter. Sand lime brick.
FIG 13 Difference-calorimeter for determination of ice formed and ice melted at different temperatures.
FIG 14 Evaluation of a determination of non-freezable water content by the difference-calorimeter in FIG 13.
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1. BRIEF THEORETICAL BACKGROUND

The BET-theory was originally elaborated by Brunauer, Emmett and Teller /10//9/. A modern summary and discussion of the theory is given in Gregg & Sing /19/.

The determination of specific surface by means of the BET-theory is based upon the phenomenon of physical adsorption of gases on the external and internal surfaces of a porous material.

Such a material which is surrounded by and in equilibrium with a certain gas which has a certain temperature, $T$, and relative vapour pressure, $p/p_0$, adsorbes physically a certain amount of gas. The amount of adsorbed gas is dependent on its relative vapour pressure and is proportional to the total external and internal surface of the material.

The connection between relative vapour pressure and amount of adsorbed gas at a constant temperature is called an "adsorption isotherm."

The isotherm of physical adsorption can be divided into 5 types. See fig 1. The isotherms of type II and III are from a theoretical point of view only valid for nonporous solids but are often applicable even to porous solids. The majority of building materials seems to have isotherms of type II, at least when the adsorbate is water vapour.

Isotherms of type IV and V are valid only for porous materials. They are modifications of isotherms of type II and III respectively. The modifications at high relative vapour pressures are dependent on the restrictions laid upon adsorption by the width of the pores. The ordinary building materials have such a great amount of large pores that this restriction is negligible. Why the distinction between isotherm II and IV (or III and V) is without practical significance in the low pressure range. On the other hand the phenomenon of capillary condensation occurs in the porous material when the adsorbate is thick enough to form a curved meniscus in the pore. Therefore the isotherm of a porous material in the high pressure range differs from that of a nonporous material. However this is of no importance at calculation of specific surfaces according to the BET-theory.

The type I isotherm is hardly applicable to building materials. It is valid only for a solid with extremely narrow pores like som gels.
The exact form of the isotherm of a certain material is strongly affected by the choice of adsorbate. The influence of the adsorbate may also be of such a character that the specific surface calculated from the isotherm may be dependent on the choice of adsorbate. This will be discussed further on in section 3.

The basic equation for calculation of specific surface from adsorption data is

$$ S = \frac{X_m}{W_n \cdot N \cdot A_m} \quad (1) $$

The main obstacle at use of eq (1) lies in the estimation of $X_m$. It is in determination of this quantity the BET-theory has proved utterly successful. Besides it is especially successful in calculation of $X_m$ from isotherms of type II and IV, that is from isotherms applicable to the majority of building materials.

Brunauer, Emmett & Teller /10/ based their theory on the following main assumptions.

- The surface of the material consists of a great number discrete equivalent adsorption sites (a homogeneous surface).
- At a certain vapour pressure a varying number of molecules are adsorbed on any one site. They are stacked on the top of each other to form a number of layers.
- The heats of adsorption and the condensation constants (the fraction of arriving molecules per second actually condensing on empty sites) in all layers above the first are the same and equal to those of bulk liquid. This is a most important assumption.
- At saturation the amount of layers become infinite. As a consequence the theory is from a theoretical point of view only valid for a non-porous material.cf page 2.
- A molecule covered by another molecule cannot evaporate. This is another assumption of great importance.
- There is no interaction "horizontally" between molecules in different sites.
- At dynamic equilibrium the number of molecules evaporating from a layer is equal to the number condensing on the layer below (condensation constants = evaporation constants).

Many of these assumptions have been criticized by many authors.

The treatment leads to the following well-known equation

$$ \frac{X}{X_m} = \frac{C(p/p_0)}{(1-p/p_0)(1+(C-1)p/p_0)} \quad (2) $$

This equation is given in a more general form by Hill /24/.
Eq (2) can be rewritten in the form of eq (3):

\[
\frac{p}{(P_0 - p)} \cdot \frac{1}{X_m + C} = \frac{C - 1}{X_m} \cdot \frac{p}{P_0}
\]

where \( C = \frac{r_1}{r_2} \)  

Thus \( C \) expresses the relative lifetime of molecules in condensed state in the first layer and in the second or higher layers. The latter is in turn approximated to the lifetime of molecules in bulk liquid. The value of \( C \) can be used as a guide at determination of the heat of adsorption

\[
E_1 - L = R - T - \ln C
\]

This equation is very rough. However a large \( C \) signifies at large heat of adsorption of the first layer.

It can be shown mathematically that the sorption isotherm according to eq (3) will be of type II or III. Type III isotherm is valid only for \( C \lesssim 2 \).

Therefore the isotherm has an inflection point, (see fig 1). It can be proved that this point is close to the point where \( \frac{X_m}{X_m} = 1 \), that is where the first monolayer is completed. At \( C = 9 \) and when \( C = m \) the inflection point is equal to \( \frac{X_m}{X_m} = 1 \). For values of \( C, 9 < C < \infty \), the inflection point is up till 20% larger than the point \( p/p_0 \) where \( \frac{X_m}{X_m} = 1 \). For values of \( C < 9 \) the inflection point is less than the point, \( p/p_0 \), where \( \frac{X_m}{X_m} = 1 \).

However the value \( \frac{X_m}{X_m} = 1 \) must not necessarily mean that the first monolayer is completed since adsorption into the second or higher layer occurs before the first is quite complete.

The difference between \( \frac{X_m}{X_m} = 1 \) and the completion of the first monolayer is smaller the more sharp the distinction is between the first and subsequent layer adsorptions, that is the higher the value of \( C \). This is the basis of the so called B-point-method. At a high value of \( C \) the experimental isotherm often has a relatively long linear part. See fig 2. The point where the linear part begins is termed the B-point. The adsorption at the B-point can be regarded as the monolayer capacity \( X_m \). At low values of \( C \) (isotherm type III) adsorption in the second layer occurs simultaneously with in the first. Hence the B-point is difficult to discern and the monolayer capacity is uncertain.

According to Gregg & Sing /19/ the difference between monolayer capacity calculated from the B-point and from the BET-theory can differ as much
as $0.75 < \frac{Xm}{Xg} < 1.53$. Anderson [2] states: "It cannot be too strongly recommended that, for any given type of adsorbent, the coincidence of point B and the BET-monolayer values should be established before proceeding to use the latter method for routine measurements."

Theoretically, the isotherm of a porous material is of type IV or V. The main difficulty at use of these isotherms is that they normally exhibit hysteresis between adsorption and desorption. This depends on the occurrence of capillary condensation in pores so small that the adsorbate is thick enough to form a curved meniscus.

However, the part of the isotherm used for calculation of specific surface, from zero pressure up till the point where the first monolayer is completed (approximately at the inflection point), is without hysteresis adsorption - desorption in most cases.

Therefore the same procedure can be used at calculation of specific surface from type IV isotherms as from type II isotherms.

Equation (3) forms a straight line when $\frac{P}{P_0}$ is plotted as function of $\frac{P}{P_0}$. A hypothetical isotherm is plotted in fig 3. The curve of nitrogen adsorption is normally linear in the range of monolayer adsorption that is in the low pressure range, $0.05 < \frac{P}{P_0} < 0.30$ according to Anderson [2]. At higher pressures the experimental curve often deviates from the line.

The slope of the line is $s$ and the intercept is $i$. Fig 3.

$s = \frac{C - 1}{Xm + C}$

(i) $\frac{1}{Xm + C}$

From these expressions the values of $Xm$ and $C$ can be calculated.

$Xm = \frac{1}{s + i}$

$C = \frac{s}{i} + 1$

Insertion in the basic equation (1) gives

$s = \frac{1}{s + i} \cdot \frac{N + Am}{N}$

The value $Am$ can be calculated from the density of the adsorbate according to eq (11).
\[ A_m = 1.091 \cdot \left( \frac{N}{C+N} \right)^{2/3} \]  

This equation assumes a certain packing of molecules Gregg & Sing /19/.

As mentioned earlier the BET-theory as represented by eq (2) has been criticized because it is based upon oversimplified assumptions.

This has led to the derivation of modified BET-equations. Such equations have been suggested for instance by Anderson /1/, Hütting /25/, Dole /13/, Halsey /21/, Fergusson & Barrer /16/ och Theimer /37/. The modified equations are discussed in contribution 3.2.1.2 "Determination of specific surface by adsorption methods other than the BET-method".

The modified BET expressions lead to adsorption isotherm of all five types.

Despite the fundamental deficiencies of the assumptions behind the BET-theory it has proved utterly successful. According to Theimer /37/ "the reason for this is that when the factor C>>1 (which is normally the case) the value of \( X/X_m \) given by the BET-formula (eq (2)) does not vary appreciably with the parameter C. Hence the only remaining parameter essential for the adsorption at higher pressures is the area of adsorbing surface."

2 METHODS OF DETERMINATION OF BET-SURFACE

2.1 Introduction

The BET-method as it is normally used can be regarded as a static method since it requires knowledge of the sorption isotherm, that is, the amount of adsorbate taken up at equilibrium with different relative vapour pressures. Hence it is a relatively slow method when it is used in the way outlined above on page 5, eq (10).

Therefore also fast dynamic adsorption methods have been elaborated that make rapid determinations of specific surfaces possible. The dynamic methods treated in this contribution are principally based upon the BET-theory. However since the theory is used in special ways they deserve their own treatment.

\( \text{w) Another contribution to the work within the RILEM committee} \)
\( \text{written by J H Laynes.} \)
2.2 Static methods; Determination of adsorption isotherms

Adsorption isotherms of a certain material can easily be determined experimentally. Methods of determination are not shown in detail here. Comprehensive such informations are provided for instance in Gregg & Sing /19/, Gal /17/ and Joy /27/. In this report only the principles of determination are given. The influence of adsorbate is not discussed but literature references are provided in section 3.

2.2.1 Outgassing

Before accurate measurements can be made any gas already adsorbed on the surface has to be removed.

According to Joy /27/ adsorbed impurities does not affect the BET-surface area but may alter the heat of adsorption as long as

\[
\frac{T_b}{T_a} > 3 \tag{12}
\]

If \( \frac{T_b}{T_a} < 3 \) the adsorbed impurity affects both the area and the heat of adsorption (C-value). See also section 3.

The method of outgassing must therefore be choosen with care. Joy writes /27/ "For more accurate work it is necessary to use the most drastic means permissible without causing decomposition, sintering or transformation of the material".

Normally vacuum is used, eventual in combination with elevated temperature. Gregg & Sing /19/ consider a vacuum of \( 10^{-5} \) torr to be sufficient. The rate of outgassing is substantially increased at use of elevated temperature. According to Joy /27/ the time needed at 450°C is 8 % of the time needed at 100°C.

2.2.2 Volumetric methods

A typical apparatus for nitrogen adsorption is shown in fig 4 /14/.

Joy writes /27/ "Adsorbate gas is taken into the burette. Its pressure is read on the manometer. The stopcock between the sample and the burette is then opened and the new pressure is read after allowing time for equilibrium to be established.

The volume of gas admitted to the sample bulb is proportional to the difference in the pressures before and after opening the stopcock; this latter pressure is the equilibrium adsorption pressure. The volume
adsorbed is equal to the volume admitted less the volume of gas required to fill the "dead space" in the sample bulb and burette connections. Thus the volume adsorbed together with the equilibrium pressure gives one adsorption point. Further points are obtained by admitting more and more gas into the burette. The apparent dead space can be calculated or can at each pressure be readily obtained by repeating the experiment with a relatively nonadsorbable gas (at the temperature used), such as helium.

A disadvantage of this adsorption procedure is that the total volume admitted is formed by summing the separate doses, so that errors are cumulative."

Many other apparatus and modifications have been described /17, 19, 27/. Much of the modifications are dependent on different gases used.

2.2.3. Gravimetric methods

In the gravimetric methods the amount of gas adsorbed is measured by weighing.

The measurements are done by some sort of a balance. The most widely used balance are the coil spring, for instance made by fused silica-spring and the beam balance.

The silica-spring has a linear elastic deformatinal behaviour (no hysteresis loading-unloading). Its sensitivity is determined by eq (12), /19/.

\[
\sigma = \frac{4b^3 \cdot m}{2z^4}
\]

(12)

Maximum sensitivity of the silica-spring is \(10^{-4}\).

The beam balance has a greater sensitivity, \(10^{-6}\) g is detectable in the best balances, appeared in literature. In /17, 19/ are provided extensive reviews of different beam balance systems.

The method of measurement is simple. After each increase in gas pressure the weight gain of the specimen is measured.

The main advantage of the gravimetric methods is, that the volume of the adsorption system is without importance. Besides the gas adsorbed can be observed directly as a weight gain of the specimen. The calibration of the weighing unit is simple and normally valid for a long time.
The sensitivity of the balance must be considered. It depends on the precision wanted and the surface of the material. The expression of sensitivity is:

\[ a_r = 5 \cdot q_a \cdot a \]  
(13)

or

\[ a_a = 5 \cdot W \cdot q_a \cdot a \]  
(14)

\( q_a \), the weight of adsorbate on 1 m\(^2\), is 0.28 \( \times 10^{-6} \) kg for nitrogen at -195°C /19/. Thus at a precision, \( \alpha \), of 1% and a total surface area of 1 m\(^2\) a weight change of 2.8 \( \times 10^{-9} \) g must be detected. This seems impossible but the problem can be solved by increasing the total mass of the specimen according to equation (14).

2.3 Dynamic methods

2.3.1 Method according to Innes

Innes /26/ has developed an apparatus for continuous adsorption measurements. Fig 5.

The apparatus is not described in detail only the principles of measurement.

The starting-point is the following connection between surface area and adsorbed amount of gas:

\[ S = k \cdot \frac{1}{p} \cdot X^{0.2} \]  
(15)

where \( k = 3.5 \times 10^9 \) \( \leq 3.68 \times 10^9 \) \( \times 10^{18} \).

This expression is directly taken from the BET-theory eq (2) at \( P/P_0 = 0.20\). It assumes that the gas used is nitrogen. \( k = 3.5 \times 10^9 \) corresponds to a size of the nitrogen molecule of 15.4 \( \times 10^{-8} \) and \( k = 3.68 \times 10^9 \) to a size of 16.2 \( \times 10^{-18} \). According to eq (2) it is impossible to use an expression like (15) for all values of the constant \( C \). Therefore a correction factor dependent on \( C \) must be introduced. See Fig 6.

The dried sample is placed in a special tubing immersed in liquid nitrogen whereupon it is outgassed to a pressure of 0,3 mm Hg or less. Then the sample is exposed to a constant slow flow of nitrogen. Some of the nitrogen is adsorbed and some fill up the adsorbent tubing. Because of the slow flow, equilibrium pressures are assumed during the process. The time needed in order to reach a relative pressure of \( P/P_0 = 0.20 \) is a
measure of the specific surface of the sample. The time is recorded automatically.

The specific surface is obtained from a modified eq (15):

$$S = 3.5 \times 10^3 \left( r \cdot t_{0,2} + \lambda_v \right)$$

The term $\lambda_v$ is introduced to correct for the volume of the tubing not occupied by solid material but filled with nitrogen of relative pressure $p/p_0 = 0.2$.

Innes gives an expression for calculation of $\lambda_v$.

According to Innes the surface area results can be expected to be within 5% of those of the BET-method and to be reproducible within 3%. A weakness of the method is that the calculation is based upon one measurement only.

The author extends the method to determinations of porosity.

Bini & Disch jr /6/ state that the Innes' method give reasonable agreement with the BET-method for materials having a surface area of about 5000 $m^2/kg$ or higher. For lower values the authors propose a modification.

The reason for the modification is that the value $\lambda_v$ in eq (16) must be known with greater accuracy at small surface areas than is proposed in Innes' theory. The authors derive a new expression for $\lambda_v$ which takes into account nonideal behaviour of the nitrogen at 78°K and variations in the volume of the sample tube.

Experiments have proved that for materials with low areas the modified method gives results in much closer agreement with the BET-method than does the original Innes' equation.

Later on the Innes' method has been further developed. Lange /28/ has made a modification towards very low flowing rates which makes determinations of complete adsorption isotherms possible. Therefore more accurate BET-areas can be calculated.

2.2.2 Method according to Nelson & Eggertsen /30/

Nelson & Eggertsen /30/ (see also /35, 38/) have devised an elegant method of determination of specific surfaces. It can be regarded as a gas chromatographic method. The sample is exposed to a continuous stream of a he-
lium-nitrogen mixture of certain relative pressures. The amount nitrogen
adsorbed is determined by measurements of the nitrogen concentration of
the flowing gas.

The specific surface is calculated according to the BET-theory.

The sample is dried and put in a sample-tube. A dry mixture of helium and
nitrogen, where the nitrogen has a certain pressure, flows through the
sample. The thermal conductivity of the gas mixture is measured and re­
corded automatically. An apparatus is shown in fig 7.

When the sample is at room temperature no adsorption occurs. The thermal
conductivity is constant. Then the sample tube is immersed in liquid
nitrogen and an adsorption of nitrogen occurs. This is registered as a
change in thermal conductivity. See fig 8. When the adsorption is com­
ted the conductivity is the same as before adsorption. A peak in the con­
ductivity is created. The sample tube is finally removed from the bath
and allowed to warm up. A desorption occurs which is indicated as an op­
posite change in thermal conductivity, that is in a new peak in the dia­
gram.

The area of the peaks must be the same since it represents the total amount
of gas adsorbed and desorbed. The area is multiplied by a calibration
constant which is obtained from measurements of the change in conductivi­
ty of injections of a known charge of nitrogen to the nitrogen-helium
mixture.

The method is rapid. By increasing the nitrogen pressure a complete ad­
sorption and desorption isotherm can be obtained which makes calculations
of pore size distributions possible.

The accuracy of the method is excellent compared to normal BET-calcula­
tions from sorption isotherms. It is especially useful at small surface
areas because of the high sensitivity of the thermal conductivity detection

Modifications of the method are described in Gregg & Sing [19]. A general
discussion of methods based upon gas chromatography is given by
Scholl [35].
Haul & Dünbgen /22/ have elaborated a simple method for determination of adsorption of nitrogen. The specific surface is again calculated by means of the BET-theory. An apparatus is shown in fig 9.

The dry sample is placed in a tube. It is heated in nitrogen for a short time and then cooled to room-temperature. A second tube with the same volume as the sample tube is filled with nitrogen with the same pressure. Both tubes are immersed in liquid nitrogen. The porous sample absorbs nitrogen which means a decrease in pressure in the sample tube in comparison to the pressure in the empty tube. The pressure difference between the two tubes is measured with a differential manometer. It is a measure of specific surface of the sample.

The absolute pressure at equilibrium is measured with an ordinary manometer.

The method is a one-point method why it is necessary to keep the relative pressure $p/p_0$ within the BET-range, but as high as possible; $p/p_0 \leq 0.30$.

An expression for calculation of adsorbed amount of gas from the differential and absorbate pressure is given in the original report and is not cited here.

The monolayer capacity is calculated from eq (2) with $C >> 1$ after which the specific surface is obtained from eq (1). A nomogram for calculation is presented by Gall /18/.

The method gives reproducible values which are normally 5 to 10% smaller than those obtained from an ordinary BET-plot.

Commercial instruments based on this principle are described by Guyer Jr & Bühler /20/ and Gall /18/.

3 APPLICATIONS OF THE BET-THEORY

The BET-theory has found widespread applications even within the field of building materials. In fact one of the first successful applications was made by Powers & Brownyard /32/ at their fundamental studies of hardened Portland cement pastes.

The BET-theory is from a theoretical point of view applicable if the isotherm is of type II or IV. In the rare case of an isotherm of type I,
III or V the BET-equation is abandoned in favour of another suitable expression. Examples of such expressions are given in another contribution (3.2.1.2 "Determination of specific surface by adsorption methods other than the BET-method"). References are given on page 6 above.

In the case of an isotherm of type I, that is for a microporous solid, special theories for calculation of specific surfaces have been elaborated. These are described by Gregg & Sing /19/.

The isotherm is plotted according to eq (3). Normally a straight line is obtained in the low pressure range $0.05 \leq P/P_0 \leq 0.30$, that is in the range of monolayer adsorption when nitrogen is used as adsorbate, Anderson /2/.

The intercept $i$ and the slope $s$ of the line is determined.

The monolayer capacity is calculated from eq (8) and the specific surface from eq (10).

Eventually the monolayer capacity can be obtained from the B-point of the isotherm according to what is discussed in section 1.

The first question arising at the determination is the choice of adsorbate. It is essential to use an adsorbate that gives an isotherm of type II or IV. Hence the value of $C$ must be high which means a well-defined B-point.

The most common adsorbates are:

- Krypton at low temperatures. Gregg & Sing /19/, Haynes /23/, Rosenberg /33/, Beebe et al /5/, Sing & Swallow /36/ and Joy /27/.
- Kr$^{85}$, a radioactive isotope. Clarke /12/, Aylmore & Jepson /32/ and Gregg & Sing /19/.
- Water vapour, Powers & Brownyard /32/ and Gil /17/.
- Hydrocarbons of different types. Gregg & Sing /19/.
- Other adsorbates are for instance inert gases like helium, xenon, argon; Gregg & Sing /19/, Pheno/; Boehm & Gromes /7/.

The specific surface calculated is often dependent on the adsorbate chosen. So for instance there is an interesting and informing debate going on concerning the true specific surface of portland cement pastes. There is much evidence that specific surfaces calculated from waternvapour isotherms are substantially greater than those calculated from adsorption of nitrogen, Powers /31/. Feldman & Sereda /15/ claim that the nitrogen-surface is true and that the great adsorption of water-vapour is due to "interlayer water" within the solid crystals. This is rejected by Brunauer et al /11/ on the following very important grounds.

Another contribution to the work within the RILEM committee written by J M Haynes.
Firstly, the pastes used by Feldman & Sereda were not properly dried. The drying was so called P-drying which means equilibrium with the vapour pressure of magnesium perchlorate dihydrate and tetrahydrate, which is $8 \times 10^{-5}$ mm Hg, whereas a proper drying of cement paste, D-drying, means equilibrium with the vapour pressure of ice at -78° C which is $5 \times 10^{-4}$ mm Hg. This small difference in drying conditions has a substantial effect on the adsorption. D-drying corresponds to complete dryness.

Secondly, the pore structure of the paste is such that the nitrogen molecule cannot penetrate into many large pores and cover the total surface, Mikhail et al [29]. The difference between the penetration abilities of nitrogen and water depends partly on the size of the molecules (the water molecule is smaller) but is also dependent on the fact that the water molecule has a strong dipole which is strongly attracted to the ionic surfaces of the compounds in hydrated cements. The nitrogen molecule is nonpolar. Besides the occurrence of constrictions in the necks of the pores present an energy barrier to the diffusion of the adsorbate molecules into the pores. If the energy of activation of this diffusion is considered equal for both adsorbates (it is probably smaller for water vapour because of its smaller size) the water molecule should pass over the energy barrier about 50 times as rapidly as the nitrogen molecule viz, the temperature of water is ≈ 298°K while the temperature of nitrogen is ≈ 77°K.

Hence, since it takes 2 or 3 weeks to reach equilibrium at water adsorption it would take years for nitrogen to equilibrate.

Even once the proper adsorbate is chosen and a correct isotherm is determined some additional problems arise:

- The saturation pressure, $P_s$, of some adsorbates may be uncertain. This problem is discussed by Haynes [23] and Sing & Swallow [36] in connection with adsorption of argon.
- The value $A_m$, that is the area occupied per molecule of adsorbate, must be known but is often uncertain. Eq (11) is not always applicable. The exact value of $A_m$ is mainly dependent on the net heat of adsorption. When this is very large the adsorbate is more like a solid than a liquid for which reason eq(11) is no more valid. The "problem $A_m$" is discussed in detail in Gregg & Sing [19] and in Broekhoff [8].
4 SYMBOLS

\( A_m \) area occupied per molecule of adsorbate in the completed monolayer (m²)

\( C \) constant, defined in eq (4)

\( C_i \) C of the i-th layer (see eq (4))

\( E_1 \) heat of adsorption of the first layer (kJ/mole)

\( E_{1-L} \) net heat of adsorption of the first layer (kJ/mole)

\( L \) heat of condensation (kJ/mole)

\( M \) molecular weight of adsorbate (kg/Kg mole)

\( N \) Avogadro's constant (mol⁻¹)

\( R \) gas constant (kJ/mole-K)

\( S \) specific surface (m²/kg material)

\( T \) absolute temperature (K)

\( T_a \) temperature of adsorption measurement (K)

\( T_b \) boiling point of an adsorbed gaseous impurity (K)

\( W \) dry weight of porous sample (kg)

\( X \) amount of adsorbed vapour (kg/kg material)

\( X_m \) amount of adsorbate in a completed monolayer (kg/kg material)

\( \chi_{0.2} \) amount of adsorbate at \( P/P_o = 0.20 \) (kg/kg material)

\( a \) radius of silica fibre in coil spring (m)

\( b \) radius of coil spring (m)

\( i \) intercept of line of eq (3)

\( k \) constant in eq (15). Its value depends on size of adsorbing molecule (m⁻¹)

\( n \) number of runs of coil spring

\( p \) actual vapour pressure of adsorbate (N/m²)

\( P_o \) vapour pressure of adsorbate at saturation (N/m²)

\( p/p_o \) relative vapour pressure

\( q_s \) mass of one monolayer adsorbate on 1 m² surface (kg/m²)

\( r \) rate of flowing nitrogen, eq (16) (m³/s)

\( s \) slope of line of eq (3)

\( t_{0.2} \) time needed to reach the relative pressure \( P/P_o = 0.20 \), eq (16) (s)
torsional modulus of silica (N/m²)

α  precision in measurements (Kg/Kg)

ΔV  correction term in eq (16) (m³)

ρ  density of adsorbate (Kg/m³)

σ  sensitivity of adsorption spring balance (m/N)

σ_a  absolute sensitivity of adsorption beam balance (Kg)

σ_r  relative sensitivity of adsorption beam balance (Kg/Kg material)

τ_1  lifetime of a molecule in condensed state in the first layer (s)

τ_2  lifetime of a molecule in condensed state in the second or higher layer or in bulk liquid (s)
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FIG 1 The five isotherm types according to Brunauer classification.

FIG 2 The type II isotherm with high (A) and low (B) C-values. Only (A) gives a well defined "U-point". /2/

FIG 3 Graphical representation of the BET-equation (3).
FIG 4 The volumetric absorption apparatus of Emmett /14/.

FIG 5 Apparatus for continuous absorption, surface area and pore volume measurement. Innes /26/.
Correction factor

FIG 6 Correction factor for calculating BET surface area from Innes surface area eq (15) /26/.

FIG 7 Schematic diagram of surface area apparatus according to Nelson & Eggertson /30/.
FIG 8 Nitrogen absorption and desorption curves at use of apparatus according to FIG 7 /30/.

FIG 9 Schematic picture of apparatus based upon principles of Hauf & Dumbgen; Guyer & Boihen /20/.
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