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ABSTRACT

As more and more applications and services in our society now depend on the Internet, it is important that dynamically deployed wireless multi hop networks are able to gain access to the Internet and other infrastructure networks and services. This thesis proposes and evaluates solutions for providing multi hop Internet Access. It investigates how ad hoc networks can be combined with wireless and mesh networks in order to create wireless multi hop access networks. When several access points to the Internet are available, and the mobile node roams to a new access point, the node has to make a decision when and how to change its point of attachment. The thesis describes how to consider the rapid fluctuations of the wireless medium, how to handle the fact that other nodes on the path to the access point are also mobile which results in frequent link and route breaks, and the impact the change of attachment has on already existing connections.

Medium access and routing protocols have been developed that consider both the long term and the short term variations of a mobile wireless network. The long term variations consider the fact that as nodes are mobile, links will frequently break and new links appear and thus the network topology map is constantly redrawn. The short term variations consider the rapid fluctuations of the wireless channel caused by mobility and multi path propagation deviations. In order to achieve diversity forwarding, protocols are presented which consider the network topology and the state of the wireless channel when decisions about forwarding need to be made. The medium access protocols are able to perform multi dimensional fast link adaptation on a per packet level with forwarding considerations. This includes power, rate, code and channel adaptation. This will enable the type of performance improvements that are of significant importance for the success of multi hop wireless networks.
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1. CHAPTER I

Introduction

The enormous increase of mobile computing and the number of communication devices, such as cell phones, laptops and personal digital assistants, is driving a revolutionary change in our information society. We are moving towards a new computing age where a user, at the same time, utilizes several electronic platforms through which he can access all the required information he needs. The nature itself of the ubiquitous users and devices makes wireless networks and technologies the easiest solution for their interconnection needs. As a result, wireless computing has been experiencing exponential growth for the past decade.

The future Internet is likely to be fundamentally different than the Internet today because it will be dominated by the many mobile devices, that all have very diverse computational resources. Today, the number of mobile devices is growing very rapidly, and it is expected that the mobile device population of the Internet will soon contain well over several billion wireless devices.

1.1 Ad Hoc Networks

Mobile ad hoc networks are networks that are formed dynamically by an autonomous system of nodes that are connected via wireless links without using the existing network infrastructure or central administration. The nodes are free to move randomly and organize themselves arbitrarily; thus, the network’s wireless topology may change rapidly and unpredictably. Mobile ad hoc networks are infrastructure-less networks since they do not require any fixed infrastructure, such as a base station, for their operation. In general, routes between nodes in an ad hoc network may include multiple hops, and hence it is appropriate to call such networks as multi-hop wireless ad hoc networks. Each node will be able to communicate directly with any other node that resides within its transmission range. For communication with nodes that reside beyond this range, the node needs to use intermediate nodes to relay the messages hop by hop.

Ad hoc networking does have some networking challenges. Some of these are the traditional problems of wireless communication and networking:

- The wireless medium has no absolute or observable boundaries outside which stations are known to be unable to correctly receive data.

- The wireless channel is unprotected from outside channels.
The wireless medium is significantly less reliable than wired media.

The channel has time-varying and asymmetric propagation properties.

Hidden terminal and exposed terminal phenomena may occur that degrade performance.

### 1.1.1 Research Issues

Because of these problems, the multi-hop nature and the lack of fixed infrastructure, ad hoc networks have some specific constraints that make research in this field quite challenging:

**Autonomous.** Ad hoc networks does not depend on any established infrastructure or centralized administration. Each node operates in distributed peer-to-peer mode, acts as an independent router and generates independent data. Network management has to be distributed across different nodes, which brings added difficulty in fault detection and management.

**Multi-hop routing.** No default router is available, and every node acts as a router and forward packets in order to enable information sharing between mobile hosts.

**Dynamically changing network topologies.** In mobile ad hoc networks, because nodes can move arbitrarily, the multi-hop network topology frequently and unpredictably changes, resulting in route changes, frequent network partitions, and possibly packet losses.

**Variation in link and node capabilities.** Each node may be equipped with one or more radio interfaces that have varying transmission and receiving capabilities and operate across different frequency bands. This heterogeneity in radio capabilities may result in asymmetric links. In addition, each mobile node might have different software and hardware configurations, which result in processing capability variations. Designing network protocols and algorithms for this heterogeneous network can be complex, requiring dynamic adaptation to the changing conditions, such as power and channel conditions, traffic load and distribution variations, congestion etc.

**Energy.** Because batteries typically carried by each mobile node have limited power supply, processing power is limited, which in turn limits services and applications that can be supported by each node. This becomes a bigger issue in mobile ad hoc networks because, as each node is acting as both an end system and a router at the same time, additional energy is required to forward packets from other nodes.

**Network scalability.** Currently, most network management algorithms were designed to work on fixed or relatively small wireless networks. Many mobile
ad hoc network applications involve large networks with tens of thousands of nodes, as found for example, in sensor networks and tactical networks. Scalability is critical to the successful deployment of these networks. The steps toward a large network consisting of nodes with limited resources are not straightforward, and present many challenges that are still to be solved, such as: addressing, routing, location management, configuration management, interoperability, security etc.

1.2 IEEE 802.11 networks

In 1997, the IEEE adopted the first wireless local area network standard, named IEEE 802.11 [1], with data rates up to 2 Mbps. Since then, several task groups have been created to extend the IEEE 802.11 standard. Task groups 802.11b, 802.11a and 802.11g have completed their work by providing three relevant extensions to the original standard which are often referred to as Wireless Fidelity (Wi-Fi). The 802.11b task group produced a standard for WLAN operations in the 2.4 GHz band, with data rates up to 11 Mbps and backward compatibility. This standard, published in 1999, has become a huge success and is supported by most laptops today and newer pdas. 802.11g is a high-speed extension to 802.11b and supports data rates up to 54 Mbps. Because 802.11g is backward compatible with 802.11b, 802.11g have become a big success, and have now more or less replaced 802.11b as the major 802.11 physical layer standard. Almost all laptops sold today support 802.11g. The 802.11a task group created a standard for WLAN operation in the 5 GHz band, also with data rates up to 54 Mbps. But 802.11a never became a big success, mostly because it wasn’t compatible with the original standard, nor 802.11b. Among the other task groups, it is worth mentioning the task group 802.11e that enhances the MAC with QoS features to support voice and video over 802.11 networks.

The IEEE 802.11 standard defines two operational modes for WLANs: infrastructure-based and infrastructure-less or ad hoc. Network interface cards can be set to work in either of these modes but not in both simultaneously. Infrastructure mode resembles cellular infrastructure-based networks. It is the mode commonly used to construct the so-called Wi-Fi hotspots, i.e., to provide wireless access to the Internet. In the ad hoc mode, any stations that are within the transmission range of each other, can after a synchronization phase, start communicating. No AP is required, and the ad hoc network can be created dynamically, on the fly, without any central administration.

1.3 Routing in Ad hoc Networks

In contrast to infrastructure based networks, all nodes are mobile and can be connected dynamically in an arbitrary manner. All nodes therefore behave as routers and take part in the discovery and maintenance of routes to other nodes in the net-
work. Ad hoc networks are very useful in emergency search-and-rescue operations, meetings or conventions in which persons wish to quickly share information, and data acquisition operations in inhospitable terrain.

Routing protocols for ad hoc networks can be divided into two main categories: reactive or proactive, sometimes also called on demand and table driven protocols, depending on how and when the routes are discovered. In proactive routing protocols routes are constantly maintained and updated, assuring that a route is always available when needed. In reactive protocols, routes are discovered and maintained when they are needed, introducing a route discovery latency. When routes are no longer needed, they are removed from the routing table.

Both categories have their advantages and disadvantages. Proactive protocols have the advantage of always having an available route, if one exist, and therefore typically experience a lower delay than reactive protocols do. Proactive protocols also have the advantage of knowing the network topology and the number of nodes in the network. Reactive protocols on the other hand, doesn’t have to maintain routes that isn’t being used, thereby saving scarce energy resources as many nodes are likely to be battery operated.

This thesis mainly use, analyze and compare two different routing protocols: the Ad hoc On demand Distance Vector (AODV) routing protocol [2] and the Optimized Link State Routing (OLSR) protocol [3].

AODV is a reactive protocol that initiates route discovery whenever a source needs a route, and maintains this route as long as it is needed by the source. Each node also maintains a monotonically increasing sequence number that is incremented whenever there is a change in the local connectivity information for the node. Route Discovery follows a Route Request (RREQ), Route Reply (RREP) query mechanism. In order to obtain a route to another node, the source node broadcasts a RREQ packet across the network, and then sets a timer to wait for the reception of a reply. Nodes receiving the RREQ can respond if they are either the destination, or if they have an unexpired route to the destination. If these conditions are met, a node responds by unicasting a RREP back to the source node.

OLSR is a proactive protocol that is an optimization of the pure link state algorithm adapted to the requirements of a mobile wireless network. The key concept used in the protocol is that of multipoint relays (MPRs). MPRs are selected nodes (by their one hop neighbors) which forward broadcast messages. The use of MPRs reduces the size of the control packets by declaring only a subset of links towards its neighbors, the MPRs. It also minimizes flooding of the control traffic by only using the selected MPRs to diffuse the control information. All other neighboring nodes receive the information, but do not rebroadcast it.

1.4 Medium Access Control

A medium access control (MAC) protocol moderates access to the shared wireless medium by defining rules that allow devices to communicate with each other in an
orderly and efficient manner. MAC protocols decide what device should be allowed to transmit and access the physical medium, at any given time. In a wireless environment, if two nodes transmit at the same time, they will cause interference for each other that may result in the loss of data. A common solution to this problem is to only allow one single node to transmit on the channel at the same time, thus enabling successful transmissions and preventing collisions from occurring. MAC protocols therefore play a crucial role in wireless networks by ensuring efficient and fair sharing of the scarce wireless bandwidth.

1.4.1 Wireless MAC Issues

The unique properties of the wireless medium make the design of MAC protocols very different from, and more challenging than, wireline networks. Some of the unique properties of wireless systems and their medium are:

**Half-Duplex Operation:** In wireless systems it is very difficult to receive data when the transmitter is sending data. This is because when a node is transmitting data, a large fraction of the signal energy leaks into the receive path. This is referred to as self-interference. The transmitted and received power levels can differ by several orders of magnitude. The leakage from the transmitted signal typically has much higher power than the received signal, which makes it impossible to detect a received signal while transmitting data. Hence, collision detection is not possible while sending data. Due to the half-duplex mode of operation, the link needs to be multiplexed in time (TDM), frequency (FDM) or by code (CMD). As collisions cannot be detected by the sender, all proposed protocols attempt to decrease the probability of a collision using different collision avoidance principles.

**Time Varying Channel:** Radio signals propagate according to three mechanisms: reflection, diffraction, and scattering. The signal received by a node is a superposition of time-shifted and attenuated versions of the transmitted signal. As a result, the received signal power varies as a function of time. This phenomenon is called multipath propagation. The rate of variation of the channel is determined by the coherence time of the channel. Coherence time is defined as time within which the received signal strength changes by 3 dB. When the received signal strength drops below a certain threshold, the node is said to be in fade. Handshaking is a widely used strategy to mitigate time-varying link quality. When two nodes want to communicate with each other, they exchange small messages that test the wireless channel between them. A successful handshake indicates a good communication link between the two nodes.

**Carrier Sensing:** Carrier sensing is a function of the position of the receiver relative to the transmitter. In the wireless medium, because of attenuation and multipath propagation, signal strength decays more or less according to distance. Only nodes within a specific radius of the transmitter can detect the carrier of the channel. This location-dependent carrier sensing results in three types of nodes in protocols that use carrier sensing. **Hidden Nodes:** A hidden node is one that is within the range of the intended destination but out of range of the sender. Hence,
hidden nodes can cause collisions on data transmission. Exposed Nodes: Exposed nodes are complementary to hidden nodes. An exposed node is one that is within the range of the sender but out of range of the destination. If the number of exposed nodes are not minimized, the bandwidth is underutilized. Capture: Capture is said to occur when a receiver can cleanly receive a transmission from one of two simultaneous transmissions, both within its range. When two nodes transmit simultaneously, the signal strength received from one node may be much higher than that of the other, and can be decoded without errors despite the presence of the other transmission. Capture can result in unfair sharing of bandwidth with preference given to nodes closer to the transmitter. Wireless MAC protocols need to ensure fairness under such conditions.

1.4.2 Wireless MAC protocols

The most popular wireless MAC layer protocol used today is the IEEE 802.11 DCF [1]. 802.11 as explained above, is being used in almost every laptop computer as a wireless LAN technology. DCF is the most commonly used medium access technology defined by the 802.11 specification.

![DCF basic access](image)

**Fig. 1.1:** DCF basic access

DCF is based on CSMA/CA, and it provides asynchronous access for best effort service. The basic operation of the DCF is illustrated in Figure 1.1. If a station generates a frame to transmit when there is no ongoing backoff procedure, it checks the medium status to see if it is idle. If the medium is sensed to be idle, the station immediately proceeds with its transmission after an idle interval equal to DCF Inter Frame Space (DIFS); this is often referred to as an immediate access. If the medium is sensed to be busy, the station defers its access until the medium is determined to be idle for a DIFS interval, and then it starts a backoff procedure. A backoff procedure starts by setting its own backoff timer by uniformly choosing a random value from the range \([0, CW]\), where \(CW\) is the current contention window size, and its size is an integer value within the range of \(CW_{min}\) and \(CW_{max}\). The backoff counter is decreased by a slot time as long as the channel is sensed idle, while it remains frozen when the channel is sensed busy. The backoff countdown is resumed after the channel is sensed to be idle for a DIFS interval. When the back-
off counter reaches zero, the station starts its data frame transmission. If the source successfully receives an acknowledgment (ACK) frame after a Short Inter-Frame Space (SIFS) idle period, the transmission is assumed to be successful. After a successful transmission, the source resets its contention window to the minimum value $CW_{\text{min}}$, and performs another backoff process irrespective of whether it has another frame to transmit or not. This process is often referred to as post backoff, and it prevents a station from performing consecutive immediate accesses. On the other hand, if a frame transmission fails, the current contention window size is doubled with the maximum value $CW_{\text{max}}$. The station attempts to transmit the frame again by selecting a backoff counter value from the increase contention window. After the number of failures reaches a retry limit, which is 4 by default, the station drops the frame.

![Fig. 1.2: 802.11 RTS CTS Handshake](image)

The RTS/CTS access method is provided in IEEE 802.11 as an option for reducing the collisions caused by hidden terminal problems. When a station needs to transmit a data frame longer than the rtsThreshold, it follows the backoff procedure as in the basic mechanism described before. After that, instead of sending the data frame, it sends a special short control frame called a Request-To-Send (RTS). This frame includes information about the source, destination, and duration required by the following transactions (CTS, DATA, and ACK transmission). Upon receiving the RTS, the destination responds with another control frame called a Clear-To-Send (CTS), which also contains the same information. The transmitting station is allowed to transmit data if the CTS frame is received correctly. All other nodes overhearing either RTS and/or CTS frames adjust their Network Allocation Vector (NAV) to the duration specified in the RTS/CTS frames. The NAV contains the duration for which the channel will be unavailable and is used as virtual carrier sensing. Stations defer transmissions if either physical or virtual sensing indicates that the channel is busy. Nevertheless, if a receiver’s NAV is set while the data frame is received, DCF allows the receiver to send the ACK frame.
1.5 **Multi-hop Internet Access**

Most of the research presented in this thesis relates to typical IEEE 802.11 ad hoc networks. Much of this work focuses on different methods for providing Internet Access to *multi-hop* ad hoc and mesh networks. Multi-hop networking isn’t currently directly supported in any of the two modes in 802.11. In order to have networking operating in a multi-hop manner, we need a routing protocol that establishes routes between the communicating nodes in the wireless network. In order to have a multi-hop network, we have to operate in 802.11’s ad hoc mode. This is because the infrastructure mode uses a coordination and association function that only extends to nodes within direct communication range.

So, suppose we have a multi-hop ad hoc network, and we want to obtain Internet Access? Well, for this to work, a few different things need to be solved. First of all, the general view of an ad hoc networks is that it is a stand alone network, isolated from any external networks. It should be possible to establish the network with little or no configuration and it should be able to dynamically reconfigure itself. The whole ad hoc networking concept sort of assumes independency and flexibility. This is now, however, slowly starting to change. As the Internet is becoming a more and more integral part of our daily life, a free stand alone ad hoc network seems less useful. If at least one of the nodes in the ad hoc network is within communication range of an Internet access point, why not use that node to access the Internet? In order for a multi hop ad hoc access network solution to work, we have the following constraints and considerations:

- An access point is needed, that acts as a gateway between the ad hoc network and the Internet.

- The access point needs to be able to operate in ad hoc mode, as nodes in the network communicates in ad hoc mode.

- Nodes in the network must be able to discover, identify and differentiate between access points and common nodes. An important property here is how a node can discover an access point. This can either be done proactively, where the access points announces its presence periodically to the network, or reactively where a node may start a discovery process when access to the Internet is needed.

- When more than one access point is available, the node should use a policy to choose the most appropriate access point. This policy can depend on either performance or organizational aspects, or both.

- Nodes must be able to configure an address that is accessible from the Internet. While a node may already have a fully functional address for the ad hoc network, this address is not necessarily accessible, or allowed in the global Internet.
Correspondent nodes in the Internet communicating with an ad hoc node should regard the ad hoc destination address as any other destination address.

The network needs to support both macro and micro mobility. Micro mobility is the case where a node moves from one access point to another within the same domain. Macro mobility is the case where the node moves to a new access point that is operated and maintained by a different entity, where a new and different addressing policy is enforced that requires the node to configure a new address. This mobility may require both rerouting and readdressing, should be as fast as possible, and be transparent to applications running in the node.

Nodes must be able to discover and maintain routes to the access point. This maintenance should be synchronized between the routing process and the mobility process. When a mobility decision has been made where a node moves its association to a new access point, routing to and from the access point should be updated accordingly.

Nodes in the ad hoc network without an Internet configured address should be able to communicate with other nodes in the ad hoc network as normal. The ad hoc network should be configured as a normal ad hoc network, with the extended feature of having Internet access.

The access gateway should only forward packets destined to the Internet, and not those packets with a destination inside the ad hoc network.

1.6 Mesh networks

Wireless mesh networks is an area that has been receiving a lot of attention within the last few years. They can be considered as wireless networks where each node can function both as an access point, and as a router responsible for forwarding traffic from other parts of the network. Ad hoc networks is therefore a type of wireless networks that is closely related to mesh networks. The main difference between mesh and ad hoc networks is that ad hoc networks are constructed by user terminal nodes, and these user nodes are expected to be highly mobile. This mobility aspect has led to extended amount of research performed on the topic of mobile routing, because as the user nodes move around in the network, the network topology will constantly be changing. Within this topic, IETF has had a very important role, resulting in the standardization through experimental RFCs, of a couple of routing protocols.

While ad hoc networks are still waiting for a killer application into the commercial market, mesh networks devices are already available through different manufactures. Mesh networks are built as cost effective wireless access networks, and have been deployed in some cities as wireless MAN networks.
Mesh networks are also considered a promising technology for emergency, search and rescue operations. This is because mesh networks can rapidly be deployed and be made to need little or no configuration. With well configured mesh devices, the only thing an emergency team needs to do to get a fully operational access networks, is to bring the devices to a location, turn them on, and distribute them in the area. This is especially useful in areas where very little communication infrastructure is currently available, or where the communication infrastructure has been destroyed.

1.7 Diversity forwarding

Diversity forwarding is a concept that tries to utilize the diversity of the network. In multi hop networks, it is often possible to find more than one path between a source and a destination. Sometimes it also possible to find multiple paths of the same lengths, that can be used to create redundant routing paths. Diversity forwarding can be seen as combination of these approaches, where the exact path between a source and destination is not determined beforehand, but that each next hop is determined by each forwarding node. In normal single or multi path ad hoc routing, the path is either determined by the initiating source, or by a routing protocol with a consistent view of the network topology among all the nodes. With diversity forwarding, the forwarding decision is made by each forwarding node based on the current state of the available forwarding links, or the current state of available nodes. For example, if one of the available links that is available for routing between a source and destination is in a bad state due to fading or interference, some other link with more favorable conditions could be chosen. Similarly, if one of the available forwarding neighbors experience high delays because of contention or congestion, some other neighbor could be picked to forward the packet.

This concept has been discussed in a few recent papers. To my knowledge, the first work about diversity forwarding is the Selection Diversity Forwarding (SDF) scheme, presented in [4]. Here a node first multicasts a data packet to a set of candidate nodes, and then the forwarding decision is made based upon responses from the candidates. A similar and sort of reverse idea was later developed in [5] [6], where a small probe, or RTS packet is multicasted to a set of receivers, and the candidate that responds first is chosen as the next hop. Similarly, [7] [8] first transmits a probe, but they wait for all receivers to respond, before choosing the candidate with the best current radio conditions.

When a diversity protocol queries the set of candidates, it may from the probe messages not only learn which of the candidates that are available, but also the Channel State Information (CSI). This information can enable the transmitter to determine which of the available data rates that will be best suited for the current channel radio conditions. In [9] a rate adaptive MAC protocol called Receiver-Based AutoRate (RBAR) is presented that changes the modulation scheme and thus the data rate based upon the current radio conditions. In another aspect, [10]
presents a MAC protocol that performs power control that takes into account both the current radio conditions, and the location of neighboring nodes. Link state routing protocols have one significant advantage over distance vector protocols, and that is that link state protocols have an overview of the topology of the network, while a distance vector protocol only see the distance to the final destination through the next hop. This wider view enables a diversity forwarding protocol to make more dynamic routing decisions, as it not only sees the shortest path to a destination, but all paths to a destination. This wider view also enables other protocols, such as MAC protocols, or applications to make wiser decisions.

In a diversity forwarding protocol, the task of the routing protocol is to provide the MAC protocol with the set of candidates that it determines should be evaluated.

## 1.8 Dynamic Code Division Multiple Access

Many wireless systems today use different spread spectrum techniques on the physical layer in order to combat interference and noise. Spread spectrum basically means that the transmitted signal is spread over a frequency band in such a way that it occupies a bandwidth much greater than that which is necessary to send the information. This results in the signal being much less sensitive to interference. The bandwidth is spread by means of a code which is independent of the data that is to be transmitted. The use of an independent code and synchronous reception allows multiple users to access the same frequency band at the same time.

In order to protect the signal, the code used is pseudo-random. It appears to be random, but is actually deterministic, so that the receiver can reconstruct the code for synchronous detection, and since the receiver knows how to generate the same code, it correlates the received signal with the code in order to extract the data.

802.11 as discussed, uses a spread spectrum technique called Direct Sequence Spread Spectrum, DSSS. Here the digital data is directly coded at a much higher frequency than the signal and the bits themselves. The used spreading code is pre-defined by the 802.11 specification, and since the receiver knows how to generate the same code, it can correlate received signals with that code in order to extract data.

Code Division Multiple Access, CDMA, is a MAC technique that allows multiple users to access the medium at the same time through assignment of unique user codes. In centralized systems such as cellular networks, codes are assigned by the network itself. In ad hoc networks, no central entity is available that can assign codes, and many of the ad hoc and mesh solutions used today is constructed with 802.11 devices.

## 1.9 Thesis and contribution

This thesis presents architecture solutions and constraints that tries to optimize the performance of hybrid multi hop access systems. Example of issues discussed in
this thesis are how to discover an access point and configure a correct address, how multiple access points should be handled; when and how should a node switch from one access point to the other? What impact does mobility have on the system? How should routing to and from access points, as well as within the network, be achieved and optimized? Should the amount of traffic be considered; will the access point be a hotspot and cause congestion in a specific part of the network? These questions will be answered in the following chapters.

This thesis also presents MAC and routing protocol solutions that enables diversity forwarding by querying the state of available candidates and links prior to the transmission of a data packet. Two link state diversity routing protocols are presented, one on demand and one proactive. The presented MAC protocols all support rate adaptation and power control in addition to providing diversity forwarding support. The final decision on which next hop to forward the packet to, is performed by the routing protocol, based on radio, MAC and network conditions. One MAC protocol also supports the use of node specific CDMA code assignment, with fast link adaptation and dynamic channel assignment.
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2. CHAPTER II

Performance Analysis of Traffic Load and Node Density in Ad hoc Networks

2.1 Introduction

Ad hoc networks are multihop wireless networks consisting of mobile hosts communicating with each other through wireless links. These networks are typically characterized by scarce resources (e.g. bandwidth, battery power etc), lack of any established backbone infrastructure and dynamic topology. A challenging but critical task that researchers have tried to address over the past few years have been development of routing protocols that suit the characteristics of ad hoc networks.

Several such routing protocols for ad hoc networks have been developed and evaluated [1], [2], [3]. These evaluations mainly focus their performance evaluations upon determining the throughput, packet delivery ratio and overhead of the different protocols. However, since many of the devices used in ad hoc networks are battery operated, they also need to be energy conserving so that battery life is maximized. Thus, when new routing protocols are being developed, these considerations should be taken into account.

In the 70s Kleinrock et al. theoretically studied the performance of Packet Radio Networks and tried to determine the optimum transmission radius. Their results were summarized in their paper “Optimum Transmission Radii for Packet Radio Networks” which was published in 1978 [4]. The paper provides an analytical analysis that explore the tradeoff between increased transmission radius, which result in fewer hops between source and destination, and the effective bandwidth lost at each node as a result of the increase in transmission range. The paper shows that the optimum number of neighbors for a given node is 6, and concludes that a node’s transmission radius should be adjusted so that it has six neighbors.

In [5] Royer et al. explore the nature of the transmission power tradeoff in mobile ad hoc networks to determine the optimum node density for delivering the maximum number of data packets. They conclude that there does not exist a global optimum density, but rather that, to achieve this maximum, the node density should increase as the mobility rate of nodes increases. Their simulations were aimed at determining the maximum throughput of the network and therefore the traffic load upon the network was adjusted so that saturation occurred.

This paper examines how the traffic load upon the network and the transmission power affect the overall performance of the network. While increasing the
transmission radius, i.e. the node density, does reduce the available bandwidth, it may also be important to study how the optimum node density varies with different traffic loads and mobility rates. To investigate this, the reactive Ad Hoc On-Demand Distance Vector (AODV) routing protocol [6] is used for routing packets in the network. It is likely that different routing protocols will have different route characteristics, but the results obtained here can be generalized to most on-demand protocols. To make a comparison against more proactive routing protocols, the simulated scenarios were also run with the Optimized Link State Routing (OLSR) protocol [7]. The remainder of this paper is organized as follows. Section 2.3 briefly describes the basic mechanism of AODV's unicast routing. Section 2.4 describes the OLSR routing protocol. Section 2.5 describes the simulation model and environment. Section 4.2 discusses related work and Section 5.7 concludes the paper.

2.2 Related Work

Royer et al. performed a related study in [5]. In this work they varied the transmission power in order to determine the optimum node density for delivering the maximum number of data packets. Their simulations were aimed at determining the maximum throughput of the network and therefore the traffic load upon the network were adjusted so that saturation occurs. They concluded that there does not exist a global optimum density, but rather that, to achieve this maximum, the node density should increase as the mobility rate of nodes increases.

An investigation to determine the critical transmission range were performed in [8]. In this work the authors investigate the minimum transmission range of the transceivers that is required to achieve full network connectivity. They present an algorithm to calculate this minimum transmission range, and then study the effect of mobility on that value.

In [9], the authors study the problem of adjusting the transmission power in order to find a balance between the achieved throughput and power consumption. Algorithms are presented which adaptively adjust the transmission power of the nodes in response to topological changes, with the goals of maintaining a connected network while using minimum power. Through simulation, they show that an increase in throughput, together with a decrease in power consumption can be achieved by managing the transmission levels of the individual nodes.

2.3 Ad hoc On-Demand Distance Vector Routing

The Ad hoc On-Demand Distance Vector (AODV) routing protocol is a reactive protocol designed for use in ad hoc mobile networks. AODV initiates route discovery whenever a source needs a route, and maintains this route as long as it is needed by the source. Each node also maintains a monotonically increasing sequence number that is incremented whenever there is a change in the local con-
2.3.1 Route Discovery

Route Discovery follows a Route Request (RREQ), Route Reply (RREP) query mechanism. In order to obtain a route to another node, the source node broadcasts a RREQ packet across the network, and then sets a timer to wait for the reception of a reply. The RREQ packet contains the IP address of the destination node, the sequence number of the source node as well as the last known sequence number of the destination. Nodes receiving the RREQ can respond if they are either the destination, or if they have an unexpired route to the destination whose corresponding sequence number is at least as great as that contained in the RREQ. If these conditions are met, a node responds by unicasting a RREP back to the source node. If not, the node rebroadcasts the RREQ. In order to create a reverse route from the destination back to the source node, each node forwarding a RREQ also create a reverse route entry for the source route in its routing table.

As intermediate nodes forwards the RREP towards the source node, they create a forward route entry for the destination in their routing tables, before transmitting the RREP to the next hop. Once the source node receives a RREP, it can begin using the route to send data packets.

If the source node does not receive a RREP before the timer expires, it rebroadcasts the RREQ with a higher time to live (TTL) value. It attempts this discovery up to some maximum number of attempts, after which the session is aborted.

2.3.2 Route Maintenance

Nodes monitor the link status to the next hops along active routes. When a link break is detected along an active route, the node issues a Route Error (RERR) packet. An active route is a route that has recently been used to send data packets. The RERR message contains a list of each destination which has become unreachable due to the link break. It also contains the last known sequence number for each listed destination, incremented by one.

When a neighboring node receives the message, it expires any routes to the listed destinations that use the source as of the RERR message as the next hop. Then, if the node has a record of one or more nodes that route through it to reach the destination, it rebroadcasts the message.

2.4 Optimized Link State Routing

The Optimized Link State Routing (OLSR) protocol is an optimization of the pure link state algorithm adapted to the requirements of a mobile wireless network. The key concept used in the protocol is that of multipoint relays (MPRs). MPRs are selected nodes (by their one hop neighbors) which forward broadcast messages.
During the flooding process, this technique lets OLSR substantially optimize the standard Link State algorithm in two ways:

Firstly, it reduces the size of the control packets by declaring only a subset of links towards its neighbors, the MPRs. Secondly, it minimizes flooding of the control traffic by only using the selected nodes to diffuse the control information. All other neighboring nodes receive the information, but do not rebroadcast it.

All nodes select its set of MPRs such that the set covers all of the nodes that are within two hops away. The OLSR protocol relies on this selection when calculating the routes to all the other known nodes. To achieve this, each node periodically broadcasts information about their one hop neighbors that have chosen it as a multipoint relay node. Each receiving node then uses this information to calculate a route to all other nodes in the network. These routes will be a sequence of hops consisting of MPR nodes between the source and destination node.

### 2.5 Simulation Model

The simulation platform used for evaluating the proposed approach is GloMoSim [10], a discrete-event, detailed simulator for wireless network systems. It is based on the C-based parallel simulation language PARSEC [11].

In our experiments, the MAC layer is implemented using the default characteristics of the distributed coordination function (DCF) of IEEE 802.11 [12]. This standard uses Request-To-Send (RTS) and Clear-To-Send (CTS) control packets to provide virtual carrier sensing for unicast data transmissions between neighboring nodes. A node wishing to unicast a data packet to its neighbor broadcasts a short RTS control packet. When its neighbor receives the packet, it responds with a CTS packet. Once the source receives the CTS, it transmits the data packet. After receiving this data packet, the destination sends an acknowledgement (ACK) to the source, signifying reception of the data packet. The use of the RTS-CTS control packets reduces the potential for the well-known hidden-terminal problem. Broadcast data packets and RTS control packets are sent using CSMA/CA [12].

Two-Ray Path Loss with threshold cutoff is used as the propagation model. This model uses the Free Space Path Model for near sight and Plane Earth Path Loss for far sight. For a distance \( r \), the Free Space model attenuates the signal as \( 1/r^2 \) and the Plane Earth model as \( 1/r^4 \). If the received power level of a packet is below the noise level plus the specified Signal to Noise Ratio (SNR) threshold, a collision is detected.

The data rate for the simulations is 2 Mbits/sec.

#### 2.5.1 The Mobility Model

The mobility model used for the simulations is the Modified Random Direction model [5]. Each node randomly selects a direction in which to travel, where a direction is measured in degrees. The node then randomly selects a speed and destination along the direction and travels there. Once it reaches the destination,
it remains stationary for some pre-defined pause time. At the end of the pause time, a new direction and speed is selected, and movement is resumed. If a node reaches a border of the simulation area, it is bounced back. This model avoids the inherent problems of the popular random waypoint model [5,13] and results in a uniform node distribution as well as causing continuous changes in the topology of the network. The pause time in the simulations is set to 10 seconds and the speed varies between 0 and 10 m/sec.

2.5.2 Simulation Setup

Four different node mobility’s between 0 m/s and 10 m/s are modeled. The average number of neighbors in each simulation is varied by adjusting the transmission range. This is typically done by increasing the transmission power of each individual node.

The total amount of traffic injected into the network is varied between 82kbps and 1Mbps. This is done by varying the number of sources in the network and the number of 512-byte data packets sent per second. The type of traffic injected into the network is 10 short-lived CBR sources spread randomly over the network. When one session ends, a new source-destination pair is randomly selected. Thus the input traffic load is constantly maintained.

Each mobility/transmission range/traffic load combination is run for 6 different initial network configurations, and the results are averaged to produce the data points. All in all the total number of simulations run to produce the data points in this study are around 3200. Each simulation simulates 300 seconds and models a network of 100 nodes in a 1000 X 1000 m area.

2.6 Results

2.6.1 Delivery Ratio

The delivery ratio is defined as the ratio between the number of packets delivered to a destination to those generated by the sources. This metric illustrates the effectiveness of best effort routing protocols, such as AODV and OLSR, for delivering packets to their intended destination.

The delivery ratio when AODV is used as the routing protocol is shown in Figure 2.1. Four different mobility rates and their graphs are illustrated in the subfigures. The figure shows that for small node densities and lower connectivity, fewer data packets are delivered due to lack of a route. However, when nodes are mobile and the connectivity increases, the delivery ratio rapidly increases for small traffic loads, until the curves level off. For small traffic loads it is therefore possible to find an optimum number of neighbors where almost all packets are delivered. This optimum value does however, depend on both the traffic load and the mobility rate. As mobility increases the optimum value shifts to the right. The faster nodes move, the more frequently link breaks occur. Hence, even though the effective
bandwidth seen at individual nodes suffer due to increased transmission power and collisions, the delivery ratio still increases compared to sparser densities. This is because link breaks are less frequent and routes are maintained for longer periods of time.

Figure 2.1: Delivery Ratio vs Mean Number of Neighbors for AODV

As the amount of traffic increases, the rate of increase becomes slower until it is almost linear. This occurs as a result due to the increased number of collisions, as well as reduced channel access. For these higher traffic loads it is therefore more difficult to find an optimum node density.

It should also be noted that when the transmission range is increased, thus increasing the node density, the mean number of hops between a source and destination decreases. This also have a positive effect on the delivery ratio.

Figure 2.2(a) illustrates the relationship between the traffic load and the delivery rate for different transmission ranges. Two mobility rates, 1 m/s and 10 m/s have been used in this setup. As the transmission range of a node is increased, the mean number of neighbors is also increased. It should be noted that the transmission ranges denoted here is the ideal transmission range when we have no interference. As the number of neighbors increase so does the interference, resulting in
more collisions and retransmissions at the MAC layer. The effective transmission range is therefore lowered. These effects are studied in section 2.6.2.

In figure 2.2(a) and figure 2.2(b), AODV is used as the routing protocol. The figures show that as the traffic in the network is increased, the delivery rate becomes lower. For the higher transmission ranges it is possible to sustain a very high delivery rate up to a certain point where the delivery starts to decline. For higher transmission ranges it therefore seems possible to find an optimum traffic load with respect to the delivery ratio. However, for very sparse networks the delivery ratio seems to be fairly independent upon the amount of traffic in the network. This is due to both the lower connectivity as well as the higher probability for channel access. Because of the lower connectivity, it is also harder to establish a route and the delivery ratio is therefore quite low.

Figure 2.3 shows the delivery ratio when OLSR is used as the routing protocol. The figure illustrate that OLSR can achieve very high delivery rates for small traffic loads and dense networks. There are two reasons as to why OLSR performs better for dense networks.

Firstly, the network connectivity is higher for denser networks and the probability for an available route is therefore also higher.
Secondly, as the network becomes denser, fewer MPRs are selected. As only MPR nodes will relay link state update messages, the control overhead will drop quickly.

For higher data rates the delivery ratio for OLSR is only slowly increasing. Although fewer MPRs are being selected, the contention for channel access also becomes greater.

Figure 2.2(c) and figure 2.2(d) illustrate the relationship between the traffic load and the delivery rate when OLSR is used as the routing protocol. We can see the same indications as we could when AODV were used. For higher transmission ranges it is possible to sustain a higher delivery ratio up to a certain point, after which the ratio rapidly drops. The difference between AODV and OLSR seems to be that the drop comes a bit earlier for OLSR than it does for AODV. The decline in delivery ratio is also faster for OLSR than for AODV.
2.6. Results

Figure 2.1 and figure 2.3 seems to indicate that denser networks have better delivery ratio. If this is correct, the optimum network design choice would be to make the network as dense as possible. However, as we can see in figure 2.4, the number of collisions also increases with increasing network density. Figure 2.4 shows the mean number of collisions at the radio layer per delivered packet. This ratio is an indication of the energy cost needed in order to deliver a packet. More collisions at the radio layer typically means that energy has been wasted because the signal could not be received.

Here we see that although denser networks have higher delivery ratios, the price for actually delivering the packets becomes higher. Because more collisions means that additional control information at the MAC layer might need to be sent, more energy have to be spent for delivering the packets.

Because the mobile nodes in an ad hoc network are typically battery operated, although performance can be improved with density, it is not optimum from a energy point of view.

There are also some interesting variations in the displayed graphs. In fig-
ure 2.4(c) and figure 2.4(d) OLSR have been used as the routing protocol. For small traffic loads the number of collisions increases up to a certain point where it levels off and then starts decreasing. The reason for this is the same as explained earlier. As the network becomes denser, fewer MPRs will be selected and the control overhead will therefore be lower. As a result of this, fewer collisions occur. But as the traffic load is increased, the contention for channel access will increase, again causing more collisions to occur. These results are a bit surprising because OLSR was designed to work better in denser networks. The reason for this lies in the large number of nodes in the simulated network, 100 nodes. This means that the size of the link state update messages will be large, as well as many due to topology changes. The result of this is that many broadcasted RTS and update messages will collide. Similar observations were made in [14] after the publication of our study, where a 100 node network was also simulated. They conclude that channel contention and routing overhead cause the MPRs to be saturated. This problem has been further recognized by the work in [15], which is partially conducted by one of the creators of OLSR. They propose a new mechanism to detect link disconnections, in combination with link buffering and packet restoration. Here link breaks are also detected if no CTS or no ACK is received. After a link break, all routes using the broken link is invalidated, and the neighbor and routing tables are updated. If a packet is received using an invalidated route, it is stored in the link buffer until the route is restored through topology updates. This is similar to the route repair procedure of AODV, and it would be an interesting future study to see how this version of OLSR performs for the scenarios of this study.

It is interesting to see that AODV also displays variations, but for higher traffic loads. See figure 2.4(a) and figure 2.4(b). The mean number of packet collisions here rapidly increases with node density up to a point where it levels off or starts decreasing. For even higher node densities the number of collisions again starts to increase. The explanation for this can be found in the way AODV flood request messages. When a node needs a route it broadcasts a RREQ to its immediate neighbors. If the receiving neighbor is unaware of the requested destination address, it rebroadcasts the RREQ. However, if the neighbor does know of a route to the destination, it unicasts a RREP back to the requesting node. As the network becomes denser, the probability for a neighbor to have an available route increases. This is the point where the curves level off or starts decreasing. But more neighbors also means that more packets have to be rebroadcasted, increasing the number of collisions. At some point the positive effect of neighbors having available routes will be drowned by rebroadcasts by other neighboring nodes. The number of collisions will then again start to increase. For lower traffic loads these effects are less distinct.

It should also be noted that the scale of the figures are different. The number of collisions that occur when OLSR is used for routing is higher than for AODV.
2.7 Conclusion

With the increasing popularity of mobile networking, it is important to understand the characteristics of these networks so that they can be tuned to achieve optimum performance. A key component for determining the network connectivity is the transmission power. For wireless transmission, a tradeoff exists between increasing the number of neighbors and decreasing the effective bandwidth available to individual network nodes.

It has been shown that it is desirable to increase the node density and transmission power in order to achieve high delivery of data packets to their destinations. Moreover, the optimum connectivity level of the network does not only depend upon the mobility of the nodes, but also upon the traffic load on the network. In sparser networks it is possible to achieve high delivery rates up to a certain point where it starts to decline. When the transmission power of the individual nodes is increased, the delivery rate will also increase in a rate that is dependent upon the traffic load in the network. For lower traffic loads the increase in delivery is quite fast. As the traffic gets higher, the rate of this increase becomes slower. Although denser networks can generally achieve a higher delivery ratio, the cost will also be higher as more collisions occur which consume more power and channel bandwidth.

The conclusion we can draw from this study is that when the behavior, capacity and performance of a wireless ad hoc network is to be determined, the amount of traffic expected in the network, as well as the node density needs to be taken into account.
BIBLIOGRAPHY


3. CHAPTER III

Internet Connectivity for Mobile Ad hoc Networks

3.1 Introduction

The future Internet is likely to be fundamentally different than the Internet today because it will be dominated by mobile devices with diverse computational resources. Today, the number of mobile devices is growing very rapidly, and in the future the mobile population of the Internet is expected to contain well over several billion wireless devices. Current research in ad hoc networks is likely to further enhance the options for connectivity available to mobile wireless Internet devices.

With the continued growth of interest in ad hoc networks, it is inevitable that some of them will at least occasionally encounter nearby potential points of attachment to different type of networks, including the global Internet. With today’s wireless hot spot technologies, for instance, IEEE802.11 [1], Bluetooth [2] will be enhanced with newer technologies such MIMO and mesh network (e.g. 802.11s), and will be become very familiar in our everyday life and enable Internet access from many locations within urban areas. Most such hot spots support IP addressable devices and should be enhanced to enable the construction of a wireless ad hoc network, perhaps in support of 3rd Generation Mobile Telecommunications (3G) services, future 4G services, and the Intelligent Transport System (ITS). 3G is a global development of communication standards and technologies, and ITS comprises an advanced information and telecommunications network for users, roads and vehicles. Since both services are or will be closely related to our daily life, they highlight the importance and necessity of global connectivity for mobile ad hoc networks. Because ad hoc networks do not have to rely on preestablished infrastructure, they can be deployed anywhere, for example, conference premises, in emergency areas and near network-reachable hot spots, wherever participants need to form a (often temporary) data communication network.

The point at which the attachment is to be made (i.e. the IP node with access to the global Internet) is called the Internet Gateway. The Internet Gateway (in this chapter, often shortened to just gateway, since no other kind of gateway will be important for our purposes) can offer global addressability and bidirectional Internet connectivity to every node in the ad hoc network that has a suitable path to the gateway. We would like to avoid placing any restriction on the mobility of the nodes in the ad hoc network and certainly avoid any restrictions engendered by addressability. This can be done in such a way that mobile wireless nodes can
migrate between wireless access points that have direct access to the wired Internet and wireless ad hoc networks that are isolated and do not have any such access to the infrastructure.

The Internet Protocol (IP) [4] and other associated protocols [5] have served the world very well even during the explosive growth that has taken place over the years of their existence. To support possibly billions of Internet-accessible nodes (e.g., cell phones, automobiles and PDAs), a protocol change on the network layer to IP version 6 (IPv6) [6] is under way. IPv6 will enable cost-efficient availability of permanent IP addresses for all these devices, and many more not yet imagined. Manageable and scalable support for routers that are themselves mobile is useful for maintaining the robustness provided by dynamic IP routing and for providing support for general network configurations that are not easily handled otherwise. These mobile routers can provide access to arbitrary network topologies with no specific restrictions on the depth of forwarding paths or on their connectivity to fixed and/or mobile parts of the routing fabric.

Problems identified in router mobility (packet routing with mobile routers in mobile networks) can be considered as special cases of routing by nodes in ad hoc networks, which are being standardized by the Mobile Ad hoc Networking (Manet) working group [7]. Currently, the Manet working group have released AODV [8], Dynamic Source Routing (DSR) [9], Optimized Link State Routing (OLSR) [10] and Topology Broadcast Based on Reverse-Path Forwarding (TBRPF) [11] as experimental RFCs to be used as base routing protocols in with ad hoc networks. Although these are all IPv4-based protocols, they are all easily extended to support IPv6. For the purpose of this paper, we describe how such reactive and proactive protocols can be considered, under the assumption that the IPv4 address fields are simply expanded to be long enough for IPv6 addresses. For the particular case of AODV, we rely on the already existing specification for the AODV for IPv6 (AODV6) [12] for detailed experimentation with the operation of our proposals with IPv6-based ad hoc networks. A comparison between AODV and AODV6 shows that the protocols are not quite identical, but the major change is that the fields in the message header have been rearranged for better alignment. Such changes have no effect on address autoconfiguration procedures or gateway discovery. We expect that our recommendations in this paper will be immediately useful for these other base routing protocols just mentioned, once their IPv6 versions are specified.

Dynamic routing protocol solutions for ad hoc networks (including those mentioned above) meet requirements such as

- multihop forwarding capability;
- loop freedom for all routing paths;
- elimination of the counting to the infinity problem, avoiding nonconverging metric-based routing scenarios in distance vector protocols [13];
- low processing and memory requirements and
• self-starting operation without the need for user intervention.

These requirements are relevant when a dynamic routing protocol must operate in arbitrary, rapidly changing network topologies. Routing protocols considered within Manet also fit related applicability requirements. Our solution for Internet connectivity works with the various Manet protocols, but there are certain differences that depend on the choice of base protocol. As a simple example, the choice of protocol will affect the names and message formats of various routing control signals.

Whenever any node of a mobile ad hoc network (called a Manet node) comes into contact with a node that has connectivity to the global Internet, cooperation between these two nodes can provide global connectivity for every other node in the ad hoc network. The cooperative node that has global connectivity is called the Internet Gateway and is treated by every node within the ad hoc network (i.e. every Manet node) as a default router. This conforms well with standard treatment for default routers, especially if the model for the ad hoc network routing protocol determines next hops for the various ad hoc host and network destinations. This much can work even if the gateway node does not run any other routing protocol except the ad hoc routing protocol (which is needed so that it can answer requests for its own address). In our discussion, since the gateway node also runs the base ad hoc network routing protocol, it is also considered to be a Manet node.

If, in addition, nodes in an IPv6 ad hoc network need to receive packets from the global Internet as well as transmit them, then the gateway has to take steps so that it will be a forwarding node along the path for packets transmitted from within the Internet toward a Manet node as destination. This means that the gateway node might have to provide reachability information for the addresses of every other Manet node. In the Internet, reachability information is given by way of routing protocols such as Open Shortest Path First Protocol for IPv6 (OSPFv6) [14] Routing Information Protocol (RIP) for IPv6 (RIPng) [15] or Border Gateway Protocol for IPv6 (BGP) [16]; the gateway node has to be assigned a routing prefix, and it has to have the ability to forward packets toward any node whose address has that routing prefix as the leading bits of its address. For all Manet nodes that have addresses conforming to the routing prefix(es) advertised by the gateway, this will work fine. Our method enables Manet nodes to autoconfigure addresses that conform to IPv6 infrastructure routing requirements.

However, some Manet nodes must receive packets that are sent to addresses that do not conform to the set of prefixes advertised by the gateway. The gateway node should not advertise reachability for those topologically incorrect addresses. Otherwise, host routes for those particular nodes would have to be injected into the distributed database consisting of the routing tables for the Internet infrastructure routers, an approach that is known to be unscalable, unmanageable and difficult to secure. Instead, the Manet nodes acquire topologically correct addresses that conform to the advertised prefix and use the acquired addresses to enable reception of the packets delivered to the topologically incorrect address.
Such persistent (‘always-on’) IP-address reachability is a very desirable property for Internet connectivity. Previous developments [17, 18] provide to wireless devices the same level of possibilities for Internet connectivity as wired computers, including such persistent connectivity wherever the physical links are available. This enables mobility regardless of the wireless link layer, and with all transport and application protocols. These solutions do not require any modifications to the network-layer routing infrastructure, in order to maintain the layered end-to-end communication model, backward compatibility and robustness of the Internet. Mobile IPv6 [18] provides this persistent reachability for IPv6 mobile nodes, by hiding the movement of a host away from its home domain. This combination of mobile node reachability and router mobility in IPv6, illustrated in Figure 3.1, is a likely requirement for future mobile Internet devices. If, as expected, the future Internet is mostly populated with mobile devices, scalability will be a key consideration for mobility management. For many small sensor devices, computational complexity has to be kept at a minimum to conserve battery power and avoid processing delays. Manual configuration is unacceptable for any such high-volume devices. Furthermore, protocol simplicity is also a requirement, since a complex solution would be difficult to develop on all the different network platforms that are going to be prevalent within the wireless Internet. Mobile IPv6 affords important advantages for making such wireless attachments, especially regarding router advertisement and address autoconfiguration.

We propose the following steps for managing ad hoc connectivity to the Internet:

1. If no address is currently configured, acquire a canonical site-local address.

2. If an advertisement is received, configure a globally valid IPv6 address ac-
3.2 Internet Connectivity Basics

A wireless ad hoc network (mobile or not) has no preexisting infrastructure. It is formed on demand when two or more computers start to communicate with each other. To be able to work efficiently, nodes participating in the network must be connected to the information received in the advertisement.

3. When access to Internet is desired, but no globally unique IPv6 address is yet configured, solicit for Gateway information.

4. Set up a default route to Internet, and a host route to Gateway (if desired).

5. Form a topologically correct address using prefix information from the gateway.

6. When access from the Internet is desired, run Mobile IPv6 if the Manet node’s persistent address is different than its topologically correct autoconfigured IPv6 address.

These steps are effective regardless of the base ad hoc network routing protocol in use nor on the routable scope of the address prefix advertised by the gateway. Therefore, the gateway could advertise a sitelocal prefix instead of a global prefix, without any change to the procedure; however, we typically imagine these operations being performed for global-scope routing prefixes. Furthermore, the addressability from the Internet for arbitrary IP addresses does not strictly depend on Mobile IP, but that is the method most likely to offer seamless connectivity. In this paper, we propose a method for connecting ad hoc networks to the Internet by way of Internet Gateways, then describe our experiments using AODV for IPv6 (AODV6) as the base protocol, followed by further experiments using Mobile IPv6.

The chapter is organized as follows: We first discuss the current problems of combining the existing IPv6 mobility protocols to allow node reachability in ad hoc networks, in Section 3.2. We list related work in Section 3.3. In Section 3.4, we describe our method for enabling the initial autoconfiguration of a canonical sitelocal address for a Manet node that does not have any existing IPv6 addresses at all. Then, in Section 3.5, we first present solutions for setting up node reachability to the fixed network from a node in an ad hoc network. This includes the operation by which nodes in the ad hoc network can acquire a default route, as described in Section 3.5.1. We describe how to route packets accurately on discovered routes through an Internet Gateway in Section 3.6. In Section 3.7, we discuss a solution for using Mobile IPv6 in an ad hoc network. One candidate ad hoc networking protocol for IPv6 is AODV for IPv6 (AODV6) [12]. It is described in Section 3.8. We apply our ideas for Internet connectivity to AODV6 as a case study in Section 3.8, after which we provide concluding observations for the designs in Section 3.9.
willing to forward packets destined to other nodes. The network is typically a graph with multiple hops between some end points owing to the limited transmission ranges of the individual wireless nodes.

Ad hoc mobile communication with the global Internet is problematic if only host-based routing is used. Each node, which is allowed to have an arbitrary IP address in an ad hoc network, would require a host route propagated to every router of the fixed network; clearly, this is an unscalable approach. A solution that hides the state space explosion caused by host routes is needed. Since we wish to design a protocol that can support ubiquitous mobility and connectivity support for all possible nodes and routers, including those moving to an ad hoc network from the fixed network, this IP address should be any globally routable (unicast) address. In this paper, we do not consider multicast addresses, which usually require specialized support from the routing protocol.

Ad hoc networks therefore should support efficient Internet connectivity, including mobility management. Our observation is that Mobile IP, considered as an access protocol, reduces the need for host route dissemination. By providing access with a topologically correct address and maintaining the address mapping of the mobile host/router only in binding caches of correspondent nodes, Mobile IPv6 reduces host route state maintenance to a small number of nodes.

When an IPv6 mobile node has become part of an ad hoc network, it may need to obtain a default route that it can use to transmit packets to destinations within the IPv6 Internet. A node in the fixed network finds a default router by means of router discovery. In IPv6, this is accomplished by way of Router Advertisement messages as specified in the Neighbor Discovery Protocol (NDP) [19]. Such advertisements include all the information that IPv6 nodes need to establish viable communications to the Internet by using the link carrying the advertisement. However, NDP cannot be used unchanged in mobile ad hoc networks since the messages used for next-hop default router discovery, the Router Advertisements and Router Solicitations, are used with link-local scope addresses and can only reach nodes one hop away (i.e. neighbors).

To simplify the process enabling a node to establish connectivity through an Internet Gateway in a multihop ad hoc network, we make some assumptions corresponding to some natural constraints:

- Gateways are routers located between the ad hoc network and the Internet, to provide Internet connectivity. No special assumptions are made, except that the gateways follow the protocol specifications in this chapter.

- The gateway advertises a topologically correct global routing prefix, so that packets transmitted anywhere in the Internet with the destination address belonging to that routing prefix can be routed toward the gateway. A node in an ad hoc network is allowed (but not required!) to have a preexisting arbitrary global IP address.

- A node that needs bidirectional connectivity to the Internet has to support a
discovery mechanism to find a globally reachable network prefix to be used in the ad hoc network.

- A manet node can use Stateless Address Autoconfiguration [20] for acquiring a topologically correct (routable) address within the ad hoc network. All IPv6 nodes are already required to support this procedure.

- Data forwarding within the ad hoc network, for packets initiated inside the ad hoc network, should use nonintrusive forwarding mechanisms that do not require any changes to nodes or routers (or routing protocols) in the fixed network.

- Any IPv6 node sending a packet to a Manet node does not have to have any knowledge that the node is in an ad hoc network.

Furthermore, a node that wishes to receive packets delivered to its persistent IPv6 address (if it has one) has to perform the following operations:

- learn from the gateway how to configure a topologically correct address and

- use this address as a care-of address with Mobile IPv6 so that this operation substitutes the router discovery part of Mobile IPv6 operation; the location update operations of Mobile IPv6 (using Binding Updates) remain unchanged.

In an ad hoc network, for a node to start communicating with other nodes in the Internet, the node must discover an Internet Gateway to obtain a globally routable prefix. This can happen as part of the boot-time procedures or it can happen as the mobile node migrates into an ad hoc network. The node makes use of the discovered prefix information to configure its network interfaces with globally routable IPv6 addresses. This discovery also provides IPv6 addresses of gateways and enables setting up default routes to the Internet through them, analogous to the way that IPv6 nodes on fixed networks configure default routers and prefix information from Router Advertisements. Gateways can unicast reply messages that include their own global prefix and IPv6 address. It is usually also important for gateways to discover routes toward such requesting nodes, since typically such nodes need bidirectional communications.

If a Manet node solicits prefix information, any intermediate node that has the requested information may supply it to the mobile node. As is typical with route discovery operations, such a requesting node may receive reply messages from multiple intermediate notes, each of which satisfies its request. The issues in selecting a particular default route are much the same as with IPv6 [19, 21] there are not yet well understood policies available to help with the decision process. For a Manet node, the gateway that is closest (as measured by hop count) would often be selected.

With the routing protocol in an ad hoc network running on the gateway, intermediate nodes can resolve the host route for the gateway by the exchange of routing
protocol messages. Subsequently, intermediate nodes can forward any packet to the gateway, which then can receive the packet and route it to its final destination. Care should be taken so that each intermediate node does not independently attempt to discover a route to the final destination address; this would result in unnecessary traffic overhead. Whether or not the final destination node exists inside the ad hoc network, intermediate nodes that do not have a host route for the destination would themselves forward the packet along their default route to the Internet. Although intermediate nodes may themselves obtain a default route by searching for the destination or for the gateways, these actions are obviously redundant. If intermediate nodes are involved with forwarding to default routes, we require those nodes to acquire their default route to the Internet at the same time the source node does, by means that are a very natural extension to the typical route discovery operation.

3.3 Related Work

In Mobile IPv4, there are some existing solutions for Internet connectivity to an ad hoc network, for example, MIPMANET [22], which includes the use of foreign agents. Mobile IPv6, however, does not define foreign agents. To be able to reach the Internet, mobile nodes using Mobile IPv6 need an Internet Gateway, which routes packets from nodes in the ad hoc network to nodes that reside in the Internet cloud (e.g., home agents and correspondent nodes) and vice versa. Lei et al. [23] propose another solution by modifying RIP [24] to work as a routing protocol among these nodes. RIP was not initially designed for being used in a wireless ad hoc network. The route table management was changed to allow the gateway node (for Reference 22, the Mobile IPv4 foreign agent) to have special status in the route table. A specialized route table manager was built to establish cooperative maintenance of host routes between arbitrary Manet nodes and routes to and from the IPv4 gateway. Cluster Gateways (CGs) have been proposed as a protocol-independent Internet access method [25]. A CG provides both a service access point and a Mobile IP foreign agent for ad hoc networks. If the CG works as a service access point, a gateway gives a kind of Network Address Translation (NAT) service for an ad hoc network. Otherwise, Internet access is given by Mobile IP operation, that is, triangle routing on Mobile IPv4. Every node in the ad hoc network has to register with the CG gateway to obtain Internet access services. However, they cannot get a globally routable address. Thus, both methods of CG are not appropriate when running Mobile IPv6 over an ad hoc network owing to the lack of a globally routable care-of address. The WINGS project [26] provides wireless Internet gateways over ad hoc networks. This effort targeted the ad hoc network routing protocol itself and did not initially focus on Internet connectivity and address assignments. However, they did have demonstrations interworking between WINGS-based ad hoc network and the Internet (for instance, by way of a satellite link and wired routers). They also demonstrated the WING protocol between two WING clients running the FreeBSD and the VIC Mbone tool.
3.4 Local Address Configuration

This section describes local address configuration for nodes which do not already have an IPv6 address when they join the ad net network. As in the IPv6 NDP, a local address can be configured whether or not router advertisements are present. We reserve the use of a canonical site-local prefix (MANET PREFIX) that is to be used in every ad hoc network for autoconfiguring an initial IPv6 address. This prefix has value fec0:0000:0000:ffff, with prefix length 64, which can also be written as fec0::ffff/64. We call any address formed with this special site-local routing prefix a manet-local address.

Every Manet node must configure a IPv6 manetlocal address, which can be used in further protocol operations (see Section 3.5.2). It chooses a candidate address from that routing prefix, which could be constructed by simply appending its own 64-bit IEEE address. The canonical prefix has site-local scope [27]; the site-local limitation prevents any opportunity for packets to leak into the Internet.

Unfortunately, choosing a candidate address is only the first step because the node already has to have a source IP address in order to check the uniqueness of its candidate IP address. For this purpose, the node also borrows another transient address to be used only for verifying the uniqueness of the candidate address. This transient address is chosen from the MANET INITIAL PREFIX, which is that obtained from the MANET PREFIX by adding 32 more zeroes to the former routing prefix, that is, fec0:0000:0000:ffff::/96. The configured actual address has to come from the part of the MANET PREFIX not overlapping with MANET INITIAL PREFIX. The transient address will only be in use for a few hundred milliseconds at most, so there is no significant danger of source address collisions even though the transient source address is used without verification of uniqueness. Any timeout for routes toward the transient address are set to be very short; furthermore, routes toward the transient address can be explicitly deleted after the uniqueness check, if the underlying protocol provides for such a mechanism.

After selection of a source IP address if necessary, the node performs a uniqueness check for the address to be configured, using a modified version of the IPv6 Neighbor Solicitation. Generally, the route discovery messages of the base routing protocol can be used with minimal modification to attempt to acquire a route to the candidate manet-local address; if a path can be acquired, then the address is already in use and must be discontinued as a viable candidate. In Reference [27], this modified protocol message is called the Address Request message (AREQ), and there is a corresponding message called the Address Reply message (AREP). If the selected address is already in use, then the AREQ message will be received by the node that is already using the address. This node will then send the AREP message in reply, causing the candidate address to be eliminated from consideration. This is very unlikely to ever happen if the candidate address was chosen wisely (or even at random), but if it does happen, a new candidate address and a new transient source address must be chosen, and the process started again. We have not designed this system to work with multicast addresses, but they are indis-
tinguishable from unicast addresses and not used elsewhere in this chapter. Anycast group members have to defend the anycast group address since it may be otherwise indistinguishable from a unicast address.

3.5 Obtaining Global Addresses

We may now presume that the Manet node has an address that has sufficient scope for use within the ad hoc network. To send packets to the Internet, a Manet node acquires information about an Internet Gateway and establishes appropriate routes to this gateway. The gateway may be allowed to distribute router advertisements periodically over the ad hoc network as a part of its NDP operation, requiring minimal changes to the current protocol. But, in most cases, the gateway cannot distribute the router advertisement across the ad hoc network because in wireless networks a link is not necessarily organized as a fully connected graph, as in wired networks. For example, consider a group of three nodes, where a Node A can hear two other Nodes B and C, but Nodes B and C can only hear Node A, and not each other. This leads to the well-known hidden-terminal problem. Every node is likely to have a different notion of the physical extent of their ‘link’. Nodes B and C see two separate links, but it is reasonable for Node A to characterize its communications path to both Nodes B and C as just one link.

Because link-local packets must not be forwarded, it is not acceptable to use them for unicast in an ad hoc network, except for operations that are confined to a node’s one-hop neighborhood (e.g. neighborhood sensing). Such operations are not considered in this chapter. Even if such periodic on-link advertisements were allowable, though, we would still prefer that they not be used because the cost of broadcasting packets periodically in an ad hoc network is very high. Every node has to process the packet and possibly to assist in its redistribution. This is expensive in terms of processing and bandwidth utilization and energy consumption. Still, for some scenarios and applications, a proactive solution might be more effective and utilize less energy. Such scenarios will be mentioned in later chapters.

According to these considerations, and as previously mentioned, a Manet node can request a router advertisement by some sort of solicitation and get back a reply or a modified router advertisement. Since the default router may now be multiple hops away, this also resembles a typical on-demand Route Discovery operation. The basic signaling of the global Internet access setup is illustrated in Figure 3.2.

We present two alternative solutions for requesting router information from the gateway. For both, all gateways must join the INTERNET GATEWAYS multicast group. The Manet node can acquire the necessary information either by extending the operations for route discovery that are typically present in the underlying routing protocol for the ad hoc network or by following the IPv6 Router Advertisement model of operation. We call the first of these two alternatives ‘Gateway Request and Reply’ and the second one ‘Gateway Solicitation and Advertisement’.

The Global Router Request and Reply in Figure 3.2 must be set to be either
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Gateway Request and Reply or Gateway Solicitation and Advertisement, depending on the solution. In Section 3.5.1, we first explain, for the gateway discovery operations, the use of Gateway Requests and Replies. Afterwards we show the exchange of Gateway Solicitations and Advertisements.

Following the discovery operations, in Section 3.5.2, we will see how the Manet node creates a routable IP address, an operation that is common to both discovery solutions.

### 3.5.1 Internet Gateway Discovery

When a node performs address resolution in an ad hoc network, it needs to obtain a prefix with global (or, perhaps, site-local) scope from which to select a candidate IPv6 address. We describe this initial address configuration in this section, following the autoconfiguration protocol in the Internet Draft [27].

If a Manet node has no address at all when it joins the ad hoc network, it first configures an address as discussed in Section 3.4. While doing so, the node typically broadcasts an AREQ message, which will be received by all Manet nodes, including the gateway nodes within the ad hoc network.

For an address within the canonical site-local range MANET INITIAL PREFIX, a gateway can treat an AREQ as a request for routing information. In this case, the gateway will return a Gateway Advertisement to the requesting node. This has the effect of reducing the time required for the node to finish its autoconfiguration steps. This is also true if the gateway receives a Route Request (RREQ) from a node with an address within that site-local range.

The extensions in the following sections work for all protocols under consideration within the Manet working group, as well as all others known to the authors.
although the details are different in each case. For instance, if a backbone of nodes is to be established for selective broadcast of routing signals, a gateway node has to be sure it is reachable from one of the backbone nodes. If more than one gateway is available, a selection policy is needed to decide which gateway to use—perhaps by the number of hops or by some other priority. This selection policy is out of scope of this paper.

3.5.1.1 Gateway requests and replies

A node can use the route discovery mechanism of an ad hoc network routing protocol to obtain a global prefix and learn the Internet Gateway address. However, the base protocol has to be extended to allow the Internet Gateway to identify itself as having connectivity to the Internet and to allow the node originating the search to indicate that it is interested in finding such a gateway.

For this address resolution, we extend the route discovery scheme of the existing ad hoc network routing protocols and the NDP. For on-demand protocols, there is typically a RREQ message used to establish a route when one is needed. We extend the RREQ message to be useful with the special INTERNET GATEWAYS multicast address. Any gateway node can respond to such a RREQ by supplying a Route Reply (RREP) message in the underlying ad hoc routing protocol.

Proactive routing protocols should be extended to allow a gateway node to mark its advertisements with an indication that it belongs to the INTERNET GATEWAYS multicast group. Then, the path computation employed for selecting routes to a destination can also be used for obtaining a path to a gateway.

After sending the RREQ, the node should wait until all the gateways return a reply, for example, an AODV6 RREP. Getting a routing path to a gateway is not the same as getting a path to a general destination node because the request also has to carry with it the information that the desired destination is, in fact, a gateway and that prefix information should be included with the reply. For that case, we have defined an Internet-Global Address Resolution flag in the RREQ and reply messages of two on-demand ad hoc network routing protocols, DSR and AODV6. If the Internet Gateway finds the flag in a request from a Manet node, the gateway interprets this as the request for obtaining global prefix information and gateway addresses. Since intermediate nodes detect the new flag, they will rebroadcast the request over the rest of the ad hoc network. Therefore, the RREQ will reach the edge of the ad hoc network and be processed by the Internet Gateway.

The gateway does not further disseminate this route request.

First, the gateway checks the flag setting in the route request. If set, the gateway unicasts a RREP with the flag indicating the presence of the global prefix information and its own IPv6 address instead of a host route for the destination node. Each node that receives this RREP message relays it back to the source node (including the prefix extensions).
The INTERNET GATEWAYS multicast address is allowed to be the destination address. The requested address of the RREQ message can also be a global address for a subnet located outside the ad hoc network, for example, in the Internet. In this case, if the node owning the global address already resides within the ad hoc network, the requesting node is likely to receive both a default route with prefix information and a specific host route to the Manet node with the global address. The requesting node should, in the case of receiving two different replies, prefer the host route in order to avoid unnecessarily traversing the gateway node.

As mentioned previously, the gateway may also interpret the reception of an address resolution packet from a source address within the MANET INITIAL PREFIX as an implicit request for prefix information. The reply is then formulated in the same way as previously described when receiving a RREQ for a global address.

### 3.5.1.2 Gateway solicitation/advertisement

In this section, we describe an alternate method for acquiring gateway information, modeled on IPv6’s Router Solicitation and Router Advertisement messages [19].

A Manet node sends an extended Router Solicitation, in order to prompt an Internet Gateway to generate an extended Router Advertisement. This advertisement contains the necessary information to configure topologically correct addresses, as well as auxiliary information for address lifetime and so on.

Because of the ambiguous scope of an ad hoc network link, we need some extensions for propagating these messages over multihop networks.

We created a new Manet (M) flag for both the Router Solicitation and Router Advertisement messages. In this paper, we call these new messages the Gateway Solicitations and Gateway Advertisements. If a receiving node finds this flag in either of these messages, it indicates that the message can be forwarded to a non-link-local address. Upon receiving the Gateway Solicitation, a gateway replies by sending a Gateway Advertisement message including its global prefix information and its own address. Note that we could have achieved the same result by defining a new Internet Control Message Protocol (ICMP) message type, instead of a new flag for the existing message type. If our approach is ever considered for further standardization, this alternative will no doubt get serious consideration.

A Manet node can solicit a Gateway Advertisement from available gateway by sending a Gateway Solicitation to the INTERNET GATEWAYS multicast address. The node may use an expanding ring search technique to disseminate the Gateway Solicitation message to the INTERNET GATEWAYS address using appropriate hop-limit values.

Non-gateway nodes in the ad hoc network also forward the solicitation if the hop limit has not already been reached. In addition, the intermediate nodes may need to set up a reverse path route to the requester, since the Gateway Advertisement messages will need to traverse the reverse path. This depends on the operation of the underlying protocol. DSR does not need such reverse-route setup (if the
solicitation carries a source route), but AODV6 does.

Whether the INTERNET GATEWAYS multicast address can be used as a broadcast address within the ad hoc network depends on the base routing protocol. If the node receiving a packet destined to the multicast address is not an Internet Gateway and if the hop limit allows it, the node must propagate the request ahead toward the INTERNET GATEWAYS address. Note that while this is a multicast address, no special multicast tree maintenance is needed, and the interior nodes should forward the request just as they would for any unicast destination address. If the routing protocol used within the ad hoc network does not support this, modifications may be needed for this to work [28]. Alternatively, the request could be broadcast at every node.

For the Dynamic Source Routing protocol [9], the draft [29] proposes a way of multicast and broadcast forwarding by using DSR’s route discovery mechanism. In ad hoc networks running DSR, Gateway Solicitations and Advertisements can be exchanged between Internet Gateways and nodes by multicast and broadcast.

### 3.5.2 Address Configuration

After gateway discovery has taken place, the node has learned a global prefix, and possibly the address of an Internet Gateway serving the ad hoc network.

With this information, the node generates a global IPv6 address from the global prefix using its 64-bit interface ID. Since the node has already performed Duplicate Address Detection (DAD) for its Manet-local address (as described in Section 3.4) before setting up the global address, a global address with a host number from this manet-local address is also unique. Many IPv6 nodes follow an analogous rule for link-local addresses, and we presume in this paper that all Manet nodes do the same. In the undesirable case, which is not yet prohibited by the base IPv6 specification, the Manet node may have to perform another DAD for this new address at the cost of additional start-up delay. Thus, we prohibit the undesirable behavior and require that all Manet nodes must acquire a manet-local address as described in Section 3.4.

### 3.5.3 Default Route Setup

Once a node has found a route to the Internet, it should set up a default route in its routing table, so that it can have a route for all the global addresses that are to be located in the Internet.
For routing protocols that do not maintain next hop information for the default route, a route table entry for the gateway needs to be kept in the route table along with information about the default route through the gateway. The node should set two routes into its routing table as shown in Figure 3.3. These entries should be held until the expiration of the lifetime provided in the reply to the global address resolution request and the router advertisement by the Internet Gateway. Before this lifetime expires, the node should refresh these routes and rerequest global Routing table prefix information from the Internet Gateway. This refreshment should be done periodically, either by the node individually or by the gateway for all such nodes collectively. The node can unicast the refreshment request to a specific gateway, or alternatively broadcast the request to the whole network again. The former method can allow the node to update its current Internet Gateway status and minimizes network congestion. The latter enables the node to quickly discover all Internet Gateways in an ad hoc network, some that may not have been previously available.

For routing protocols that can maintain just the next-hop default router, the information about the gateway may soon become inactive. After that point, the node only needs to keep the default route information (i.e. the next hop toward the gateway). No periodic refresh is needed.

If the node goes through an extended period during which Internet access is unnecessary, the default route to the Internet Gateway may expire. Whether or not the base routing protocol maintains the default route as a next hop, when the information is needed, it can once again be established on demand.

### 3.6 Internet Access Methods

When a Manet node has access to the Internet, the method for determining a route to a destination node could depend on whether that node is in the ad hoc network or it is reachable only by way of access to the general Internet. In the latter case, use of the default route is clearly needed, but otherwise it is likely to be better if a specific host route is available. Unfortunately, when a node wishes to send data to a destination, there may not be any good way to make the distinction. In fact, if the Internet Gateway (or some other Manet node!) is also serving as a home agent (see Section 3.7), even addressability within the ad hoc network is not enough to determine whether a host route to the destination can be obtained.

This section describes how to send packets on routes discovered through an Internet Gateway.

#### 3.6.1 Route Discovery Algorithm

Whenever a Manet node is about to send a packet, it first refers to its routing table to obtain an appropriate route for the destination. If a default route or a route through the gateway to the Internet is obtained, then the Manet node has to decide whether a shortest route is required.
If the node gets the default route instead of host route, the node sends RREQs for
the destination, because the destination node might be located in the same
ad hoc network.

If the node gets the host route, the node sends packets toward the destination ac-
cording to its host route.

If the node cannot find any route in the routing table, it starts gateway acquisition
operation as described in Section.

If no gateway is found (i.e. no default route is available), the packet is dropped.

destaddr := destination_address;
route := rte_lookup(destaddr);
/* search route table */
if (route == null) {
    initiate_gateway_discovery();
    route := rte_lookup(destaddr);
    if (route == null) {
        drop_packet();
        return();
    }
}
if (route == default) {
    if (shortest_route_required) {
        route := route_discovery(destaddr);
    }
    send_packet(route);
} else { /* ASSERT: route is host route */
    send_packet(route);
}

The above algorithm shows how to determine a route to the destination. If
the node finds a host route during the route table lookup, it can start transmitting
packets to the destination. The destination is typically located in the same ad hoc
network. If the node does not find any routes (not even the default route), the node
should start the Gateway Discovery operation as described in Section 3.5.

If the route table search returns the default route, and it is important to have the
shortest route to the destination, the node should start the route discovery mech-
anism by sending RREQs for the destination address. If the node does not get
any route replies, it proceeds as if the destination were on the Internet, external to
the ad hoc network, and sends packets along the default route toward a gateway.
Intermediate nodes should already have the default route or route to the gateway
owing to some previous route discovery operation, so they will not send RREQs or
Route Errors (RERRs) for the destination. If the node does receive a RREP, it sets a host route for the destination and sends packets according to the received route. Note that the route may be a route to a particular subnet in the ad hoc network, in case the underlying protocol supports subnet addressability and route discovery for subnet prefixes.

### 3.6.2 Sending Data via Internet Gateway

Once the Internet Gateway has been discovered, the Manet node has a default route to the Internet. The exact nature of the default route depends on whether the underlying base routing protocol supports next-hop forwarding. When we propose that a routing header should be used specifying the gateway’s address as an intermediate routing point toward the destination. DSR is such an underlying protocol; the proposed technique is a natural extension of the way that DSR already uses source routing, however, and does not place additional burden on the base routing protocol. As mentioned previously, we do not consider in this paper the problem of selecting from several possible default routes, when there are several gateways.

If the underlying protocol supports next-hop forwarding to the default router,
the node sends the packets to the global IPv6 destination address and relies on the
next-hop routing in intermediate nodes. The sender node will not have to specify
an explicit route to the Internet Gateway. Each intermediate node can decide inde-
dependently how to route the packet efficiently out of the ad hoc network. The source
of the packet in the ad hoc network does not typically require the address of the
gateway, only the assurance that one of its neighbors is on a good path toward any
of the possibly several gateways; either the first or the shortest path could be used.

When the routing protocol does not support such next-hop forwarding, the desti-
nation node should use an IPv6 routing header to make sure that the gateway node
is listed as an intermediate routing point along the way to the destination. Using the
routing header, packets are routed to the gateway as the first destination. For this to
work, a node needs more information (the IPv6 address of the gateway) and exerts
more control over the communication path. The sending node puts the gateway’s
address in the destination address of the IPv6 header and the final destination ad-
dress in the routing extension header. When the gateway receives the packet, it will
retrieve the actual destination from the routing header and insert it into the desti-
nation IP address field of the IPv6 header. More general formulations are possible
for the routing header but are not covered within the scope of this paper.

As shown in Figure 3.4, the source node has a default route to the Internet
Gateway. The steps in the figure are as follows:

1. The Manet node sends a packet through the Internet Gateway using a routing
   header. The gateway is typically then the overt destination of the packet.

2. If the Internet Gateway finds a host route for the destination that is faced
toward the packet’s incoming interface, the gateway returns a routing control
signal to the source node, which we call a Route Update Request. This
could be a routing protocol message, like the RERR message in DSR or
AODV6, or the Gratuitous RREP in AODV6, which notifies the sender node
that the destination node is located inside the ad hoc network and that the
node should try to find a host route instead of using the default route for the
node. Alternatively, the gateway could also send a ICMPv6 [30] Redirect
Message [28].

3. Typically, the Internet Gateway will find a usable route for the final desti-
nation, so it forwards the packet toward the destination. Note that if the
gateway were configured for operation within some larger domain that nev-
ertheless did not offer Internet connectivity, this step could fail. In such
cases, an ICMPv6 Destination Unreachable should be returned to the source
Manet node.

4. When an Internet Gateway receives a packet from the Internet destined to a
Manet node, this node can be reached without any special operation. The
node already has a topologically correct global IPv6 address and the Internet
Gateway routes the packet to the node along the host route or a source route
maintained by ad hoc network routing protocols.
Suppose the destination is located within the ad hoc node network but that the source Manet node reaches the destination via a next hop serving as its default route toward the Internet. In this case any intermediate node that knows the host route for the destination may route the packets to it directly, without the knowledge of the source node. The source node should be notified that its packets are routed directly, instead of using the default route toward the gateway. For this purpose, if supported in the underlying ad hoc routing protocol, the intermediate node should send the source node a gratuitous RREP. This message indicates the current route table information at the intermediate node and enables the source node and each upstream node along the way to create an appropriate route table entry for the destination.

If the routing header is used, on the other hand, every packet is explicitly routed to the gateway. When the gateway detects that the destination is located inside the ad hoc network, it may optionally send a Route Update Request control message to the source. In either case, after receiving the control message, the Manet node may send a RREQ for the destination address and learn a new, more direct host route.

3.6.3 Route Examination/Determination

During communication, the network topology may change owing to node movement. To help update inaccurate routes, we present two methods for detecting the availability of a route. This subject is revisited in Section 3.7.2, after discussion of Mobile IPv6.

A gateway manages host routes in the routing table for the nodes in its ad hoc network because the gateway must often possess routes to nodes that need to receive packets from the Internet. When a packet arrives from the Internet, the gateway searches its routing table for the destination address of the packet’s IPv6 header. If no route is found, and the underlying routing protocol is table-driven, then an ICMPv6 Destination Unreachable message is returned to the source of the packet. For on-demand protocols, the gateway initiates a route discovery operation for the destination. If no route is found, again an ICMPv6 message is returned to the sender.

From the other direction, whenever the gateway receives packets on its ad hoc network interface, it again searches its routing table for the destination address of the packet’s IPv6 header. If a host or network route is found, which is routable within the ad hoc network, then the destination belongs to the ad hoc network. Therefore, the Internet Gateway can send a Route Update Request control message to the source node. Since this searching of the routing table occurs anyway during general forwarding operation on Internet Gateways, the extra overhead should be minimal. When the source node receives the routing control signal, it can initiate a new route discovery operation if needed.

A Manet node that receives ICMPv6 Destination Unreachable messages after sending packets to a destination based on a host route entry must invalidate that host route entry. If needed, the node can then discover the route by initiating a new
route discovery operation. If the node receives ICMPv6 Destination Unreachable messages when the default route is used, the node should retry route discovery for the destination. If the node still does not receive any route replies, the node should discontinue route discovery and cease sending packets and RREQs for the destination for a while. This typically involves sending a signal (e.g. Destination Unreachable) to the application. The previous information about the route to the destination may nevertheless remain useful for some purposes, and so should be maintained temporarily if called for by the base routing protocol even if the route table entry is invalidated.

3.7 Mobile IPv6 Operation

If the mobile node has a persistent IPv6 address, it can be used as a Mobile IPv6 home address to provide always-on reachability from the fixed Internet. In this section, all Manet nodes are considered to be also mobile nodes running Mobile IPv6. Using the protocols we have defined, in conjunction with Mobile IPv6, the node’s IP address remains accessible even when the mobile node moves between ad hoc networks connected to different points of the fixed network. Thus, mobility becomes transparent to applications, so that they can continue work without any modification. DNS name records do not need to be updated with new IP address information, so that the mobile node maintains its well-known identity from the point of the view of the rest of the Internet.

Mobile IPv6 does this by providing a means for any fixed network IPv6 address, the home address, to be reachable when the owner of the address, the mobile node (MN), is in a topologically incorrect place. When the mobile node arrives at a network other than its home link, it configures a care-of address for network access. The mobile node uses a Binding Update to register this address with its home agent (HA), a specialized router on the mobile node’s home link. This agent then acts as a proxy for the home address of the mobile node, capturing packets sent to this address and encapsulating them for delivery to the registered care-of address (Figure 3.5).

Mobile IPv6 also provides route optimization by which a mobile node directly informs its communication end points, the correspondent nodes, about its location.
by sending a Binding Update, similar to that sent to the home agent.

Route optimization allows for direct data communication between the mobile node and its correspondent nodes. The binding update maps the care-of address to the home address and establishes a binding cache entry for the mobile node into the correspondent node. Knowing this, the correspondent nodes can insert a routing header with a home address to data packets destined to the mobile node so that normal IPv6 routing will forward these packets directly to the care-of address of the mobile node. The mobile node can then easily supply the payload to its application, which is awaiting the data at a transport end point anchored with the home address.

Data packets originating from the mobile node contain a home address option specifying that these packets should be considered originating from a transport end point with the home address rather than the care-of address in the IPv6 source address field of these packets.

3.7.1 Mobile IPv6 Operation on Ad hoc Networks

In Section 3.5, we have presented methods for enabling Manet nodes to configure a globally routable address. Once a globally routable address is configured, the node can initiate typical applications such as web browsing and DNS queries.

Mobile IPv6 uses neighbor discovery as part of its movement detection with the acquisition of a globally routable address. A mobile node uses the address built from the locally advertised prefix as its care-of address when performing a home registration. For a Manet node, the Internet Gateway replaces the local router and a Gateway advertisement replaces the Router Advertisement. The address configured from the Manet routing prefix from the Gateway advertisement is usable as a care-of address. When the base routing protocol is an on-demand protocol such as AODV6 or DSR, any Manet node using Mobile IPv6 should not expect to receive periodic Router Advertisements (or Gateway Advertisements), since for large ad hoc networks this periodic flooding is too expensive. For this reason, we expect that movement between separate ad hoc networks to be somewhat more time-consuming than movement between points of attachment to the fixed Internet.

If the prefix of the acquired address matches the statically known home network, a mobile node considers itself to be at home. Otherwise, if the prefix does not match the home prefix, the node performs a home registration using the global IPv6 address as the care-of address. If no home registration is needed, because the locally advertised prefix matches the routing prefix from the Manet node’s home address, then we can say that the mobile node is at home in the ad hoc network. The mobile node would send packets to its home agent by way of a host or network route, just as it would with any other destination known to reside within the ad hoc network.

If a statically configured mobile prefix is known, dynamic home agent discovery may be necessary before the home registration. The home agent anycast address [18] can become routable within the ad hoc network by using the same
sort of route discovery actions as would be used with any other unicast destination in the ad hoc network.

It is a matter of policy, which should be selectable by the application [31], whether a mobile node should use its care-of address or home address for establishing its end-to-end communications with another application end point. Either of these addresses can be host-routed within the ad hoc network. Since the care-of address is topologically correct, packets to that address are more likely to stay within the ad hoc network. On the other hand, the home address is (as always) more likely to remain available to the communications partner, for example, if the mobile node moves back to the Internet or even to another mobile ad hoc network connected to the Internet at some other location.

3.7.2 Route Examination for Mobile IP

After a home agent forwards a packet to a mobile node by means of encapsulation, the mobile node normally sends a binding update to the correspondent node (i.e. the original sender) to create or update a binding cache entry associated with the mobile node’s home address. Before this binding update is sent, the mobile node compares its network prefix value with the source address of the incoming packet. The mobile node can in this way learn whether the source node is located in the same ad hoc network. If this source node is local, the mobile node sends a RERR to force the sender node to discover the host route for the home address, instead of sending a binding update. The RERR message sent by the mobile node instructs the source node to get a new host route and establish a reverse-route path in intermediate nodes.

This operation could also be performed by the home agent. Upon receiving a packet from the correspondent source node, the home agent compares the prefix of the mobile node’s care-of address with the incoming packet’s source address. If the prefixes match, the mobile node is located in the same ad hoc network as the sending node. The home agent can then send an ICMPv6 Unreachable Message or ICMPv6 Redirect Message to prompt the correspondent source node to update its route.

3.8 AODV6 Case Study

In previous sections, we have presented methods by which Manet nodes can configure topologically correct addresses and use them for access to the global Internet via Internet Gateways. As a case study we have implemented our ideas using one of the existing ad hoc routing protocols, AODV6 (Ad Hoc On Demand Distance Vector protocol for IPv6). We begin this section by explaining the basic mechanism of AODV, which is exactly the same for both IPv4 and IPv6. The specific message formats for AODV6 are also presented. Afterwards, we explain the changes needed in the AODV protocol for providing Internet connectivity.
3.8. AODV6 Case Study

3.8.1 AODV Description

AODV is an on-demand routing protocol that uses repeated route discovery to establish routes. A node that needs a route to some destination broadcasts a RREQ packet across the network. When either the destination or an intermediate node receives the RREQ, it responds by sending a RREP unicast back to the node as shown in Figure 3.6. Once the source node receives the RREP, it can begin using the route for data packet transmissions.

Routes in AODV are considered to be temporary and are marked as active during the time they are in use and seem to be capable of transporting data. When a route is no longer in use, it will expire and eventually be expunged from the route table, governed by the value ACTIVE ROUTE TIMEOUT (a few thousand milliseconds). In this way, the route table is modeled as a cache for routes. The improved delay characteristic of AODV is largely due to its careful maintenance of the cached route information. AODV does not often supply a stale route when one is needed for a new application between two Manet nodes. It is more likely to initiate the process of route discovery instead of using stale routes. Routes that have very recently been useful, however, are still kept available until a short timeout expires.

The route discovery operation itself (using RREQ and RREP as shown in Figure 3.6) requires that the node sending the RREP have a route back to the source of the RREQ. This reverse route could be cached at a large number of Manet nodes, since the RREQ is often flooded to every node in the ad hoc network. Such reverse routes have a much shorter time-out (REVERSE ROUTE TIMEOUT, on the order of a few hundred milliseconds) before they are expunged. Route maintenance in AODV makes use of RERR messages. When a link breaks in an active route, the node upstream of the break sends a RERR to each upstream neighbor (precursor) that was using that link to reach the destination. The RERR message lists each destination that is now unreachable owing to the loss of the link. When
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### 3.8.2 Internet Connectivity for AODV6

When a node issues a RREQ for validating a candidate global address, it can use an arbitrary address of scope larger than link-local from one of its interfaces as the source address in the IPv6 header. This can be a persistent, already allocated global address or a temporary address created with the MANET PREFIX (i.e. the manet-local address; see Section 3.4). For AODV6, Manet nodes take special action when installing reverse routes for a node initiating autoconfiguration. Such autoconfiguration packets will appear to emanate from a node with the source IP address within the address range MANET INITIAL PREFIX. Routes toward such autoconfiguring nodes should never be marked as active routes. Their lifetime should be initialized to the value REVERSE ROUTE LIFETIME.

The AODV6 node broadcasts the RREQ to the INTERNET GATEWAYS address. Figure 3.7 shows the modified AODV6 message formats. We have defined a flag, the Internet-Global Address Resolution flag (I), for the RREQ and RREP [28] messages. This flag indicates that the message is used for gateway discovery.

When an Internet Gateway receives a RREQ, it checks its routing table and
updates the reverse route to the node with the source address in the RREQ. If the Internet Gateway finds the I flag in the RREQ, the Gateway constructs a RREP with the I flag set, the prefix length used by the gateway, and its own IPv6 address and unicasts the RREP back to the requesting node. The IPv6 header field is built as in normal AODV6 operation. The global prefix information is derived from the Destination IP Address and Prefix Size fields in the RREP.

After a node acquires a topologically correct global IPv6 address, it deletes its temporary address that was formed from the MANET INITIAL PREFIX (see Section 3.4). A gratuitous RREP could be broadcast to create reverse routes toward the newly addressable Manet node in the intermediate nodes, but we have not implemented this. The Internet Gateway also updates its routing table entry with the address of the new Manet node.

If the node sends a packet to an Internet destination without a routing header, some intermediate nodes may generate RERRs, as specified by the AODV specification, because they do not have an active route to the packet’s destination. To avoid such unnecessary RERRs, a default route can be maintained as an active route. When an intermediate node receives a packet for which it does not have a host route, it forwards the packet according to this default route. The intermediate node should also insert the previous hop as the precursor for the default route if it does not already exist in that list. Typically, however, the precursor list should already have the previous hop in the precursor list as a natural result of the original RREP message by which the default route was supplied.

If the node uses a routing header, the destination address in the IPv6 header should be the Internet Gateway IPv6 address. The intermediate nodes on the route path to the Internet Gateway have this host route and intermediate nodes do not have to generate RERRs for nonlocal outgoing packets.

### 3.8.3 Implementation

We have implemented AODV6 with Gateway Discovery as mentioned in Section 3.5.1, which enables global access. Our AODV6 routing daemon runs on LINUX platforms. We have not yet implemented the extended router advertisement nor solicitation of NDP; our Manet nodes discover Internet Gateways with extended RREQs and RREPs.

Our testing environment consists of three wireline connected AODV6 Manet nodes and an external correspondent node. One of the AODV6 nodes is the Internet Gateway with two network interfaces, one for the Internet and the other for the ad hoc network. One of the other two Manet nodes is the mobile node running Mobile IPv6. After acquiring a default route to both the Internet Gateway and a global IPv6 address, the mobile node sends a binding update to the home agent and to the correspondent node for route optimization. Manet nodes addressable using the gateway’s advertised routing prefix can communicate with nodes in the Internet without Mobile IPv6. Since our AODV6 implementation uses a routing daemon running from user address space, while the routing table is maintained in
the kernel, we defined a new raw socket for interactions between the kernel and the daemon. If the kernel does not have an appropriate route for a destination, the kernel notifies the daemon through the raw socket to send RREQs across the ad hoc network.

Movement detection of Mobile IPv6 is triggered whenever the AODV6 daemon receives the new global IPv6 routable address. An IPv6 header includes the Home Address option and a Binding Update if it is needed. For implementations using a routing header, this requires use of two destination options after the routing header; more recently, the Binding Update has been modified to fit within a new header called the Mobility Header, but we have not yet implemented that new specification. Most current IPv6 and Mobile IPv6 implementations on Linux cannot carry two destination options after the routing header owing to an implementation limitation. We therefore extended the LINUX IPv6 implementation to store both options after the routing header in the IPv6 header.

3.9 Conclusion & Future Work

We have discussed the problems that we have encountered while attempting to connect nodes in an ad hoc network to the Internet with mobility support in IPv6 networks. We have presented solutions for address resolution, showed ways to gain Internet access by next-hop routing or by use of a routing header and have briefly described Mobile IPv6 operation in ad hoc networks. These problems include the following:

- site-local address acquisition and Duplicate Address Detection;
- acquiring a routing prefix from an Internet Gateway;
- establishing a default route and a host route toward the gateway;
- formulating a globally unique and topologically correct IPv6 address using the acquired routing prefix;
- soliciting gateway information whenever needed;
- when it is unknown whether a destination is present in the ad hoc network, determining whether to acquire a host route or using the default router;
- using the globally unique IPv6 address with Mobile IPv6;
- modifying the IPv6 ICMPv6 Router Solicitation and Advertisement messages to work across multihop networks;
- extending the route discovery mechanisms for on demand routing protocols to enable gateway discovery.
In most cases, we have discovered that the necessary extensions are quite natural. We have been able to formulate solutions for the above problems that work with the principal candidate routing protocols that are under consideration within the [Manet] (mobile ad hoc networks) working group of the IETF.

In our proposal, a Manet node with a need for global communication contacts an Internet Gateway by either sending a modified Router Solicitation, called Gateway Solicitation, or relying on a routing protocol route discovery functions. When the gateway receives one of these messages, it unicasts a response back to the requesting node, specifying its globally routable prefix and IPv6 address. The node then uses this information to configure an address that is globally reachable throughout the Internet. With Mobile IPv6, the mobile node can use this address as its care-of address and make a Binding Update to its Home Agent.

When sending packets to the Internet, the node can either use a routing header specifying the Internet Gateway as the first destination and rely on ordinary ad hoc routing to route the packet to the gateway or send the packets through the default route, relying on intermediate nodes to forward the packet toward the destination.

Our AODV6 routing protocol implementation uses an extra flag, called the Internet-Global Address Resolution flag, so that the node-gateway signaling can work as efficiently as possible. Along the way we fixed certain parts of the Linux IPv6 implementation, work that may be useful in many other contexts. We have shown that it is possible to implement connectivity between ad hoc networks and the Internet, with only slight modifications to the existing specifications.

In the future, we would like to revisit the problem of selecting between multiple Internet Gateways. In fact, it may be better to use multiple gateways simultaneously, depending on which one offers a shorter path to a particular Internet destination. This will require per-destination (or at least per-prefix) signaling. This is merely one instance of service selection for ad hoc networks, when a Manet node has the choice of several nodes offering a needed service.

We would also like to investigate ways to mark ad hoc networks as domains so that a mobile node could more easily distinguish between different ad hoc networks. This may involve borrowing some relevant ideas from OSPF. Finally, we would like to consider the possibility of using an ad hoc network as a transit network for foreign traffic, where both the source and the destination nodes are allowed to lie outside the ad hoc network.
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Routing in Hybrid Ad hoc Networks using Service Points

4.1 Introduction and Background

Mobile ad hoc networks (or multihop packet radio networks) consist of mobile nodes that communicate with each other over multihop wireless links. Each node in the network also acts as a router forwarding data packets for other nodes.

Table-driven or proactive protocols can become expensive in terms of control overhead, because each node in the network must maintain routing information for every other node, although the node only occasionally handles traffic destined for some of the nodes. To address the scaling problem of table-driven routing, on-demand routing protocols have been proposed for ad hoc networks. Nodes running such protocols set up and maintain routes to destinations only if they are active recipients of data packets. However, when routing information between only a few sources and destinations is constantly being maintained on-demand, it might be more attractive to use the proactive approach for these nodes, while on-demand routing is used between less accessed nodes. Similarly, if a large number of nodes frequently wants to exchange information with a few nodes, it might be more effective to proactively maintain these routes. This motivates the interest in a more hybrid approach to routing in ad hoc networks.

Recently a node-centric approach for routing in ad hoc networks was presented [1]. The idea here is that in many practical scenarios, certain nodes provide special services that are being requested throughout the network. For example, when ad hoc networks are wireless extensions of the Internet, these nodes may act as DNS servers, Internet Access points, web proxies or AAA servers. Services can also be local, for example locally stored data or database information. These nodes that host special services, and therefore have a higher likelihood of communicating with the rest of the network, are called netmarks.

The landmark hierarchy [2] is another node-centric routing approach that has been designed for proactive routing in large networks. Packets are not routed towards the destination address, but rather towards an area, the landmark radius, in which the destination is located.

Existing dynamic routing protocols for ad hoc wireless networks can be classified into two categories according to their design philosophy: proactive or reactive depending on how routes are computed and maintained. Proactive protocols maintain routes to every other node in the network independently of any data traffic...
pattern. This has the advantage that when packets need to be sent, a route to the destination is typically available. Reactive or on-demand protocols, create and maintain routes only on a “as needed” basis. Thus, when a route is needed, some sort of Query/Reply search procedure is employed. When a route is no longer used, it eventually times out and is removed from the routing table.

Homogeneous ad hoc networks has been seen to suffer from poor scalability because most of the bandwidth is consumed by forwarding packets. Proactive protocols do not scale well because of the imposed control overhead. Reactive protocols are expected to behave better for larger networks. The use of route caching and local repair reduce the impact of flooding route requests, but there is still an overall $O(N)$ cost per-node.

LANMAR [3] is an interesting protocol that solves some of the problems incurred by scalability. In LANMAR the problem of scalability is addressed by assuming that nodes normally move as a group. The network is grouped into logical subnets in which the members have a commonality of interests and are therefore likely to move as a group. A landmark is dynamically elected in each logical subnet and the route to the landmark is propagated throughout the network using a distance vector mechanism. Local routing within the group uses the proactive FSR [4] routing protocol.

In this paper we propose a novel hybrid routing approach that combines the reactive and proactive routing paradigms with node-centric and landmark routing by relying on netmarks for routing purposes. As in [1], we make the assumption of netmarks that provide special services being frequently requested throughout the network. Routes to and from the netmarks are therefore proactively maintained by all common nodes in the network. This is accomplished by letting common nodes run an advanced neighbor protocol that, in addition to maintaining links to neighboring nodes, also has the functionality of a service discovery protocol. This way, the services provided by the netmarks can be propagated throughout the network. Once a netmark has been found, nodes affiliate with the closest available netmark, and proactively maintain a route to this node.

The detailed solution is presented in Section 4.3, while Section 4.4 evaluates the performance of our approach, and Section 4.5 concludes this work.

### 4.2 Related Work

In [5], Xu et al propose a hierarchical extension to LANMAR by deploying a mobile backbone. This backbone is formed by introducing backbone nodes with powerful radio capabilities. This minimizes the number of hops in the network as well as lowering the performance bottleneck.

Hong et al proposes in [6] a solution to LANMARs problem of handling split groups. Because LANMAR is using an addressing scheme that consist of a Group ID and Host ID, a method is needed to dynamically determine the Group ID. In this solution, a source unicast queries to landmarks to learn a destinations group
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4.3.1 Netmark Overlay Routing

Netmarks announce their presence through periodic advertisements. This is an efficient way for common nodes to obtain internet connectivity from netmarks providing internet access. The affiliation process performed by common nodes can then be seen as a registration for Internet connectivity, and to become accessible from outside the local ad hoc network. Another objective of this protocol is scalability and good performance in networks with a large number of mobile nodes. An example where our approach might be applicable is a large metropolitan ad hoc network with a few special access points to Internet Services. Because mobile nodes will change their affiliation when a closer netmark becomes available, our protocol will also provide micro mobility functionalities.

The basic idea behind the routing part of the protocol, referred to as the Netmark Overlay Routing Protocol (NORP), is that the union of all the netmarks’ routing tables covers every single node in the network. This is accomplished by not only letting the common nodes maintain routes to the netmark, but also by letting the netmark maintain routes to the common nodes. This information can then be used to locate and learn to which netmark a certain destination node is affiliated.

A virtual infrastructure is built to form an overlay network on top of the normal physical network to achieve efficient communication between netmarks. Each link in the virtual infrastructure can be viewed as a unicast tunnel in the physical network. All end to end data communications is made in the underlying physical network, while all control signaling is made in the overlay. The overlay can also be seen as an entity containing information about the approximate location of all common nodes, that is, their affiliated netmark.

In NORP, we let each netmark also perform the role of a landmark. When a node needs to send a packet to a destination for which no route is known, the node uses a simple discovery procedure to query the different landmarks. First a location request (LREQ) is unicast to the affiliated netmark of the sending node. When the netmark node receives the LREQ, and the destination is unknown, the request is broadcasted in the virtual overlay to the other netmarks in the network. Once the request reaches the netmark to which the destination is affiliated, a location
**reply** (LREP) that includes the destination netmark is issued and unicast back to the requesting node. The requesting node is now able to use the landmark routing approach, and route packets toward the netmark where the destination is affiliated. If a node is unaffiliated or no netmark is available, the protocol becomes a pure reactive protocol and routes are found on-demand.

If nodes are equipped with GPS devices, this protocol is easy to modify so that it can provide GPS coordinates through its locations services. This would enable the protocol to rely on geographical forwarding, rather than landmark forwarding.

To achieve landmark routing between different netmarks, each node in the network has a topological table, $TT$, containing every landmark in the network. The $TT$ structure is a simple distance vector table including the destination landmarks, the next hop, the hop count and a sequence number timestamp. This table is periodically broadcasted to all one-hop neighbors, making the topological information eventually available throughout the network.

Creating a virtual infrastructure over a flat network reduces the number of nodes involved in routing, resulting in better energy consumption. Furthermore, because only routes to frequently accessed nodes are being maintained, while routes to other nodes are found on-demand, the control overhead is reduced and becomes more scalable.

The primary objectives of NORP are:

- To proactively maintain routes to frequently accessed service nodes.
- To broadcast discovery packets only when necessary.
- To disseminate information about changes in local connectivity to those neighboring mobile nodes that are likely to need the information.
- To distinguish between local connectivity management and general topology maintenance.
- To be scalable and perform well in networks with a large number of mobile hosts.

NORP exhibits some similarities with LANMAR but the main difference is that no assumption is made about group mobility. Neither does NORP rely on a specific addressing system. Because the basic routing process is completely flat, any type of addressing scheme can be used. In addition to that, NORP has been designed to optimize the performance between common nodes and netmarks, due to the special role of the latter.

### 4.3.2 Proactive Route Maintenance to Netmarks

Neighbor protocols for ad hoc networks are designed to exchange node information for determining which nodes are “alive” and reachable. One common type of neighbor protocols are periodic broadcast protocols. In these type of protocols, *Hello* packets are broadcasted with some, possibly variable, frequency. The
frequency may vary depending on network load, node mobility or some other criteria. Hello packets can be further extended to convey information about the locally known one-hop neighborhood, which allows each node to build its own two-hop neighborhood.

In NORP, a periodic neighbor protocol is used to create and maintain routes between netmark and common nodes. Hello packets contain a netmark field stating which netmark the advertising node is affiliated with.

Hello packets also contain the topological table, $TT$. However, the whole table is not transmitted in every update. What entries that are included depends on how far away they are from the broadcasting node; that is, they are included by using fisheye principles [4].

Netmarks, as well as common nodes, send Hello packets to inform their neighbors about their presence. When a node receives a Hello packet, it assumes the presence of a netmark in its neighborhood, and creates a route towards the netmark by indicating the sending source as the next hop. At the routing layer, if a node does not receive a Hello packet for some predefined interval of time, then the node can assume that the link to this neighbor is down. Because all common nodes in the network are announcing their affiliated netmarks, every node will also know about the path to a netmark.

By adding a netmark field to the Hello packet we achieve the goal of having routes between common nodes and netmarks. But it does not suffice that a common node have a forward path to the netmark. In order to accomplish the location search procedure described in section 4.3.1, netmarks also need reverse paths to the common nodes. In order to achieve this, nodes also include their next hop towards the netmark and a list of all the other nodes that is relying on it for forwarding packets towards the netmark. This list is called the downstream tree.

In Fig. 4.1, the downstream tree of $b$ consists of node $c$, $d$, $e$ and $f$. These nodes will therefore be included in the neighbor field of $b$’s Hello packets.

When a node receives a Hello packet from a neighbor, it checks the netmark field to determine if this neighbor is affiliated with the same netmark as the node itself. If it is, it also checks the next hop field to determine if this neighbor relies on the node for forwarding packets towards the netmark. If this is the case, the node adds the list of neighbors indicated in the neighbor field to its downstream tree.

Consider Fig. 4.1 as an example on how the downstream forwarding tree is built:

1. Netmark $a$ will start the process by sending a Hello indicating itself as a netmark.

2. When $b$ learns of the netmark $a$, it advertises information about this netmark in its next Hello packet.

3. $e$ and $d$ learns about netmark $a$ through the Hello advertisement sent by common node $b$. They can now start using the paths c-b-a and d-b-a respectively to reach netmark node $a$. 
4.

4.1.3 Link Breaks and Path Maintenance to Netmarks

Mobility of nodes not lying along an active path between a common node and a netmark does not affect the netmark routing, i.e. the size of their downstream trees are zero. These are typically the downstream leaf nodes. However, when a link break is detected by an intermediate node with an active downstream tree, a repair procedure is started. A link is deemed broken if a node has not received any Hello messages within a predefined amount of time.

The repair procedure algorithm operates in the following way:
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Fig. 4.1: Source Tree at Netmark

4. c and d now respectively re-advertise reachability to netmark a and that their next hop on this path is node b.

5. e will learn about the path to the netmark using c as a next hop. e will be using the path e-c-b-a.

6. Similarly, d will learn about a path through b, using the path d-b-a, but also about the alternate path d-f-g-a with f as a next hop. d chooses the path through b as it is of smaller length.

7. Future Hellos from node e will now indicate that it is using netmark a with c as next hop.

8. Future Hellos from node c will now indicate that it is using netmark a with b as next hop, and node e in its downstream tree.

9. After a few more updates, b announces that is uses Netmark a with a as the next hop, and that its downstream tree includes c, d, e and f. When Netmark a receives this update, it will know about and have a route to all these nodes.
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Fig. 4.2: Node d repairs path to netmark a

1. The repair procedure is initiated by letting the repairing node search its list of neighbors. Each neighbor entry in this list contains information about its next hop, the hop count and its netmark affiliation.

2. If a neighbor is found to be affiliated with the same netmark as the repairing node, this neighbor is marked as a candidate for being elected as the new next hop towards the netmark.

3. If this candidate is not using the repairing node as a next hop towards the netmark, the candidate is marked as valid. However, if this candidate is using the repairing node as its next hop, choosing that neighbor would create a loop. In that case, the candidate should be marked as invalid.

4. Once all neighbors have been searched and evaluated, the valid candidate with the smallest hop count is elected as the new next hop, see Fig. 4.2.

Fig. 4.2 illustrates the process of repairing a path between a node and a netmark:

1. Node d starts the repair procedure upon detecting a link break between d and b.

2. After searching its list of neighbors, d finds two candidates, f and g.

3. Because node f is using d as a next hop, f is marked as invalid.

4. Node d chooses g as the next hop towards the netmark.

In the case when a node can’t find any valid next hop neighbor, the node declares the netmark unreachable and revert to the topological table, TT for finding a new netmark. The TT search procedure works in much the same way as for the neighbor table. If an entry is found during the search phase that is not pointing towards the old netmark, nor the broken next hop towards the old netmark, it is
marked as a candidate. When the whole table has been searched, the candidate with the smallest hop count is elected. The major difference between this search and the initial one is that we are searching the topological table instead of our list of neighbors.

If a new netmark has been elected, a Hello packet with the new information is broadcasted. Even though a new netmark has been elected, downstream neighbors are still using the old netmark. These downstream nodes need to be updated with the new information, otherwise they will continue sending packets upstream towards the old netmark where the link break occurred.

A neighbor upon receiving an update indicating it as next hop from a node that it self is currently using as its next hop, mark the old netmark as invalid and puts the initiating neighbor in its downstream tree. The neighbor also mark the new netmark as the current one and looks in the $TT$ to find the new next hop. After this stage, the new information is immediately rebroadcasted in a new Hello packet. Eventually the new information reaches the new netmark, creating a forward and a reverse path between the netmark and the repairing node.

4.3.4 Mobility and handover between netmarks

As nodes are mobile and move around in the network, they will learn of netmarks closer in location than the one they are currently affiliated with. The next hop link towards a nodes’ netmark might also break, and a new route to the current netmark can not be found. In both cases it is necessary for the node to change its affiliation to a new netmark.

A node only changes its netmark affiliation if the newer netmark is 2 or 3 hops closer (a configurable parameter) than its current one, or the next hop link breaks and a new route can not be found. If a node changes its affiliation as soon as it learns of a closer netmark, the system can become unstable. This is due to both the mobility of the nodes and the unstable nature of the wireless channel, i.e. fading, collisions etc. Under these conditions links may temporarily go down or become unavailable. If a node changes it affiliation too soon, an oscillation between the two netmarks may occur.

When a mobile node make the decision to change its affiliation, it does so by sending an update message to both the previous and the new netmark. It also immediately broadcasts a Hello message containing this new information. When the previous netmark receives the update message it creates a soft binding for this node with information about the new location of the node. Any subsequent LREQs arriving at the previous netmark is processed as normally but the transmitted LREPs will indicate the new netmark. After a few seconds the soft binding is timed out and is removed.

The update messages sent to the two netmarks also include the mobile nodes downstream tree. This is done because all the downstream neighbors will be affected by the handover, and they will automatically be affiliated with the new netmark. That is the reason why the previous Hello packet was broadcasted. When a
downstream neighbor receives the Hello message, it immediately changes its affiliation and rebroadcasts the message. All downstream nodes will in this way change their affiliation in an efficient way.

4.4 Performance Evaluation

GloMoSim [9] is the simulation platform used for evaluating the proposed approach. GloMoSim is a discrete-event, detailed simulator for wireless network systems. In our experiments, the MAC layer is implemented using the default characteristics of the distributed coordination function (DCF) of IEEE 802.11 [10].

The mobility model used for the simulations is the Modified Random Direction model [11] and simulations are run for 600 simulated seconds. In this model, each node randomly selects a direction in which to travel, where a direction is measured in degrees. The node then randomly selects a speed and destination along the direction and then travels there. Once it reaches the destination, it remains stationary for some pre-defined pause time. At the end of the pause time, a new direction and speed is selected, and movement is resumed.

The following metrics are used to evaluate the performance: (i) Packet delivery fraction - the ratio between the number of data packets delivered to the destination and those originated by the sources. (ii) Control overhead - the total number of control packets transmitted by each node. Each hop-wise transmission is counted as one packet. (iii) Normalized routing load - the number of routing packets “transmitted” per data packet “delivered” at the destination.

4.4.1 Netmark Traffic model

We introduce the NetMark, NM, traffic model for performance evaluation. This traffic model, which simulates the client server behaviour between the common node and a netmark, is more realistic than plain CBR traffic. It consists of sequences of FLOW_OFF and FLOW_ON periods where the OFF periods correspond to the user’s think time, while the ON period represent user activity. Both the FLOW_ON and FLOW_OFF period is exponentially distributed with a mean value of 5 and 20 seconds respectively. During the FLOW_ON period, requests are generated with an exponentially distributed mean of 1.5 seconds. When the server, (in this case the netmark), receives a request it generates a reply with a pareto distributed mean of 3000 bytes. The pareto distribution was chosen because of its heavy tailed properties. This reply is then fragmented and sent back to the client.

In our experiments, common nodes have continuous flows of NM traffic with the netmarks as specified above. In addition to that, 10 local short-lived CBR sources transmitting 4 packets per second are spread randomly over the network. When one session ends, a new source-destination pair is randomly selected. Thus the input traffic load is constantly maintained.
4. Chapter IV

(a) Delivery Fraction with Increasing Netmark Density for two transmission ranges

(b) Normalized Routing Load with Increasing Netmark Density for two transmission ranges

(c) Number of Control Packets transmitted

(d) Delivery Ratio

4.4.2 Simulations

In these experiments, we evaluate the performance of our approach. The terrain size is set to 1000m x 1000m and the network is composed of 100 nodes. The rate of mobility is varied and the pause time is set to 10s. The transmission range is 250 meters unless stated otherwise.

Although the number of netmarks affects the performance, it is also important to comment on the deployment of the netmarks. Since the netmarks are special service providers, it is not just any common node that can be elected as a netmark. In this paper we assume that netmarks are predefined and that a netmark remains being a netmark for the whole duration of the simulation. We leave the case where a netmark can be elected among a set of nodes for future work. Therefore, the simplest method would be to preassign netmark nodes and scatter them uniformly within the terrain area at initialization time. However, this means that if the netmarks are fully mobile, some netmarks might group together in one part of the network and thus lower the performance. We have simulated two cases where netmarks are either immobile or have full mobility.

Figure 4.3(a) illustrates how the delivery fraction varies with the number of netmarks. Except for the netmark density of 1 %, the delivery is more or less the same for the specified setup. We can see that the transmission range is more
important than the mobility of the netmarks.

Figure 4.3(b) shows how the normalized routing load varies with the netmark density. The reason for an increase in overhead as the number of netmarks grows is that more control packets are being generated in the netmark overlay. When a destination needs to be found, the LREQs are sent to different netmarks. More netmarks means more LREQs.

In Figure 4.3(c) we can see that NORP can deliver packets using much less control overhead than the other protocols. Here we also see that reactive AODV generate many control packets because of the large number of nodes, but also because of the bursty nature of our traffic model.

Figure 4.3(d) illustrates how the delivery ratio varies for different protocols as the rate of mobility increases. We can see that NORP sustains a very high delivery rate for all mobility speeds. Because of the large number of nodes, the high traffic load, proactive OLSR have trouble delivering packets during mobility.

4.5 Conclusions

In this chapter, a new routing scheme is proposed, Netmark Overlay Routing Protocol (NORP). NORP proactively maintains routes to special service providing nodes in the network. These nodes are called netmarks. This is achieved through an extensive neighbor protocol that creates a bidirectional routing tree with the root attached to the netmark. In addition, NORP reactively searches for nodes by querying the different netmarks about the location of a destination node. Data packets are then routed using landmark routing towards the netmark closest to the destination node. As the data packet comes closer to the destination netmark, it will eventually arrive at node within the routing tree of destinations netmark, where it will be routed to the destination.

When netmarks provide internet connectivity the protocol also provide micro mobility functionalities. Simulations show that NORP achieves very high delivery rates in dense networks and under high traffic loads. In addition, it has been shown that NORP performs excellent under mobile conditions and has scalability properties. We have also evaluated how the performance is affected when the number of netmarks in the network is increased. To conclude, NORP is a service providing routing protocol that scales well with the size of the network.
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5. CHAPTER V

Micro Mobility and Internet Access Performance in Ad hoc Networks

5.1 Introduction

Today, many laptops, PDAs, handhelds, and other portable computing devices include wireless connectivity as a standard feature, and more people are carrying computers when they travel to access the Internet anytime, anywhere. More and more of these devices now use the Internet Protocol (IP) together with IEEE 802.11 [1]. In addition, broadband wireless access networks based on IEEE 802.11 are emerging, and the existing wireless technologies are moving towards an all IP infrastructure.

However, a big problem with IP is that it was never designed to support mobility management. One of the most widely known Mobility solutions for IP networks is the IP Mobility Support protocol, commonly referred to as Mobile IP [2]. With Mobile-IP, nodes are able to communicate independently of their current point of attachment to the Internet. Mobile-IP can handle both local-area and wide-area movement in both wired and wireless networks. However, mobile nodes must report their change of access point to their home networks. These location updates incur a long latency of registration processes and cause a large amount of control overhead over the Internet. The concept of IP Mobility has therefore been divided into two main categories, Macro Mobility and Micro Mobility. Macro Mobility is the management of IP nodes at a larger global scale. Once a node enters a cellular or wireless network domain the Mobility management is local to that network; the node is allowed to move within the network and be controlled locally by the micro mobility management protocol while the mobility management from a global scale remains unchanged.

In ad hoc networks, an infrastructure is not needed for the network to successfully operate, but an ad hoc network can enable the coverage area of access networks to be extended and deal with situations where it is either not possible or too expensive to deploy cell-based mobile network infrastructures. Combining Mobile-IP with ad hoc networking enables roaming between different ad-hoc networks while still being able to access the Internet. In this chapter, a solution is presented, and evaluated for TCP connections, that enable mobile nodes in an ad hoc network to have internet connectivity. Here, ad hoc networks are regarded as
Fig. 5.1: The simulated scenario. A mobile multihop ad hoc network is connected to an access network that supports Mobile IP and micro mobility. Nodes in the wireless network are communicating with correspondent hosts on the Internet.

subnets of the Internet, that creates an integrated environment that supports both macro and micro IP mobility, see Figure 5.1.

The solution is based on Mobile IP, which enables the macro mobility capabilities. From the mobile IP perspective, foreign agents service ranges are no longer limited to hosts within a single wireless hop; the use of Manets lets mobile hosts immediately utilize available Internet services without concern about disconnection. This provide mobile nodes with the ability to form and enter ad hoc networks, while still being able to access the Internet. When several base stations or access points are available, the node is able to roam around in the ad hoc network, switching to new access points when needed. Micro mobility within the access network domain is supported by HAWAII [3], as explained below.

5.2 Related Work

In [4] a solution is presented that interconnects ad hoc networks with infrastructure networks. For micro mobility, the Cellular IPv6 [5] protocol is utilized on the edge of the Internet. AODV is used as the routing protocol within the ad hoc network. Performance is measured mainly with regards to control overhead and delivery ratio, when the mobility speed is varied.

In MIPMANET [6], the authors integrate AODV with Mobile IP. Their solution utilizes IP tunneling for separating the ad hoc network from Mobile IP. Nodes in
the ad hoc network send their packets to a correspondent node in the Internet by encapsulating the packet into another IP packet, which is destined to the Mobile IP foreign agent. A Mobile IP care-of-address is used to provide appropriate routing from the Internet to the mobile node.

In [7] a Mobile IP micro mobility architecture is presented with OLSR as the routing protocol both in the ad hoc domain as well as the access network. The work focuses on integrating Mobile IP with OLSR in order to support both micro and macro mobility. This work was later implemented and experimentally evaluated with UDP traffic in [8].

As far as we know, this is the first work that considers micro mobility ad hoc networks with respect to TCP traffic for different routing protocols.

5.3 Protocol Descriptions

5.3.1 Mobile IP

Mobile IP is a proposed standard for location independent routing. It makes mobility transparent to applications and higher level protocols like TCP and UDP. Mobile IP allows mobile nodes to have seamless access to the Internet while roaming between different networks. In order to maintain existing transport layer connections while roaming, every mobile node is assigned a home address. The home address enables the mobile node to always be able to receive data as if it was on its home network, i.e., the network to which its home address belongs.

When the mobile node is attached to a network other than its home network, it uses a care of address. The care of address is an IP address valid on the foreign network that the mobile node is visiting.

In Mobile IP, the basic mobility management procedure is composed of two parts: the movement detection performed by the mobile node and the registration to the Home Agent (HA). The home agent is a dedicated router on the mobile node’s home network that forward packets through tunneling to the foreign network. This enable the mobile node to receive packets through the care of address.

- Movement detection latency: this is the time required by the mobile node to detect that it has changed its IPPOA.

- Registration latency: as the home agent can be located anywhere on the Internet, this process can take a long time and sometimes be impossible to complete. This is obviously, by far, the main expected part of the total handover latency.

In the case of a quickly moving mobile node which changes its IPPOA rapidly, the registration process will become totally inefficient. Moreover, this mechanism produces a lot of control traffic inside the local domain and across the Internet.
5.3.2 Micro mobility and HAWAII

In order to minimize the movement latencies that occur when Mobile IP is used, where the home agent is located far from a mobile nodes current location, and the mobile is moving at a high speed frequently changing its point of attachment, a micro mobility protocol is used. Micro mobility protocols uses a concept of domains, which is an area consisting of several base stations (access points) in which they cooperate. When a mobile node first connects to a domain, it obtains a care-of-address as in normal Mobile IP operation. This care of address however, remains valid for the whole duration of mobile node’s stay in the same domain. The mobile node will thus make only one home registration (registration with the home agent) at the time it connects to the domain. The users movements inside the domain are then managed by the micro mobility protocol.

HAWAII [3], Handoff-Aware Wireless Access Internet Infrastructure, is a natural extension to Mobile IP to efficiently support micro-mobility in wireless networks. After the first connection of a mobile node to a domain and its home registration, the mobile node will perform local registrations only. A common approach for allowing mobility to be transparent to correspondent hosts is to divide the network into hierarchies. HAWAII uses a similar strategy, segregating the network into a hierarchy of domains, loosely modeled on the autonomous system hierarchy used in the Internet. The gateway to each domain is called the domain root router. Each mobile node is assumed to have an IP address and to have a home domain to which it belongs. While moving in its home domain, the mobile nodes retains its IP address. Packets destined to the mobile node reach the domain root router based on the subnet address of the domain and are then forwarded over special dynamically established paths to the mobile node.

When the mobile node moves into a foreign domain, HAWAII revert to traditional Mobile IP mechanisms. If the foreign domain is also based on HAWAII, the mobile node is provided with a care-of address from the foreign domain. While moving within the foreign domain, the mobile host retains its care-of address unchanged, and connectivity is maintained using dynamically established paths.

A mobile host that first powers up and attaches to a domain sends a Mobile IP registration request to the nearest base station (BS). The base station is sometimes also called the access router, as it also has routing capabilities in addition to providing fixed network access. The BS is responsible for exchanging Mobile IP messages with the mobile host’s home agent, in order to register the current location of the mobile host. The base station also sends a path setup message to the domain root router, which is the gateway between the micro mobility access network and the Internet. This has the effect of establishing a host specific route for the mobile host in the domain root router. Each intermediate router on the path between the base station and the domain root router also adds a forwarding entry for the mobile node, when forwarding the path setup message. Thus, the connectivity from the domain root router to the mobile hosts connected through it forms a virtual tree overlay.
The mobile node infrequently sends periodic registration renewal messages to the base station to which it is currently attached in order to maintain the registration and the host based entries, failing which they will be removed by the base station. The base station and the intermediate routers, in turn, send periodic aggregate hop-by-hop refresh messages towards the domain root router.

5.3.3 Other micro mobility protocols

Hierarchical Mobile IP is a natural extension to Mobile IP to efficiently support micro-mobility. After the first connection of a MN to a domain and its home registration with the address of the Gateway Foreign Agent (GFA) as Care of Address, CoA, the MN will perform Regional Registrations only. This type of registration is sent by the mobile node to the GFA each time it changes FA (i.e. of IPPOA). The registration contains the new ”local” CoA of the MN: the address that can be used by the GFA to reach the MN while it remains connected to the same FA. The routing with Hierarchical Mobile IP is then very simple. A packet destined to the MN is first intercepted by the HA and tunneled to the GFA. Then, the GFA de-capsulate and re-tunnels it towards the current local CoA of the MN.

Cellular IP aims to replace IP inside the wireless access network. A Cellular IP domain is composed of Mobile Agents (MA) and one of them acts as a gateway towards the Internet and as a Mobile IP FA for macro-mobility. Each MA maintains a routing cache that contains the next hop to join a MN (one entry per mobile) and the next hop to join the gateway. This allows the MA to forward packets from the gateway to the MN or from the MN to the gateway. The routes are established and basically maintained by the hop-by-hop transmission of two special control packets, beacon and route update. Upon receiving one of these packets the stations are triggered to update their routing cache.

The solution presented in this chapter is based upon HAWAII. It should be pointed out that the focus of this chapter is on the multi hop access portion of the ad hoc network. Basically, the results presented here should also be valid if Hierarchical Mobile IP or Cellular IP are used in the access network, as the specific operation within the access network is not the most important performance factor. If, in the future, it is determined that it would be of interest to evaluate and compare the performance of ad hoc access networks with other micro mobility protocols, it should be fairly easy to extend this study.

5.4 Mobile Ad hoc Internet Access Solution

In this solution base stations, which are also acting as Home and Foreign agents advertise their services by periodically sending Agent Advertisement messages.
These messages are broadcasted to the wireless ad hoc network, and their dissemination are limited by the *Time To Live* (TTL), set to an appropriate value that depends on the size of the network. Alternatively, the mobile node may broadcast an *Agent Solicitation* message, requesting mobile IP services. This is typically done by mobile nodes that are located outside of the base stations broadcast radius, the radius created by the specified TTL value. When a base station receive an *Agent Solicitation*, it update its *network size* variable to enable the *Agent Advertisements* to propagate further and to also cover the new mobile node.

When a currently unregistered mobile node receives an advertisement, it unicasts a *Registration Request* to the advertising agent, the Base Station (BS). The BS answer this message by sending a *Registration Reply*. If this is the first registration sent by the mobile node inside this domain, HAWAII, the micro mobility protocol, sends path setup power-up messages in order to establish a routing path within the domain hierarchy toward the mobile node. The mobile node now also attains its care of address which is then registered with the home agent of the mobile node. Note that the mobile node will retain this care of address throughout its stay in the current domain.

Packets between the home agent and the mobile node are routed toward the wireless network based on the network id part of the care of address. The *domain root router* of the HAWAII domain is the root of the access network. It is also the gateway router between the local domain and the Internet, and to which the network id belongs. As the mobile node moves within the ad hoc network, from base station to base station, it will continue to be accessible from the Internet; only the local path within the lower hierarchy of the domain will be updated.

5.4.1 *Internet host determination*

When an on-demand routing protocol, such as AODV is used within an ad hoc network, a node cannot expect to have routes to all hosts reachable within the network. This is because routes are only set up when they are needed. The fact that we do not have a host route to a host does not necessarily mean that it is not reachable within the ad hoc network. Thus, the route discovery mechanism of the routing protocol has to search for the destination within the ad hoc network, *before* it can decide whether the destination node is located in the network or not. Because the route discovery process of AODV repeatedly searches for the destination within an increasing radius, the time it takes for AODV to determine that the destination is unreachable is quite significant. This problem has been solved in our solution by letting the base stations send proxy route replies.

When a base station receives a route request from one of its registered nodes, it searches its registration list, (also called visitor list within the Mobile IP terminology), for a match with the requested destination. If a match is found, a normal route reply is generated. If a match is not found, a special proxy route reply indicated by an ‘I’ flag is generated. This proxy route reply will also establish a route path between the requesting node and the requested destination. It is therefore important
that the base station receiving the request also check that the requesting node is registered. If this is not done, and another base station than the one the requesting mobile node is currently registered with answer the request, an asymmetric route will appear. An asymmetric route will, among other things, render transport layer enhancements such as Snoop [9] useless.

Another thing that needs consideration when using proxy route replies is what sequence number to use in the reply. In a normal route reply, a destination indicates its own sequence number in the reply. If the node processing the request is not the destination, it specifies its last known sequence number to the destination. In our case however, the base station processing the request do not know the destination sequence number, because the destination is located in the Internet. If an unknown sequence number is used as is normally done in route requests, it will be hard to keep the routes fresh. In this solution, proxy route replies use the sequence number indicated in the request, plus one. The replying base station then remembers the sequence number used, and any subsequent replies for this destination will now indicate this number plus one, or if the sequence number in the request is higher, this number plus one. The 'I' flag still indicates that it is an Internet route, and that a normal direct route should be preferred.

5.4.1.1 OLSR operation

If a proactive protocol such as OLSR is used for routing in the ad hoc network, things are a lot easier. If a node does not have a routing table entry for a specific destination, the destination is normally not located inside the network. When a mobile node wishing to transmit a packet fails looking up a destination in the routing table, it tunnels the packet to the base station to which it is currently registered.

A base station receiving a tunneled, IP within IP encapsulated packet, untunnels the packet and forward the packet using normal IP routing mechanisms.

A note to consider when configuring an OLSR base station is to ensure that no routes from any wired interfaces are announced in the OLSR update messages being transmitted on the wireless interface.

5.4.2 Handover

As a mobile node moves inside the ad hoc network it will eventually come into communication range of new and closer base stations. The mobile node may also move out of the communication range of its current base station. The question then arises when it is time to switch to a new base station and perform an handover.

Since the mobile node is moving inside a multi hop network, a natural criteria for performing a handover would be to perform a handover as soon as the mobile node learns of a closer base station. This might be a good criteria but it do have a few drawbacks. When the mobile node learns of an other base station with the same distance as the one it is currently registered with, it will continue to use its current one. It will continue to use its current base station until the registration
times out, or the route toward the base station breaks. Both of these cases are bad from a performance perspective, and will lead to throughput degradation and in the absolutely worst case, loss of its active connections. A mobile node will therefore perform handover as soon as it learns of a new base station that is closer or as close as the one it is currently registered with. In order to avoid registration oscillation, the node remembers its previous base station and only perform a new handover to the previous base station if: 1) the distance becomes lower than the distance to the current base station 2) the registration with the current base station times out 3) the route towards the current base station times out.

When a mobile node determine that a handover needs to be performed, the handover procedure is initiated. This is done by sending a Registration Request to the new base BS that includes information about the previous BS. When the new BS receives this message it replies by sending a Registration Reply as normal. The HAWAII micro mobility protocol at the new BS now also sends path update messages to the local micro mobility domain and a handover notification is sent to the old BS. The old BS thus removes the mobile node from its registration list and updates its routing table accordingly.

The decision to perform handover is always made upon information received in Agent Advertisements. When the handover is initiated, and the Registration Request is sent, the mobile node updates its Pending Registration flag. When this flag is set, the mobile node can not send any Registration Requests. This is because during the time interval when the registration is pending, it is possible for the requesting node to receive new Agent Advertisements from other base stations or other neighboring nodes forwarding the same advertisement. The Pending Registration therefore have the dual purpose of preventing unnecessary registrations, but also to prevent the mobile node from registering to two different base stations within the request reply time interval. When a Registration Reply is received, the handover procedure is considered completed and the mobile node now updates its registration information about its current base station, previous base station, registration lifetime, distance to the new base station and reset the Pending Registration flag to false.

When the Registration Request is first sent, a timer is also started that will check whether a reply was successfully received. If a reply has not been received when the timer expires, the mobile node may either send a new Registration Request or decide that the base station is unreachable and wait for a new advertisement.

If a proactive routing protocol such as OLSR is used, a handover can only be performed if the mobile node have a valid routing table entry towards the new base station. Because Agent Advertisements are broadcasted, not unicasted, it is possible for a mobile node to receive information about a base station before a route has been completely setup. In order to avoid setting unnecessary timers and Pending Registration flags, the mobile node checks whether a valid route to the base station exists, before sending a Registration Request.

Once the handover and registration procedure has been successfully completed,
the mobile node is reachable from the internet through the registration in the new base station. If a reactive protocol such as AODV is used, any active routes within the ad hoc network toward Internet hosts will still point towards the old base station. AODV therefore generate new route requests as described above. In order to prevent intermediate nodes between the mobile node and the base station from replying to the request, the 'D' flag of the AODV route request message is specified. The 'D' flag specifies that only the destination node may reply to the request, assuring that the message will propagate all the way to the new base station so that a new route reply and route can be established.

5.5 Distance Update Procedures

An important metric in the handover determination procedure is the distance in hops between the mobile node and its current base station. Some considerations have to be taken as to when and how this distance is determined. A mobile node have the capability of determining the number of hops an Agent Advertisement has traversed when it is received by looking at a new distance field. This field is currently taken from the reserved bits of the Mobile IP Mobility Agent Advertisement Extension header.

A naive method of determining the distance to a base station would be to simply look at the distance field and update the mobile nodes registration information with this value. But as a mobile node can receive Agent Advertisements from many different neighbors reporting different distances, this would cause the distance value to oscillate, and would not reflect the shortest path available. This could also lead to handover oscillations, because the mobile node may determine that some other base station is closer and perform handover to it, and later receive another advertisement causing it to switch back to the original base station because that is now again the closest.

When a mobile node receive an advertisement about is current base station, it updates the its distance information only if any of the following conditions are valid:

- the advertisement was received from the next hop neighbor on the route toward the mobile nodes current base station or
- the advertisement was received from the current base station or
- the advertised distance is closer or
- the route towards the current base station is broken or
- the route towards the current base station broke down within the last advertisement period

If the advertised distance is closer and AODV is used as the routing protocol, the mobile node checks if the advertisement message received was from its next
hop neighbor toward the base station. If the check fails, a new route request is issued for the base station, and for any active destinations the mobile node might be communicating with on the Internet. This is because although the received advertisement indicates a better route toward the base station, the new route toward the base station might not yet be updated. If this procedure is not followed the mobile node might continue using the older and longer route, or the bidirectional route might become asymmetric. If a proactive protocol such as OLSR is used, routes are updated periodically and the new route should be found automatically.

5.5.1 Link Breaks

When a link break is detected by the routing protocol, a check is performed that determine whether this was the link the mobile node was currently using to reach the base station. If it was, the mobile node will take this into account when the next Agent Advertisement is received. If the routing protocol hasn’t reestablished the route, and the advertisement received indicates a new base station, a handover will be performed. If the route has successfully been reestablished, the distance information is updated.

5.6 Performance Simulations

This paper aims to investigate the performance of micro mobility movement in a hybrid ad hoc network as described above.

The presented solution have been evaluated in two popular network simulators, NS-2 [10], and GloMoSim [11].

GloMoSim is a discrete-event, detailed simulator for wireless network systems. It is based on the C-based parallel simulation language PARSEC [12]. In our glo-
mosim experiments, the MAC layer is implemented using the default characteristics of the distributed coordination function (DCF) of IEEE 802.11b [1] with a data rate of 11Mbps. The data transmission range is approximately 250m.

The NS-2 simulator is a discrete event simulator widely used in the networking research community. It was developed at the University of California at Berkeley and extended at Carnegie Mellon University to simulate wireless networks. These extensions provide a detailed model of the physical and link layer behavior of a wireless network and allow arbitrary movement of nodes within the network. In our NS-2 experiments, the MAC layer is implemented using the default characteristics of the distributed coordination function (DCF) of IEEE 802.11 [1]. The data rate for the simulations is 2 Mbits/sec.

The simulations conducted aim to analyze the performance of TCP flows during internet connectivity and during handover. The current Internet host implementations contain a variety of TCP flavours. In order to investigate the differences and effect on micro mobility between these, various TCP versions have been selected
5.6. Performance Simulations

The NS-2 simulated scenario mainly consist of two parts, an access network consisting of base stations connected by wired links, and a wireless ad hoc network, see Figure 5.1. The access network is also the micro mobility domain and consists of 4 base stations connected in a three-level network hierarchy of in total 6 routers, excluding the base stations. Connected to the top domain router is a correspondent wired host that will be communicating with nodes in the wireless ad hoc network.

Figure 5.2 shows the throughput of a TCP Vegas connection between the correspondent host in the wired domain and a mobile node in the ad hoc network. The mobile node moves in parallel with the base stations at different mobility speeds, and as it learns of new and closer base stations, performs handovers. The hop distance between the mobile node and its associated base station varies between two and three, depending on the connectivity of the network. The hop distance is never

and analyzed. These are TAHOE, NEWRENO, VEGAS and ATCP [13]. The impact of mobility and ad hoc routing protocols and the relation between the two during handover have a big impact on the performance. It is also so that the different versions of TCP behave differently in this mobile environment.

5.6.1 NS-2 simulations

The NS-2 simulated scenario mainly consist of two parts, an access network consisting of base stations connected by wired links, and a wireless ad hoc network, see Figure 5.1. The access network is also the micro mobility domain and consists of 4 base stations connected in a three-level network hierarchy of in total 6 routers, excluding the base stations. Connected to the top domain router is a correspondent wired host that will be communicating with nodes in the wireless ad hoc network.

Figure 5.2 shows the throughput of a TCP Vegas connection between the correspondent host in the wired domain and a mobile node in the ad hoc network. The mobile node moves in parallel with the base stations at different mobility speeds, and as it learns of new and closer base stations, performs handovers. The hop distance between the mobile node and its associated base station varies between two and three, depending on the connectivity of the network. The hop distance is never
shorter than two, because the distance between mobile node and the base station is such that, at least one intermediate node is needed for connectivity. The periodicity of base station advertisements is 1 second.

In Figure 5.2(a) we see the throughput when the node is moving at 20 m/s. The node is able to sustain a fairly high throughput, but it drops for a short duration during handovers. One reason for this can be found in the way mobile nodes decides when it is time to perform a handover. When a node learns of a new and closer BS, it switches to it. The mobile node also switches to a new BS if the registration of the old one timed out, and there is a certain latency before a new connection can be established. Another reason is that the next hop link towards the BS in the ad hoc network breaks, and the route repair mechanism of AODV is invoked. This is typically detected through a packet drop. If it was the next hop towards the base station that was broken, a check is performed to see if a handover is needed. The link break and packet drop in combination with TCP’s window behaviour may cause the throughput to momentarily drop to a lower level. Figure 5.2(b), 5.2(c) and 5.2(d) shows the same scenario for speeds at 30, 40 and 50 m/s respectively. We can see here that as the mobility speed increases, the dips frequently becomes wider and deeper. At 50 m/s it takes about 1 second for the connection to regain its throughput, but only for a short time before a new handover takes place. It should

Fig. 5.3: TCP throughput in kbps for a static upload and download scenario
be noted that 50 m/s is a very high speed, it corresponds to 180 km/h or 112 mph.

The fact that the wireless environment itself is unreliable has a big impact on the performance. This can be observed in Figure 5.3, that illustrates a static scenario between the mobile node and the correspondent host. The distance between the mobile node and its base station is 5 wireless hops. As can be seen from the figures the throughput is fairly poor, and is significantly lower than the ones seen in Figure 5.2, even though those figures refer to a mobile scenario. One of the reasons for this is the exposed node problem [14], which 802.11 doesn’t address. This problem basically means that a node is prevented from transmitting when it is either: within the range of a sender but not the receiver, or within the range of the receiver but not the sender. Another factor is that these nodes operate under half duplex, where a node has to wait for its own packet to be transmitted by the next hop, before it can transmit the next packet in sequence. The result here is that the throughput is lowered for each additional hop, see below. Another problem is the window behaviour of TCP. The different figures in Figure 5.3 all show the behaviour of TCP Tahoe, a fairly aggressive flavour of TCP. When Tahoe is used with a large maximum window size, TCP will start transmitting packets with an exponential increase in the window size for each received acknowledgement. This means that the sender transmits packets in fast order, causing collisions and interference to intermediate wireless nodes, with the result of packets being dropped. TCP will therefore timeout, the window lowered and the packets retransmitted, again in fast order. The same thing will happen again, causing the throughput to oscillate, as seen in Figure 5.3(c).

We can also see a distinct difference in performance between the download and upload scenario in Figure 5.3(a) vs 5.3(c). The is because our network is heterogeneous, and the wired sender has a different sending behaviour than the wireless one. The wired sender will rapidly start sending packets, the wired link have a higher bandwidth, and when they reach the base station buffering will take place. Because of the lower bandwidth and the unreliable nature of the wireless channel, packets will be dropped. This can observed in Figure 5.4(a) that show TCP segment numbers and acks. The throughput of this scenario is the one seen in Figure 5.3(a). Because of the lower bandwidth at the wireless sender in the upload sce-
nario, the same amount of packet drops doesn’t take place, see the corresponding throughput in Figure 5.3(c).

A way to cope with this problem, and to make the transmission process less aggressive, is to lower the maximum congestion window size. When the windows size is lowered from 32 to 4 segments, the difference between the upload and download throughput disappears, see fig 5.3(b) and 5.3(d).

Yet another factor that impact the performance is the size of the packets. Figure 5.4(c) show the increase of the segments number for a downlink TCP Reno connection. The fastest segments number increase in this figure is those with a packet size of 512 bytes. The slowest increase is achieved when the packet size is 1460 bytes. The reason for this is quite simple; the longer the transmission of packet takes on the wireless channel, the higher the probability for interference to cause an unsuccessful reception.

<table>
<thead>
<tr>
<th>Throughput (kbps)</th>
<th>Upload</th>
<th>Download</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegas 20m/s</td>
<td>429.3</td>
<td>391.4</td>
</tr>
<tr>
<td>Vegas 30m/s</td>
<td>424.0</td>
<td>386.0</td>
</tr>
<tr>
<td>Tahoe 20m/s</td>
<td>442.0</td>
<td>382.8</td>
</tr>
<tr>
<td>Tahoe 30m/s</td>
<td>439.8</td>
<td>374.8</td>
</tr>
<tr>
<td>Reno 20m/s</td>
<td>423.5</td>
<td>370.1</td>
</tr>
<tr>
<td>Reno 30m/s</td>
<td>421.9</td>
<td>346.6</td>
</tr>
</tbody>
</table>

Tab. 5.1: Mean Throughput for various TCP flavors during upload and download

Table 5.1 shows the corresponding throughput for various flavors during upload and download. We can see here that Tahoe achieves the highest throughput during upload for both 20 and 30 m/s mobility. This is because Tahoe accesses the wireless channel more aggressively than Vegas, as was explained above. However, this aggressiveness is less advantageous in the download case where Vegas achieves the highest throughput. It should be noted that no congestion in the normal sense occur in this scenario, which is the reason why Reno perform worse than Tahoe.

Another issue with TCP flows in ad hoc networks is unfairness. This can observed in Figure 5.5. Here we can see that the ongoing TCP download connection is completely shut down by a short lived local connection. When the local flow terminates, the previous connection can be resumed, but only until another local flow starts. The reason for this is a complicated interaction between the 802.11 MAC layer and TCP that forces the MAC layer into exponential backoff. This is a problem that has been discussed before [15], but for TCP Reno, so this situation is still somewhat different. In our case, the old flow interprets the increased contention as congestion and lowers the congestion window, which enables the new flow to more easily grab the channel. When a 802.11 flow fails to grab the channel, it is left in exponential backoff. The Internet TCP flow in this example has a higher delay, which translates into a higher bandwidth delay product, which basically will
translate into a larger congestion window. While Vegas is more sensitive and can proact to congestion, it still operates with a slow start procedure similar to that of Tahoe/Reno. This enables our local flow to initially push harder and grab the channel, more often leaving the other flow in exponential backoff. A similar thing also happens with Reno and Tahoe flows, except that the congestion window will always increase for every acknowledgement. This problem has been addressed in [15], where an extra delay is scheduled before a packet is given to the MAC layer. The solution operates on principles similar to those used in the Vegas congestion detection algorithm. The duration of extra the delay is calculated by observing the difference between the queue output rate, and the ideal output rate based upon the physical layer transmission rate, if no contention is experienced. The higher this difference is, the higher the delay. This enables lower throughput flows to more easily grab the channel, and be less likely to become stuck in exponential backoff. This proves to be very effective and fairness is greatly improved. As that work was conducted upon the observation of TCP NewReno flows, the question is how effective this solution is for TCP Vegas. Will the Vegas congestion detection mechanism and the MAC delay mechanism work in combination, with the exponential backoff? Another question is how the delay should be calculated when the data transmission rate is dynamically adjusted. This is left as future but interesting work.

During the course of our investigation, we also observed that the throughput and delay clearly depends on the distance between a mobile node and its corresponding base station. As the number of hops increases, the throughput decreases while the delay increases, see Figure 5.6. We can see here that the throughput during upload is around 475 kbps when the distance is 2 hops, but only around 150 kbps for 10 hops. The decrease is faster in the beginning and seems to be exponentially declining. The main reason for this is probably the exposed node problem, and that nodes are prevented from transmitting because the next to next hop node is transmitting. The upload throughput is also always higher than during download,
as has been discussed above. The increase in delay seems to be almost linear with the number of hops, at least during upload. For 2 hops, the delay is around 25ms, but for 10 hops it has been doubled to around 50-60ms. As each additional hop introduces additional processing time, this makes perfect sense.

5.6.2 Glomosim simulations

The glomosim simulated scenario mainly consist of two parts, an access network consisting of base stations connected by wired links, and a wireless ad hoc network. The access network is also the micro mobility domain and consists of 6 base stations, 300 meters apart connected in a three-level network hierarchy with in total 10 wired routers. Connected to the top domain router is a correspondent wired host with an emulated long delay WAN link, that will be communicating with nodes in the wireless ad hoc network. The number of wireless nodes in the ad hoc network is 30.

The first set of simulations show the performance of FTP downloads at different mobility speeds and for different TCP flavours, see Figure 5.7. In this scenario a mobile node is moving along a straight line, such as freeway or some other open road, in parallel with base stations. The mobile node frequently performs handover while the TCP connection is maintained active. The distance between the mobile node and the base station is minimum 2 hops, but depend on the present network topology and radio conditions. AODV and OLSR is used for routing in the ad hoc network. Figure 5.7(a) show the FTP throughput for AODV and Figure 5.7(b) show the throughput for OLSR. As can be expected, the throughput generally becomes lower with increasing mobility. The highest throughput is achieved by ATCP for both AODV and OLSR at speeds around 5-10 m/s. The difference between the various TCP flavours is small but TCP Vegas always achieves the lowest throughput. The reason for this is that Vegas is very good at performing congestion control, but the main factor affecting TCPS performance is actually link breaks. That link breaks is the main TCP performance bottleneck can be observed by studying
the difference between AODV and OLSR in Figure 5.7(a) and 5.7(b). The TCP throughput is declining faster for OLSR than for AODV. The reason for this is that, when a route breaks, AODV will try to repair it, while OLSR will have to wait for a new route to be established. It is also illustrated by the fact that ATCPs ability to freeze the transmission window and go into persist mode doesn’t have much of an effect, because link breaks have a greater impact on performance than actual packet loss. Although the throughput is declining faster for OLSR with increased mobility, OLSR produces a higher throughput than AODV for lower mobility speeds. For very high mobility speeds AODV performs better.

Figure 5.7(c) and 5.7(d) show the delay for the same set of simulations. We can see here that ATCP always have the highest delay, while TCP Vegas have the lowest. An interesting observation here is that the declining trend of the delay figures of OLSR look very similar to those of the throughput for OLSR. OLSR therefore seems to deliver more packets on slower routes for the higher speeds, and less packets on faster router for slower speeds, but the throughput is still becoming lower as more link breaks occur. Less packets being delivered translates into packets being delivered faster. The delay for AODV on the other hand, seems to be more or less independent upon the mobility. The route repair feature of AODV is
effective enough and manages to quickly repair a route that breaks. However, for ATCP, Tahoe and NewReno, the delay is always higher for AODV than for OLSR.

We can therefore make the following conclusion as to the choice of the routing protocol. If the mobility is low, OLSR is to be preferred as it achieves a higher throughput and lower delay for most of the TCP flavours. For higher mobility speeds, AODV would be the better choice. There is an extension to OLSR called Fast-OLSR [16] that dynamically tunes the Hello frequency to the perceived mobility rate. With this extension in place, OLSR might a choice also for the higher mobility rates. This could be evaluated in future studies. Similarly AODV may use proactive link management strategies by monitoring the signal strength to active next hop neighbors, in order to repair the route before the link breaks.

TCP Vegas capability of producing connections with lower delay needs a few comments. The first is that although TCP Vegas produces connections with lower throughput, it is better suited for delay sensitive applications. The second is that the smoother throughput and lower delay of Vegas suffer a new kind of unfairness, see Figure 5.8. This unfairness is different than the unfairness described above in section 5.6.1. Here, the unfairness is caused by differences in the flavour of TCP. The figure show the throughput of two competing FTP connections for different Tahoe Vegas combinations. It simulates what happens when a new concurrent
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FTP download connection starts at a neighboring node 5 seconds after the first one. The ideal bandwidth delay product of the two flows are the same. When Tahoe is used together with Tahoe, or Vegas together with Vegas, they are able to share the available capacity fairly well, with the original connection receiving the higher throughput. However, when a new Tahoe connection is started after a Vegas connection, see Figure 5.8(c), Tahoe lowers the throughput of the Vegas connection down to a much lower value. The reason for this is the lower delay and smoother congestion window behaviour achieved by Vegas. The result is that Vegas will have a lower transmission window with lowered throughput. When two connections such as FTP are competing and trying to transmit packets as fast as possible a few issues arise at the MAC layer. For example, contention for a busy channel causes the contending node to exponentially backoff, leading to well known unfair behaviours. The increased delay caused by the contention is interpreted by Vegas as congestion. What is interesting in this special scenario, is that (data) packet drops didn’t actually occur at either the wireless medium nor in any of the buffers. The unfair behaviour is a result purely from the different delay characteristics causing TCP Vegas to lower its transmission window. Further simulations conducted show that by using smaller buffers, and thus force congestion to occur, actually lowers the unfairness and increases the throughput of TCP Vegas, due to Tahoe’s reaction to the congestion. This is something that should be studied more in future work.

5.7 Conclusion

This chapter have presented a solution that provide Internet connectivity and micro mobility to ad hoc networks. The solution relies on the AODV or OLSR routing protocols for establishing multihop paths between a mobile node and a base station. For micro mobility, the solution is based on HAWAII, a domain based micro mobility scheme.

The transport layer performance of the proposed solution has been evaluated using simulations. The simulations indicate that a fairly high throughput can be achieved, even during very high mobility speeds. However, the characteristics of the wireless environment itself, as well as inefficiencies of the 802.11 MAC layer protocol, lowers the performance when the number of hops increases. By using a less aggressive version of TCP such as Vegas, or lowering the maximum window size, the throughput can be somewhat increased.

TCP Vegas produces connections with lower delays due both to its ability to avoid congestion and overflow as well as it being more resilient to random packet loss.

Simulations also show that the main factor of concern to the throughput of TCP connections are link breaks, rather than flavour and window behaviour.

If the mobility is low, OLSR is to be the preferred routing protocol as it achieves a higher throughput and lower delay for most of the TCP flavours. For higher mobility speeds, AODV would be the better choice.
The unfairness problem needs to be considered when multiple TCP flows are to be supported.

Different aspects and considerations have been discussed that have importance when trying to implement a micro mobility ad hoc network. This include criterias for determining when handover to a new base station needs to be performed, and how these criteria should be maintained and updated.
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6. **CHAPTER VI**

*Diversity forwarding in Ad hoc and Mesh Networks*

6.1 **Introduction**

In wireless networks, Medium access control (MAC) protocols decide what device should be allowed access to the physical medium, at a given time. In a wireless environment, if two nodes transmit at the same time, they will cause interference which may result in loss of data. A common solution to this problem is to only allow a single node to transmit at the same time, thus enabling successful transmissions and preventing collisions from occurring. The most popular wireless MAC layer protocol used today is the IEEE 802.11 DCF [1] [2] that is being used in almost every laptop computer as a wireless LAN technology. IEEE 802.11 can be used in both infrastructure mode to gain access to the Internet, or in ad hoc mode for easy communication between peer nodes without the need for an access point.

Recently there has been work that considers the current interference situation when setting up access to the wireless medium [3]. If we know the current interference situation at our intended destination, we can make more intelligent decisions on whether we should transmit or not. If we also know the gain or path loss between the transmitter and the receiver it will be possible to perform power control; we could set the power level to a value such that a certain SINR (Signal to Interference and Noise Ratio) threshold is achieved. What would be even better is if we could coordinate the different transmitters and their power levels. If they transmit at the same time and at the appropriate power level, throughput could be improved and interference can be controlled.

Another popular research topic is that of multi path routing. If we setup multiple paths between a source and a destination, it is easy to switch to a new path if the old path breaks. This will also enable the possibility for load balancing between different routes, and to distribute the load in the network. A special type of multi path routing is non-disjoint multi path routing. In this type of routing, every source and intermediate node on the path towards the destination has one or more next hop candidate nodes. This is in contrast to node-disjoint routes where a source has multiple paths to a destination, but no paths share any nodes. In the same way, link-disjoint routes don’t share any links. By having a non-disjoint routing scheme we can let each forwarding node make a forwarding decision based on the best current channel conditions. If the signal strength on a link to one next hop neighbor is in a current bad state due to fading, it may be possible to choose another next hop,
that is currently in a better fading situation. The different next hops are therefore queried before a decision is made about which next hop to choose. This is called diversity forwarding.

6.2 related work

To my knowledge, the first work about diversity forwarding is the Selection Diversity Forwarding (SDF) scheme, presented in [4]. Here a node first multicasts a data packet to a set of candidate nodes, and then the forwarding decision is made based upon responses from the candidates. A similar and sort of reverse idea was later developed in [5] [6], where a small probe, or RTS packet is multicasted to a set of receivers, and the candidate that responds first is chosen as the next hop. Similarly, [7] [8] first transmits a probe, but they wait for all receivers to respond, before choosing the candidate with the best current radio conditions.

When a diversity protocol queries the set of candidates, it may learn from the probe messages not only which of the candidates that are available, but also the Channel State Information (CSI). This information can enable the transmitter to determine which of the available date rates that will be best suited for the current channel radio conditions. In [9] a rate adaptive MAC protocol called Receiver-Based AutoRate (RBAR) is presented that changes the modulation scheme and thus the data rate based upon the current radio conditions. In an other aspect, [2] presents a MAC protocol that performs power control that takes into both the current radio conditions, and the location of neighboring nodes in order to allow parallel transmissions.

6.3 On Demand Multpath Link State routing

In this chapter, we present a cross layer solution where the MAC protocol can perform power and interference control by querying a number of possible candidate terminals. Each candidate is a possible next hop forwarder toward the destination, as determined by the upper layer routing protocol.

For this scheme to work successfully we need a routing protocol that can setup multiple non-disjoint paths to destinations. The routing protocol should also be able to provide the MAC layer with information about possible candidates.

We are using a hybrid on demand scheme that consists of two parts: the route setup part and the route calculation part. The route calculation part consists of calculating the cost toward different destinations using a link state database. The link state database can be created either by listening on other nearby data transmissions and overhearing or forwarding routing messages. It could also be created in a more proactive way as is in OLSR [10] or Fisheye State Routing [11].

While multiple non-disjoint routes can be calculated using the link state database, this calculation can not ensure that loops will not exist when packets are transmitted and forwarded by intermediate nodes. When a packet arrives at an intermediate
node, where multiple next hop candidates exist, the forwarding node can not be sure that this packet has not already passed through one of the candidate nodes.

One way to avoid this is by using greedy forwarding, where a packet is only forwarded to a candidate whose distance to the destination is less than the minimum distance from the current node. A problem with this approach when diversity forwarding is applied, is that the minimum distance on the short time scale is not the same as the distance on the long time scale. The long time scale is the distance information available from the link state database. The short time scale is the information learned through the querying of the different candidates. When both time scales are taken into consideration, the result might be that the candidate with the shortest distance, has a long term distance higher than the current nodes minimum long term distance. This is especially true if buffer queue size and contention information are taken into consideration when calculating the short term distance. The result is that the shortest path for this packet might be very different than the average shortest path. This means that loops can be created as a forwarding node has no knowledge of the previous path. This problem can of course be solved by only querying candidates with a lower long term distance.

Another way of solving this problem is to use source routing. However, since source routing is performed at the source node based on information included in the link state database (or in the routing cache), which is not updated frequently enough to include the channel state information, source routing can never be channel dependent. Yet another solution to the loop problem would be to include a record route option, where each hop is recorded. Each intermediate node can then make sure the packet is not forwarded to the same node twice.

In our solution, we use an on demand route setup phase that create loop free routing table entries. Loop freedom is ensured during the setup phase while still enabling diversity forwarding. When a node is about the send a packet to some destination, it first searches its routing table. If an entry can not be found, the node searches the link state database to see whether it can calculate one or more paths to the destination. If it can’t do this either, it issues a Route Request, RREQ, message. This enables the protocol to fall back and behave as a normal on demand routing protocol such as AODV [12], but where each rebroadcasting node also adds the previous link to the RREQ packet. Each forwarding node adds this previous link information, plus any link information it finds included in the RREQ packet. This information will thus update the link state database in each of the forwarding nodes.

If the node do find a path in the link state database, it unicasts a Route Enforce, RENF message to each of its neighbors that it determines can be used as a next hop forwarding node towards the final destination. Each of these messages include the link state information of each forward hop as perceived by the sending node. Each node that receives this RENF message creates a forward and backward routing table entry, between the source and the destination. The node then forwards the message along the path toward the destination as specified in the RENF. Similar to the source node, each forwarding node also consult its own link state database
creates and then sends a new RENF message to each of its own neighbors that it determines can be used for reaching the destination. Note that each RENF message associated between a source and destination setup can only be forwarded once. Any subsequent RENF messages from the same source destination setup phase are dropped. This prevents loops and enables each intermediate node to have unique but multiple routing table entries toward a destination.

Each entry in the routing table maps the source of the route to the destination, and possibly a multiple number of next hops. This differs from a normal routing table, which only routes according to the destination and through a specified next hop. The source address of the route is needed in order to simplify the loop freedom criteria, as the originating source node has reserved multiple routes towards the destination. While it may be possible to create routing table entries that are loop free without using the source address, which can later be reused by other nodes, this will create less multiple paths. This is because when the route is being setup, the path doesn’t allow a packet to visit a previous node again. This means that any intermediate node that wishes to reuse the route also will not be able to visit these nodes, thereby limiting the number of multiple paths. An example of this is shown in figure 6.1(a). Here, A has a redundant route to E, where node B can use diversity forwarding to either C or E. If C were to reuse to this route to E, it can only use D as a next hop. By setting up its own route to E, C can forward packets to either B or D.

This is also in contrast to normal shortest single path routing schemes where the shortest path is the most important objective. Here, we wish to create redundant routes that can be used in case the link of the shortest next hop goes into a bad fading phase. Another important selection criteria besides the shortest path, is the state of the link after the next hop. If for example the buffer of one next hop candidate is queued up by three packets, choosing another next hop that is 1 hop further away can still be a good choice if its buffer is empty.

Since this is an on demand routing protocol, routing table entries will time
out if they are not being used. Because multiple redundant routes are used, this protocol is not so sensitive to “link breaks” as normal single path protocols. Also, since the MAC protocol performs power control, link breaks will only occur when the link destination is no longer reachable. Also, this protocol has no route repair or local repair feature as for example AODV does. Even though routes are redundant, they need to be refreshed every now and then. This is done by issuing a new RENF, controlled by a refresh timer. The timeout value of this timer should depend on the mobility of the node, and the network in general, but how to determine this value is out of scope of this work.

6.4 Multipath Power and Interference Control

So far we have only described how a routing protocol can setup multiple paths to a destination that enables each intermediate node to make an independent relaying choice. However, in order for this scheme to allow us to make channel dependent forwarding decisions, we also need a MAC protocol that can evaluate the state of the channel towards the different next hop candidates. To make this possible we need to exchange information across layers. The MAC protocol needs information about different candidate next hops. The routing protocol also uses information, provided by the MAC protocol during receptions and transmissions, about the status and capacity of the different links. This information is included in the link state database.

6.4.1 Diversity and Relaying Node Selection

In our scheme, the MAC layer performs both Medium Access Control procedures and take the relaying decision. By evaluating different candidate nodes, as described below, in a query-reply evaluation procedure, the protocol is able to determine the best possible next hop. Not only do this allow us to determine the candidate with the best channel conditions, but it also allows us to perform power control, and implicitly interference control.

Please consider Figure 6.2. Here we see a simulated example of the signal variations in a Rayleigh fading channel when the terminal is moving at 2.5 m/s. The small circlets indicate packet reception instants and we can see how large the signal variations are for this simple scenario. When we are in a deep fade it will not be possible to receive even at the lowest rate, while at good instants it will be possible to receive at the maximum rate. If one candidate is currently in a deep fade, one can argue that some other candidate might be in a more advantageous situation due to the channels being independent. If the candidates are placed about a half a wavelength apart, it is generally enough to create independent radio channels (less than 0.1 meter for 2.4GHz).

Consider this fading situation in a single path scheme. If the channel towards our next hop is in a bad fading state, it may not be possible to transmit to that node at all, until the channel comes into a more favorable phase. If we instead use a
multi path scheme as we are proposing, we might be able to choose a better next hop, and perhaps even transmit at a higher rate, and lower power.

6.4.2 Extended Multi Path Power Control Mac Protocol

In standard 802.11 DCF, a terminal may use a simple RTS-CTS cycle to inform its neighbors about its intended transmission. RTS stands for Request To Send and CTS stands for Clear To Send. This makes all neighbors defer their transmissions for the duration of the scheduled transmission. In our protocol, MPPOW, we extend this cycle by including two new messages, DTS and ATS. These abbreviations stand for Determine To Send (DTS) and Acknowledge To Send (ATS).

In MPPOW, whenever a node wants to send a packet, it multicasts a RTS message by indicating which two or more destinations that it wishes to transmit to. It also includes information about the power level used to transmit the RTS, and how many more users that are used to transmit in parallel, $N_{\text{users}}$.

When a neighbor indicated in the RTS receives this message, it calculates the current path gain to the transmitter. This is done by comparing the transmit power level as indicated in the RTS to the power level at which the RTS was received. The ratio between these levels is the gain, $G$:

$$G = \frac{P_{rx}}{P_{RTS}}$$

The node then uses this gain to calculate the data power level, $P_{data}$, which the actual data packet will use. When calculating this power level, the node takes into account the needed SINR target ratio, $\mu^*$, which depends upon the current data
rate. It also takes into account the current noise level, and the estimated interference level as described below. By using these values, the node is able to calculate the minimum power level, $P_{\text{min}}$ needed to achieve the SINR target ratio. This calculation is performed in the following way:

$$P_{\text{min}} = \frac{\mu^* P_{\text{noise}}}{G}$$  \hspace{1cm} (6.2)

While $P_{\text{min}}$ is the minimum transmit power needed by the transmitter for the receiver to successfully receive the packet at this time instant, the data power level, $P_{\text{data}}$, that the node will propose will include an additional interference budget $\xi$:

$$P_{\text{data}} = \frac{\mu^* \xi P_{\text{noise}}}{G}$$  \hspace{1cm} (6.3)

This is done both to compensate for other interferences and noise that may start during the transmission, but also to allow for an extra budget that enables other nodes to transmit in parallel. By having this budget we increase the level of interference the receiver can tolerate during the transmission. In fact, it can tolerate an additional interference level of $P_{\text{AI}}$:

$$P_{\text{AI}} = \frac{G}{\mu^*} (P_{\text{data}} - P_{\text{min}})$$  \hspace{1cm} (6.4)

So, if we allow $N$ transmissions to run in parallel in addition to our own, the maximum tolerable interference, $P_{\text{MTI}}$ we can accept is:

$$P_{\text{MTI}} = \frac{P_{\text{AI}}}{N}$$  \hspace{1cm} (6.5)

This value, $P_{\text{MTI}}$ is a constraint put on each possible parallel transmitter. Whenever they are about to schedule a new transmission they have to make sure that the amount of received interference at the already scheduled receiver does not exceed $P_{\text{MTI}}$. It should be noted that this type of power control scheme is very close to the one used in [2].

Initially, each of these power calculations are performed with regard to the SINR target ratio, $\mu^*$, of the highest physical layer rate. If, during these calculations it is found that either $P_{\text{data}}$ or $P_{\text{min}}$ is higher than the maximum transmit power, the target rate will be lowered to the next highest rate, and $\mu^*$ is updated accordingly. This means that the power control procedure tries to maximize the link rate under a given maximum power constraint, and only updates the power levels accordingly. It is possible to design other schemes that for example considers a certain power level that a node wishes to use, and instead modify the data rate accordingly. This would also make sense, because a higher rate typically translates into higher power, because the $\mu^*$ is higher for the higher rates. It is also possible to design and define other non linear cost functions that takes more parameters and aspects into account. This could for example be maximum forward progress, or remaining battery lifetime.
Each destination that receives an RTS replies by sending a CTS in the order they were listed in the RTS. For example if node 1 transmits an RTS 1→2,3 to destination nodes 2 and 3, node 2 will first send a CTS, and then node 3 will send a CTS. Just as with the RTS, the CTS include the power level used for transmitting the CTS. In addition to this, the CTS include the power level \( P_{\text{data}} \) that was calculated as described above.

\[
RTS(i \rightarrow j, h) = \{i, j, h, \text{Prts}, \text{Pmap}, N\text{users}, \text{PayloadSize}, \text{DataRate}\} 
\]

\[
CTS(j \rightarrow i) = \{j, i, \text{rr}, N\text{users}, \text{Pmap}, P_{\text{data}}, P_{\text{mts}}, \text{duration}, \text{rate}\} 
\]

\[
DTS(i \rightarrow j) = \{i, j, P_{\text{data}}, P_{\text{dts}}, \text{duration}, \text{dataOffset}, \text{rate}, N\text{users}\} 
\]

\[
ATS(j \rightarrow i) = \{j, i, N\text{users}, P_{\text{mts}}, P_{\text{ats}}, \text{duration}, \text{dataOffset}, \text{rate}\} 
\]

In one version of the protocol, the CTS will also include the current queue size of the receiving node. In the next hop selection procedure described below, a buffered packet will be regarded as an additional hop. The reasoning behind this is that if the packet is transmitted to a node, and then have to wait in the buffer while another packet is transmitted, this has the same effect on the delay of the packet as if it were transmitted over two hops. If an other metric besides hop count is used, the buffer length should be converted into that metric in a similar way. A note of caution should be made here though. If a random access contention scheme similar to that of 802.11 DCF is used, consideration should be taken about the creation of contention, or possibly interference between loaded nodes that try to route packets based on buffer lengths. This means that although a packet might be routed to a node with an empty queue, it might still have to wait for a buffered packet it was trying to avoid. A solution to this is to apply a buffer margin between the considered candidates. For example, suppose a node A has two candidates B and C it can use for diversity forwarding, where B has the best channel conditions. If a buffer margin of 2 is used, and B has 3 buffered packets and C has none, the cost through B would be increased by 1. The total cost of routing through B (or C), would then determine which candidate that will be chosen. On the other hand, if B would have had 2 buffered packets, the cost would not have been increased and B would be chosen.

When the initiating node has received all the CTS messages it expects, or they have timed out, it chooses an appropriate destination, sets its corresponding power level \( P_{\text{data}} \), pick an appropriate transmission rate and calculates the duration. In addition to this, it also calculates the dataOffset, the time in \( \mu s \) until the transmission is scheduled to start. The node transmits a DTS that includes these values; \( P_{\text{level}}, \text{rate}, \text{duration}, \text{dataOffset} \) as well as the power level used to transmit the DTS. This informs neighboring nodes about the scheduling of the transmission, and allows them to determine the start and end time as well as how much interfer-
ence the transmission will cause them. When the receiving node receives the DTS, it replies by sending an ATS. This ATS includes in addition to the information contained in the DTS, the value \( P_{mti} \) that states the Maximum Tolerable Interference that it can accept before it will be unable to successfully receive the packet. Other neighboring nodes that wish to transmit in parallel may do so, as long as they don’t exceed this value at the scheduled receiver. The ATS is needed because there might be possible interferers close to the receiver that did not receive the DTS, and therefore needs to receive the ATS to learn about the scheduled transmission.

### 6.4.3 Next hop selection procedure

A very important step of this cross layer solution is the selection of the next hop forwarding node. This decision is based both upon the information gained by the MAC protocol during the RTS-CTS-DTS-ATS signaling phase, and information provided by the routing protocol. This means that the selection of the next hop is based on information gained from two different time scales, a short MAC time scale and a longer average routing time scale.

After the MAC signaling phase, we now have enough information to choose the next hop depending on the quality of the links. But even if we choose the perceived best link and forward the packet to that next hop, it does not necessarily mean that it is the best path to the destination. The link to the next hop candidate might be very good, but if conditions after that hop seems to be unfavorable according to the link state of the routing protocol, it would still be a bad choice. This is how the protocol operates on the two timescales as seen by the two layers. The decision flow can be seen as first coming from the network layer with a set of candidates, then going to the MAC layer for candidate evaluation, then back to the network layer for the final next hop decision, then again down to the MAC layer for transmission of the packet. This is not to be seen as if the packet is being passed back and forth between the layers. The packet is only “passed” once, but the two layers have callback functions into each other in a very cross layer manner.

We determine the best next hop relaying node in the following way:

1. Determine what candidates to include in the MAC signaling phase by evaluating the link state database. This database has been updated by the routing protocol. The candidates with the least cost will be used in the evaluation.

2. Perform the MAC signaling evaluation.

3. Determine the short term cost, \( C_{STi} \) to each next hop \( i \) based upon the MAC evaluation.

4. Determine the average long term cost, \( C_{LTi} \) to each next hop \( i \) based upon the link state database.

5. Determine the routing cost, \( C_{RCi} \) to the final destination through each next hop \( i \) based upon information in the link state database.
6. Determine the current path cost, \( C \) to the final destination through each next hop by subtracting the long term cost from the short term cost and adding this difference to the routing cost: 
\[
C = (C_{STi} - C_{LTi}) + C_{RCi}.
\]

7. Choose the next hop relaying node with the least current cost, \( C \).

Another important question here is how we determine the actual cost of each link, ie. the metric. In most routing protocols for ad hoc networks used today, a simple hop count metric is used. This is a fairly simple and robust metric that considers the fact that more hops means that more resources and capacity have to be used for transferring a packet to its destination. This is especially true in a wireless ad hoc network, where one transmission not only affect other transmissions on the same link, but all other possible transmissions operating on the same channel in the area around the node, and around the receiver.

Other metrics and more sophisticated cost functions are also possible. In the simulations performed for this chapter a metric was used that defined the cost of a link as the inverse bit datarate. This makes sense if we consider the following case: consider two links where one link has a bitrate of 1Mbps and the other has 2Mbps. Since the data transmission duration on the 1Mbps link is twice as long as the duration for the 2Mbps link, it makes sense that the cost of that link is also twice as high.

Figure 6.3 shows the theoretical maximum throughput that the extended version of the protocol is able to achieve for different 802.11 physical layers, packet sizes and number of users. Here we can clearly see that the packet size used for each transmitted packet is a very important parameter. When the packet size is small, the signaling overhead induced is simply more than the protocol can handle, and standard 802.11 will always be more efficient. However, the reason that the difference between MPPOW and 802.11 is larger for 802.11b, is the long preamble size. 802.11b uses a preamble that takes 144\( \mu s \) to transmit, while 802.11a uses a 16\( \mu s \) preamble. Since this time is added to every frame transmitted, i.e. RTS, CTS, DTS etc, this translates into a lot of overhead, reducing the performance of the protocol.

When the packet size is larger, MPPOW becomes more efficient than 802.11, both from a system wide view as well from an individual user’s perspective, when the number users transmitting is either two or three or more. If only one node is transmitting the overhead is simply too much, and we can’t reach any improvement in throughput. It should be pointed out that these figures only show the maximum throughput on a single link, and doesn’t consider the multi-path and power control features provided by the protocol. The conclusion that can be drawn from these figures, is that if the packet size isn’t too small, throughput especially from a system perspective can be increased, if users are transmitting in parallel. This means that channel contention can be used to introduce parallel transmissions, and the throughput can increase for flows over several hops.
6.4. Multipath Power and Interference Control

6.4.4 Lite Multi Path Power Control Mac Protocol

As we saw in the previous section, the MAC protocol described in section 6.4.2 relies on a quite heavy signaling phase that takes place before each packet is transmitted. If two nodes wish to transmit in parallel, the RTS-CTS-DTS-ATS phase will be performed twice. This means a lot of overhead. Still, we may gain from this if two packets are transmitted in parallel, so that one transmitter does not have to wait for the other to finish. But, the overhead is also heavily dependent upon the type of physical layer used. In 802.11b for example, which is used for simulations in this study, the preamble and physical layer headers is always transmitted at 1Mbps, even though the data payload can be transmitted at a higher data rate such as 11Mbps. This means that the 192 overhead bits in 802.11b, can be regarded as 2112 overhead bits with the 11Mbps datarate. If we also consider that these bits will be used for each of the RTS-CTS-DTS-ATS signaling packets, the overhead can be quite significant. In fact, as we discussed above, if we consider two parallel transmitters with 1500 bytes payload operating at 11Mbps, we will not gain

Fig. 6.3: Maximum Throughput for MPPOW and 802.11 DCF for different 802.11 PHYs and packet sizes. The number of users trying accessing the channel either in parallel or in alteration is also shown.
anything and only slightly for 5.5Mbps, but more for 2Mbps and 1Mbps. If an
other type of physical layer is used, such 802.11a or 802.11g in ”g-only mode”, the
situation is different.

For this reason we also have a light weight version of our protocol. In this
version, only RTS and CTS messages are exchanged, and transmissions are not
scheduled in parallel. We still perform the candidate evaluation procedure as de-
scribed above, because the RTS is still multicasted and multiple CTS messages are
received. We still also perform the power and rate control, and other nodes are still
actually allowed to transmit in parallel. This is done by using information from the
CTS, and as long as they do not interfere with an ongoing transmission, the parallel
transmission is allowed. They are however, not scheduled in parallel through the
full multiple RTS-CTS-DTS-ATS phases. The light version of the protocol is used
for some of the simulations that will be presented in the next chapter.

6.5 Simulations

The protocols described in this paper were implemented and evaluated in the Qual-
net simulator [13]. Qualnet is a discrete event network simulator that includes a
rich set of very detailed models.

6.5.1 Packet Capture and Interference calculation

The packet capture and interference calculation method presented in this section
has been used for all simulations in this and the following two chapters.

Computation of interference and noise at each receiver is a critical factor in
wireless communication modeling, as this computation becomes the basis for the
SINR or SNR (Signal to Noise Ratio) that has a strong correlation with PER
(Packet Error Rate). The power of interference and noise is calculated as the sum
of all signals on the channel other than the one being received by the radio plus
the thermal noise. The resulting power is used as the base of SNR, which deter-
mines the probability of a successful signal reception for a given frame. For a
given SNR, Qualnet uses the BER (Bit Error Rate) signal reception model. The
BER based model probabilistically decides whether or not each frame is received
successfully is based on the frame length and the BER deduced by the current SNR
and modulation scheme used at the receiver.

Fig. 6.4: A signal being received is affected by an interfering signal
An important question in network packet simulators are how interfering signals are treated, see figure 6.4. In Qualnet, when a new signal arrives that interferes with the current reception, a new SINR is calculated and the resulting BER is determined. A new PER is then calculated and a “coin is tossed” to determine if the packet can be received or not. If it is determined that the packet can not be received, the receiver cancels the current reception and goes into sensing mode. In standard Qualnet, this procedure is performed regardless of the duration of the interfering signal. For example, if the duration of the interfering signal is very short compared to the signal being received, simply looking at the SINR may not be ideal as bits lost due to interference may be recovered using the system applied error correcting codes.

![Fig. 6.5: A signal being received (red) is affected by several interfering signals (blue, yellow). The total interference energy is: \(T_2(R_2-R_1) + T_4(R_2-R_1) + T_5(R_3-R_1) + T_6(R_2-R_1)\).](image)

So, when we have one or more interfering signals, it instead makes sense to study the interference energy rather than the interference power, see figure 6.5. This is achieved by both looking at the cumulative interference power, as well as for how long each individual interferer makes an interference contribution. Now, the SINR is calculated by looking at the received signal energy compared to the received interference and noise energy. A simple method for calculating these energies is to divide the reception time into different periods. Whenever a new interference period starts or ends, the energy of the previous period is calculated and added to the cumulative interference energy. Whenever a signal event occurs within the simulator, the energy level is updated where the signal event can be one of the following: a new signal is received, a signal being received ends, an interfering signal start, or an interfering signal ends. The time of these events are recorded in order to determine the duration of each period, see figure 6.5. I have implemented the energy and SINR calculation within Qualnet as described in the Calculate.Interference method below.

After this study had been conducted, a similar interference calculation method was described in [14]. Here each parallel signal that occurs during a signal reception is recorded in an interference list associated to the received signal. After the signal being received ends, this list is evaluated to calculate the resulting interference. While the end result in this approach is the same as have been described, it requires more memory resources.
Calculate_Interference(e)
{
    if (e.EventType == SignalReceive) {
        SignalReceiveStartTime = NOW
        SignalReceivePowerLevel = e.SignalPower
    }
    else if (e.EventType == InterferenceStart) {
        if (InterferencePowerLevel == 0)
            InterferencePeriodStartTime = NOW
        InterferenceEnergy = 0
        InterferencePowerLevel += e.SignalPower
    }
    else {
        InterferencePeriod = (NOW - InterferencePeriodStartTime)
        InterferenceEnergy += (InterferencePeriod * InterferencePowerLevel)
        InterferencePowerLevel += e.SignalPower
        InterferencePeriodStartTime = NOW
    }
    else if (e.EventType == InterferenceEnd) {
        InterferencePeriod = (NOW - InterferencePeriodStartTime)
        InterferencePowerLevel -= e.SignalPower
        InterferencePeriodStartTime = NOW
    }
    else if (e.EventType == SignalEnd) {
        SignalReceiveEndTime = NOW
        InterferencePeriod = (NOW - InterferencePeriodStartTime)
        InterferenceEnergy += (InterferencePeriod * InterferencePowerLevel)
        SignalReceivePeriod = (NOW - SignalReceiveStartTime)
        SignalReceiveEnergy = (SignalReceivePeriod * SignalReceivePowerLevel)
        ThermalNoiseEnergy = (SignalReceivePeriod * ThermalNoisePowerLevel)
        SINR = SignalReceiveEnergy/(InterferenceEnergy + ThermalNoiseEnergy)
    }
}
Another important factor in network packet simulators is how physical layer capture is modeled. This refers to what happens when two signals of different signals collide at a receiver. Which signal should be received? In Qualnet this depends on which signal arrived at the receiver first. If the first signal is stronger than the second, the second is treated as noise for the reception of the first. If the second is stronger, the current packet being received is marked as received in error. This is done irrespective of how strong the second signal is, or how weak the first signal is. What we need is a capture and reception model that considers the behaviour of a correlation detection circuit when a new and stronger signal arrives that cause interference with the ongoing reception process. In cases where the energy of the new signal is sufficiently higher than the initial signal, then there is a possibility that the correlation detector will be “reset” by the increase in energy. This capture model has been described in [15] where they point to results that indicate that if the new signal is 3 to 5dB stronger, the initial signal is dropped. This model have been used in the current simulations with a threshold value of 5dB.

6.5.2 Network Setup and Results

![Network setup](image)

Figure 6.6: Network setup used during the simulations.

Figure 6.6 describes the network setup used for the simulations in this study. The traffic used in the simulations are UDP Constant Bit Rate (CBR) 275kbps data flows between node 1 and node 5. This is a fairly simple network setup, but it still provide intermediate node with multiple next hop candidates at several nodes, i.e. node 1,2 and 3. It allows the possibility for parallel transmissions, for example node 1 and node 3 can transmit in parallel to node 2 and node 4 respectively. Each of the available links fades according to the Ricean distribution, see figure 6.2. This means that although the independent distances between each of the nodes never changes, the signal strength still varies a lot. This can be compared to a situation where the whole network is moving with a certain speed through the environment, although the network topology never changes. This technique allows us to completely specify the network topology as we wish to, while still having fading links as if the nodes were moving through a variable environment.

Our ODMLS routing protocol combined with the MAC used the extended
MAC version of MPPOW. RTS and CTS messages were transmitted at 15dBm at 1Mbps. The physical layer used in all the simulations were 802.11b, and the routing protocols used for comparison were AODV [12] and OLSR [10]. AODV and OLSR used the 802.11 MAC protocol.

Figure 6.7 shows the instantaneous delay during 8 seconds for both ODMLS/MPPOW (full MPPOW) and AODV/802.11. In figure 6.7(a) Ricean fading with a K-factor of 1 is used and in figure 6.7(b) a K-factor of 6. In 6.7(b) where fading is less severe we only see a significant difference in delay between AODV and ODMLS during two half second long periods, at 8.5s and 9.5s. During these periods, the link AODV uses goes into a bad fading phase. For the duration of such a phase, AODV will experience several unsuccessful packet transmission attempts over the link, which increases the packet end-to-end delay. During periods like these, ODMLS/MPPOW is able to avoid the bad links through the next hop diversity selection. When fading becomes severe, i.e. a lower K factor, the bad fading phases comes more rapidly and longer. Longer in this case for AODV, in fact longer than the interarrival time of packets, causes a build up of the queue length resulting in longer queuing delays. Although AODV might be triggered to believe the link is broken, and to start a route repair procedure, it still takes a long to repair the route. Even if the route repair is successful, the new link will soon become bad again. Here we clearly see the benefits of diversity forwarding, where bad links can be avoided on a per packet basis.

Fig. 6.7: Realtime delay during a 8 second interval for various protocols

In figure 6.8 the light version of the MAC protocols is used, and we see the average end-to-end delay instead of the instantaneous delay for different protocols, but here also for OLSR and different K-factor velocity speeds. The main observation here is that during the faster fading case of K=0 (Rayleigh Fading, figure 6.8(a)), delay increases for OLSR at higher mobility. This stands in direct relation to the rate of the topology updates sent by OLSR to update its link state. As the mobility increases, the OLSR link state database will become more and more inaccurate. For AODV it is actually the direct opposite; as the mobility increases...
AODV will more and more often believe the link to be broken, causing it to repair the route. The reason that the AODV performance increases with higher velocity, even though it is not mobility in terms of topology movement, is that when the route is first setup, the first RREQ that is received at the destination will determine the route. This route may not be the most optimal route. As the fading velocity increases, AODV will more often believe the route to be broken, and therefore repair the route. The chances that a good path is eventually chosen therefore increases. ODMLS/MPPOW maintains a low delay as long it manages to find new valid and good next hop relays, which it does.
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**Fig. 6.8**: End-to-end delay during different fading factors and mobilities for various protocols

In figure 6.9 we can see the same improving trend for AODV as we did for the delay. The reason for the low throughput for AODV during the faster fading (K=0) is packet drops. For the slower fading situation (K=5, fig 6.9(b)), there is no significant difference between AODV and ODMLS for the higher speeds. Here, AODVs repair procedure is effective enough, giving it a high throughput, but at the price of a higher delay as we saw in figure 6.8(b). ODMLS/MPPOW in this case maintains a high throughput and low delay regardless of the fading velocity. We also see two different curves for two versions of ODMLS; ODMLS-COH and ODMLS. The difference between these is that ODMLS-COH includes an extra feature where a failure to receive an ACK after data transmission is first regarded as a transmission failure due to fading. This means that the transmitter will wait for a duration of one and half times the coherence time of the channel, before retransmitting. In the simulations this value is preset and fixed based on a known channel coherence time and gives a slight throughput improvement, mainly for K=0.

However, this comes at the price of a slight increase in delay, which can be seen in the lower part of figure 6.8(a) at close examination. While the gain of doing this isn’t very high, the gain in our simulations is still roughly a 7% increase in throughput for K=0, but less than 1% for K=5.
The channel coherence time is a parameter that could be provided by the physical layer. It could for example be determined by looking at the time difference between the events where the signal crosses a certain reference level. Other methods that depend on the type of physical layer used is also possible.

Figure 6.10 confirms that packet drops cause the lower throughput for AODV and OLSR. If we compare Figure 6.10 and figure 6.9 we can see the close relation between delivery ratio and throughput; when the packet delivery increases, so does the throughput, as expected. ODMLS manages to deliver a high number of packets, but without the coherence time feature (retransmission hold-off), the packet drop ratio is around 10% for K=0. For K=5 almost all packets are delivered.

6.6 Discussion and conclusion

We have presented a cross layer solution that defines and specifies a MAC and a routing protocol that interact in order to create efficient diversity forwarding. The routing protocol (ODMLS) is semi reactive and operates by setting up routes on
6.6. Discussion and conclusion

demand, but maintains a link state database that is continuously updated by using a promiscuous mode operation, as the one specified in 802.11, and listening to other data and control traffic. The routing protocol setup multiple non-disjoint paths between a source and destination and presents the MAC layer with a set of candidate next hop forwarding nodes. The MAC protocol evaluates the candidates presented by the routing protocol, and performs power, rate and interference control in addition to implementing the diversity forwarding capabilities. The MAC protocol also has the ability to dynamically schedule neighboring parallel transmissions, as long as they don’t interfere with each other. Both protocols are involved in the process of routing a packet, but they operate on different timescales and on different horizons. The routing protocol operates on information that is provided by the link state database, which is averaged and filtered over time. The MAC protocol operates on a shorter timescale and tries to determine the status and condition of a link with a ms resolution. The routing process is truly cross layer, and the final routing decision is actually made the MAC protocol, by using the routing table created by the routing protocol in combination with its own fast link evaluation. This faster link evaluation is what enables it to adapt to bad fading situations. Even though power control is performed which improves performance, it is the link diversity and the fading awareness that improves performance the most. This has been confirmed by a control experiment, where the power control feature was turned off. The gain was still very high, although slightly less than with power control, and it therefore confirmed that the highest gain is accomplished through link diversity.

Simulations show that the end to end delay can be significantly reduced.

The presented solution indicates that significant performance gains may be achieved, as has been indicated through a set of simulations in a 5 node network topology.
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7. CHAPTER VII

Urban Mesh and Ad hoc Mesh Access Networks

7.1 Introduction

Wireless mesh networks is an area that has been receiving a lot of attention within the networking community the last few years. They can be regarded as wireless networks where each node can function both as an access point, and as a router responsible for forwarding traffic from other parts of the network. Wireless ad hoc networks are another type of wireless networks that is closely related to mesh networks. The main difference between mesh and ad hoc networks is that ad hoc networks are constructed by user terminal nodes, and these user nodes are expected to be highly mobile, while mesh nodes are expected to more static and have a more permanent power supply.

The mobility aspect has led to extended amount of research performed on the topic of mobile routing, because as the user nodes move around in the network, the network topology will constantly be changing. Within this topic, IETF has had a very important role, resulting in standardization through experimental RFCs, of a couple of routing protocols.

While ad hoc networks are still waiting for a killer application into the commercial market, mesh networks devices are already available through different manufactures. Mesh networks are built as cost effective wireless access networks, and have been deployed in some cities as wireless MAN networks.

Mesh networks are also considered a promising technology for emergency, search and rescue operations. This is because mesh networks can rapidly be deployed and be made to need little or no configuration. With well configured mesh devices, the only thing an emergency team needs to do to get a fully operational access networks, is to bring the devices to a location, turn them on, and distribute them in the area. This is especially useful in areas where very little communication infrastructure is currently available, or where the communication infrastructure has been destroyed.

This chapter focuses on both ad hoc and mesh networks, and on a combination of the two. We investigate how well these types of networks can expected to be operational in a typical city environment, and a type of suburban environment. As far as we know, this is the first simulation study of ad hoc/mesh networks in an urban setting, that takes into account fading and the propagation effect of walls of different buildings, in combination with different well known routing, MAC
and physical layer protocols. We also present and analyze a new MAC and a new routing protocol, are more sensitive to the current radio conditions. A well known problem in urban city environments is the effect multi path propagation has on the received signal strength. While the effects this fast fading has on the physical layer is well known, and is taken into account by most physical layer protocols, it has not yet been properly addressed on the network layer. The traditional view of a network link is that either it is up, or it is down, and this must be handled properly by the routing protocol. The wireless routing protocols proposed by the IETF take into account that links can rapidly appear or disappear as nodes move around in the network. What they do not address is that the quality of links over a wireless fading channel, fluctuates heavily. This means that while a link may be unusable due to heavy fading, it may be so for only a few milliseconds. The failure of a data packet over a wireless link may therefore be the result of the channel being in a deep fade, not the link being unavailable.

This chapter therefore also present a type of forwarding called diversity forwarding. It is based on the idea that if one link is currently unavailable due to fading, it may be possible to use another available link with a currently better communication channel.

We therefore also analyze mesh networks that use standard routing and MAC protocols, in an urban setting with fading channels and compare them with our newly proposed protocols. We also analyze a combination of mesh and ad hoc networks, where user nodes connect to the mesh network over several hops. This means that user nodes need to use ad hoc routing in order to reach the mesh access network.

7.1.1 Related Work

The performance of mesh networks has been studied previously, although not in ad hoc and urban scenarios. In [1], the authors investigate the performance of VOIP traffic in mesh networks and study the number of supported calls. By using packet aggregation and header compression, they increase the number of supported VoIP calls to about 30 for 1 hop and 10 for 3 hops. [2] analyzes interference and the performance throughput of CBR connections in mesh networks.

Another very active research area is that of multi channel protocols for wireless and ad hoc networks. This topic has been presented in many papers, and these differ mainly on how they control access to the different channels, comparisons on some of the schemes can be found in [3] and [4]. These are most often designed as scheduled access protocols, where the MAC scheme controls which channels can be used and when. Some schemes are more opportunistic or use physical or virtual carrier sensing [5], [6] and [7] to determine the channel, while some use busy tones [8], or channel hopping [9].

Several papers have recently discussed the topic of diversity forwarding. One of the first protocols written on this subject was the 2001 paper “Selection Diversity Forwarding” (SDF), by Larsson et al [10]. This scheme works by first
letting a node broadcast the data packet to a subset of potential relay nodes, listed in priority order. These nodes send back acknowledgement messages, and based on this information, the node takes the forwarding decision. This decision consists in electing one of the potential relays as the actual relay node. This scheme was later modified and updated in their “Multiuser Diversity Forwarding” (MDF) paper [11]. In MDF, a small probe pilot is first used that indicates potential relays, which after reception of the pilot reports their perceived channel quality back to the sender. The sender then determines the next hop based not only on the channel state, but also picks the appropriate flow and rate. A main difference between SDF and MDF is that in MDF the evaluation is conducted before the data packet is actually transmitted. Several other papers have presented similar protocols that specify various MAC and network layer schemes for diversity forwarding [12], [13], [14], [15], [16], [17], [18], [19]. This chapter presents a protocol that operates on principles similar to those used in MDF. It also uses a simple channel hopping scheme, as will be explained. The main difference between these earlier protocols and the protocols used here, is that here diversity forwarding is performed in combination with power control, rate control, channel selection and in consultation with the topology of network after the candidate evaluation has been performed. It is also the first study to evaluate these concepts in a city and suburban based environment, with voice related traffic.

7.2 Urban Mesh Ad Hoc Network Types

Depending on the type of network and node architecture used, we can define a number of mesh ad hoc network architecture types. The type of map we are considering is a Manhattan city grid.

7.2.1 Pure Ad Hoc Networks

The pure ad hoc network is a network that only consists of user nodes equipped with a single wireless interface running an ad hoc routing protocol. This type of network is typically connected through a single MAC and PHY technology operating on a single channel. If the routing protocol supports routing over multiple channels, a multi channel solution is also possible. The advantage of this solution is that it is very simple. All that is needed is a device with wireless capabilities, running an ad hoc routing protocol. The disadvantage is that in an urban environment, the network must cover a large geographical area and therefore many links. This will put a hard strain on the available resources, but the performance may still be acceptable for some types of applications, such as voice or text messaging. In the future, the available bandwidth and bitrate might be sufficiently high making this type of solution acceptable also for other type of applications.
7.2.2 Supported Ad Hoc Networks

This architecture is very much like the pure ad hoc network, but with the addition of some fixed and static support nodes. The support nodes are placed at strategic locations in the network, and aid the network by forwarding routing and data traffic. Since these nodes will be fixed, their placement can be planned in such a way as to help maintain good connectivity throughout the network. In the pure ad hoc network, the user nodes are all assumed to be mobile, and the connectivity of the network can therefore not be guaranteed. The support nodes should be placed at locations that maximize the general connectivity, or in locations that normally have a low user node density.

7.2.3 Single Hop Mesh Networks

This is currently the most common type of mesh network. The network consists of Mesh Points (MP) equipped with at least two wireless interfaces. The MP is connected in a dedicated routed network used for the transport of user data. The MPs maintain the mesh network using one wireless interface, while communicating with the user nodes on another interface. User nodes in the network are equipped with only one wireless interface, which it uses to communicate directly with a specific MP.

If the wireless interface of the user nodes is of 802.11 type, the interface can be made to operate in either infrastructure mode, or ad hoc mode. If the interface of the user node and MP operates in infrastructure (association) mode, no special software or configuration is needed. The user can then use the 802.11 configuration applications provided by all modern OS, and connect to the urban network as if it was a normal 802.11 access point.

There is nothing that prevents the 802.11 user nodes and MPs from operating in ad hoc mode. However, in this case some other applications are needed that determine the existence and address of an MP, and accordingly configure the node and the network interface information. In this case, the user node can also be made to communicate with other user nodes directly. If an ad hoc routing protocol is running, these other user nodes could also be reached over multi hop routes.

7.2.4 Urban Mesh Ad Hoc Networks

In this type of network every user node runs an ad hoc routing protocol. Every MP also runs this protocol on at least one of its interfaces. The MPs also run an other routing protocol that configures the mesh part of the access network. A typical feature here is that user nodes can connect to the mesh network through MPs over multi hop routes, using other user nodes as relays.
7.2. Urban Mesh Ad Hoc Network Types

(a) Pure Urban Ad Hoc Network.

(b) Supported Urban Ad Hoc Network.

(c) Urban mesh network. Nodes access the network in a single hop.

(d) Urban Mesh Ad Hoc Networks. Nodes can access the network through multihop routes.

*Fig. 7.1: The four network types*
7.3 Mesh Network Registration Application

Every user node runs an application that registers the user node’s address to a Mesh Point (MP). This registration is needed by the mesh network to keep track of the current location of user nodes in the network. Every MP maintains a list of all its currently registered nodes, and periodically exchanges this information with the other MPs. This allows every MP to know the location of every user node in the network.

7.3.1 User node data transmission

When a user node has data that it needs to transmit, it tunnels its data packets to its currently registered MP. The packet is routed towards the MP using the ad hoc network routing protocol used by all user nodes. When the packet is received at the MP, the MP determines which MP the destination address belongs to, and tunnels the packet to this destination MP. If the destination IP address is not found in the MP registration list, and the IP address doesn’t belong to the user node subnetwork, the packet is tunneled to the Internet Mesh Point Gateway, IMPG, if such an MP is available. When the data packet is received at the destination MP, it is detunneled and routed to the final destination using normal ad hoc routing.

7.3.2 Mesh Point Registration procedures

When a user node joins a mesh network, it first needs to determine a MP that it can register with. If no local MP is known, the node may broadcast a Mesh Point Search message. If a MP receives the search message, it will respond by sending a Mesh Point Search Reply. However, MPs will periodically broadcast a Mesh Point Advertisement message with the IP TTL or Hop Limit field set to 1. Each User Node (UN), that receives this message will update its Mesh Point List with the corresponding information about the MP: the Mesh Point Address, the distance in hops, the lifetime of the advertisements, the sequence number, and the announce time (i.e. the current time). User nodes will use this list to determine the best point of attachment (i.e. the best MP) to the network, and to determine when a handover is needed to a new MP.

<table>
<thead>
<tr>
<th>Type</th>
<th>Mesh Point Address</th>
<th>User Node Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Distance</td>
<td>Sequence Number</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7.2: The fields of the Mesh Point Search Reply and Mesh Point Advertisement message.

The purpose of the advertisements, and the search replies, are for user nodes to learn about the existence and distance to different MPs. An important question, when we have an ad hoc network structure, is how the advertised MP information should be disseminated across multiple hops. One possibility is to increase the TTL or Hop Limit to an appropriate value, and then let each user rebroadcast the
message upon receiving it. The main problem with this approach is that every UN that receives an advertisement needs to rebroadcast it. For example, if 5 nodes are located within the one hop range of a MP, they will hear the same advertisement 5 times, possibly within a short time frame. If one of these nodes are within range of 5 additional two hop nodes, it will hear the same advertisement 5 more times, and so on. As the network spreads over many MPs, and every advertisement with an active TTL will be rebroadcasted, a lot of advertisements will be spread over the network.

A simpler solution is to let each user node send their own advertisements with the TTL or Hop Limit value set to 1, instead of rebroadcasting advertisements from MPs. The number of advertisements a node overhears within a time frame will then be bounded by the node density, the number of nodes located within communication range of the node. This process can ideally be coordinated with different neighbor discovery processes, used by many different protocols, as it provides information about the state and existence of different neighbors.

When a user node determines that it needs to register with the network, it searches its **Mesh Point List** for the MP that it determines to be the most appropriate, and issues a **Mesh Point Registration Request**. How to determine the best MP is not covered here, but any type of method can be used, such as the MP with the shortest hop count, as is used in this chapter. The purpose of the registration request is to let the mesh network know about the existence of the user node, and that this user node intends to use the indicated MP as an access point to the network. The **Mesh Point Registration Request** message includes the following fields:

<table>
<thead>
<tr>
<th>Type</th>
<th>Mesh Point Address</th>
<th>Current Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Node Address</td>
<td>Sequence Number</td>
<td>Registration Lifetime</td>
</tr>
<tr>
<td>Handover Flag</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Fig. 7.3: The fields of the Mesh Point Registration Request message.*

When the MP receives the request, it registers the node by adding it to its **Registration List**. The Registration List is a list that contains all the user nodes and their most recent sequence number, currently registered with the mesh network. These lists are periodically exchanged among MPs in the network in order for them to know the location (i.e. their MP) of every user node in the network. The lists are exchanged in an approach similar to that of how the Distance Vector protocol exchange routing information, meaning that a message containing the list, or a part of the list, is broadcasted to all one hop MP neighbors. The MP that receives the registration request, then transmits a **Mesh Point Registration Reply** message. The registration lifetime of the request is the period of time in seconds that the user node wishes to be registered. If the MP accepts the Lifetime value proposed by the user node in the Request message, it copies this value into the Registration Lifetime field of the Reply message. Otherwise the MP will use some other default or determined Lifetime value. This message will update the registration at the MP.
for the specified amount of seconds. The Handover Flag is a special flag that a user node can use to make a fast handover to another MP. For example, when a user node that is already registered with an MP, determines that it needs to switch registration to another MP, it sets the Handover Flag. This flag informs the receiving MP that this is a new registration but that the sending user node was previously registered with another MP. This prompts the MP to lookup the sending user node, which it knows from the User node Address field, in its Registration List. If the address is found, the originating node is indeed registered with some other MP, and the new MP needs to notify the previous MP about the handover. The new MP therefore first sends a User Node Handover Notification to the old MP, and then a Mesh Point Registration Reply to the user node.

When the old MP receives the Handover Notification, it updates its Registration List entry with the corresponding New Mesh Point Address and Sequence Number. Any subsequent data packets received at the old MP with a destination IP address pointing to the User Node Address, will now be tunneled to the New Mesh Point Address. This will in effect enable the user node to perform a soft handover between the two MPs. Since the Handover Notification is only sent to the old MP, and not every MP in the mesh network, it may take some time before other and intermediate MPs learn about the registration. The tunneling of data packets, however, will prevent this from becoming a problem since the tunneled packets are routed directly to the new MP. After a while, the periodic Registration List updates will see to that the new user node location is known by every MP in the mesh network.

7.3.3 User Node Handover Determination

An important decision that a user node needs to make, is to determine when it is time to switch to a new MP. When a user node has an active communication through an MP, it will periodically send registration updates that triggers registration replies. From the Current Distance field of the registration reply, it can keep
track of the distance (in number of hops) to its current MP. When this distance increases by one hop, it might be a good idea to initiate a handover to a new MP. If we consider the network topology, and what event it is that actually causes the distance to the MP to increase by one; We then see that a link break has usually occurred. Some of the links on the route to the MP have broken, inserting an extra intermediate node into the route. If we consider a Manhattan topology, a likely scenario might be that the user node has rounded a corner, thereby causing the signal strength to rapidly drop, breaking the link to the next hop towards the MP. In this case it makes sense to start searching for a new MP on the new street. This is also our recommended action upon noticing the increased distance. When the distance has increased by one, the node issues a new mesh point search procedure, as described above. If a closer MP is discovered, a fast handover registration update will be issued, also as described above.

Since we are considering the case where a user node has an ongoing communication with a MP, a link break and the following increased distance will have an impact on the performance of the communication session. If we have an option available from the OS that enables us to determine the signal strength (RSSI), of the last reception from our next hop towards the MP, we may have the option to proactively start searching for a new MP. Most OSs used today provide some form of RSSI support, and considering the interest the research community has shown to these features, it may very well soon become a standard feature.

7.4 Fading and Forwarding in the Mesh Access Network

Fading is something that has a significant impact on the performance of wireless networks. This is something that is especially true when the network is located in an urban environment.

7.4.1 Fading

Fading results from the superposition of transmitted signals that have experienced differences in attenuation, delay and phase shift while traveling from the source to the receiver. It may also be caused by attenuation of a single signal. A significant result of fading is heavy fluctuations of the received signal strength.

In mobile communication we often talk about two different type of fading: **Slow Fading** and **Fast Fading**. Slow Fading is caused by the larger movements of a node and obstructions within the propagation path. For example, when a node is moving in a suburban or urban environment, buildings and trees will sometimes block the direct path between the sender and the receiving node. While the direct path is obstructed the signal strength will drop, and when the mobile node has moved past the obstruction, the signal strength will again increase. Fast fading has a more complex explanation. The reason for the fast fading signal loss is the destructive interference that multiple reflected copies of the signal make with itself.
To understand how a signal can destructively interfere with itself, consider how the sum of two complex sinus waveforms with different phases interleave.

Please consider Figure 7.6. Here we see an example of the signal variations in a rayleigh fading channel, when the mobile node is moving at 2.5 m/s. The small circlets indicate packet reception instants and we can see how large the signal variations are for this simple scenario. When we are in a deep fade it will not be possible to receive even at the lowest rate, while at good instants it will be possible to receive at the maximum rate.

\[ \text{Rayleigh Fading} \]

\[ 2.5 \text{ m/s} 2.4 \text{ GHz} \]

**Fig. 7.6:** Packet reception for a rayleigh fading channel at 2.5 m/s mobility at 2.4 GHz

### 7.4.2 Diversity Forwarding and Diversity MAC

In an urban wireless setting where both the environment itself as well as the mobile nodes themselves are moving, fading will affect the signal strength of every wireless link. This means that sometimes the link will be very good and sometimes very bad. In the wireless access mesh, it will often be possible for one MP to have several possible routes to another MP. This means that the MP may have several possible MPAs as the next hop. If the link towards one next hop MP is currently in a bad fading state, one of the other possible next hops might be in a better fading situation. So, if we have a mechanism that allows us to evaluate different next hop candidates before the packet is actually transmitted, we could gain a lot both in terms of performance and power consumption.

#### 7.4.2.1 Diversity MAC

We present a MAC protocol that enables diversity forwarding and allows power and interference control by querying a number of possible candidate nodes. Each candidate is a possible next hop towards the final destination as determined by the upper layer routing protocol.
In normal IEEE 802.11 DCF, a terminal may use a simple RTS-CTS cycle to inform its neighbors about an intended transmission. Nodes overhearing a RTS or CTS defer their transmissions for the duration of the scheduled transmission. In our protocol, the RTS and CTS functionality is extended to also include diversity, power and channel information.

IEEE 802.11 specifies that a number of different channels can be used. 802.11b/g specifies 3 concurrent channels while 802.11a specifies 8 concurrent channels. In order to increase the efficiency of the protocol, we also provide a simple mechanism to dynamically pick the best current channel. This means that control information is always transmitted on a predefined control channel (let us assume channel 1), while data traffic can be transmitted on any channel.

Whenever a node wants to transmit a packet, it multicasts an RTS message that includes two or more destinations. The node also includes information about the power level used when transmitting the RTS. Each destination receiving an RTS reply by sending a CTS in the order they are listed within the RTS. Just as with the RTS, the CTS also includes the power level used for transmitting the CTS. In addition to this, the CTS includes the power level $P_{\text{level}}$ needed for this node to successfully receive the scheduled packet. This power level is calculated based upon the gain as perceived by the target node, and the current noise level. It is now also possible for the target candidate to calculate the expected SINR of the requested transmission. Based on this the target picks an appropriate datarate. The datarate picked depends on the type of modulation and coding used by the different available rates. Different rates use different modulation and coding schemes with different minimum target SINR levels.

The target node also performs a multi channel carrier sense. This means that it first senses every available data channel to determine which channels that are idle. It can then randomly pick a channel among the idle ones, and specify this channel in the channel field of the CTS. If no data channel is idle, the control channel can be used. However, in our simulations, we use a simpler approach that is easier to implement, i.e. the data channel is mapped to the destination address, as explained below.

As each of the different channels can be regarded as independent, the estimations and calculations performed on one channel can not simply be used on an other channel. A solution to this could be to transmit a small and short wideband probe signal just prior to the first RTS message. This probe would be spreaded differently than RTS,CTS or data packets, and the receiver could have a separate receiver structure for these probes. When a RTS has been received, it could use that receiver structure to calculate an estimate of the status of wider frequency band, when can then be used for picking the appropriate channel. An other alternative is to have dedicated field within the RTS, during which the probe is transmitted. This will be discussed more in the next chapter.

When the initiating node has received all the CTS messages it is expecting, or they have timed out, it chooses an appropriate destination, tunes the radio to the indicated channel, sets the corresponding and indicated power level and sets the
data transmission rate.

An issue with this type of scheme is how to set the Network Allocation Vector (NAV). In 802.11, the NAV is set by all nodes receiving either the RTS or the CTS, and prevents these nodes from transmitting for the duration of the scheduled transmission. In our case, it is very hard to set the NAV for three reasons. The first reason is, when the source node issues the RTS, it doesn’t know the duration of the upcoming transmission. The duration depends on the data rate used, which is determined by the receivers, as explained above. This means that any neighboring node overhearing the RTS, can not set the NAV as it doesn’t know the duration. Secondly, as the RTS is sent to multiple candidates, several CTS responses will also be generated. Neighboring nodes that overhear an CTS, can not determine if this candidate will be chosen or not. This decision is made by the initiating transmitter, and therefore prevents neighboring nodes from correctly setting the NAV. The third implication is that, future transmitters might try to contact a node that is already transmitting on another data channel. This node is then not able to transmit to that particular target node. The result of all this is in that in our protocol, RTS and CTS messages do not set any NAV.

While it isn’t possible to set a NAV, it doesn’t have to be too bad. Since the RTS may be multicasted to several candidates, maybe one of the other candidates are available. So, if one candidate is busy transmitting, some of the other candidates may still be free to accept the upcoming transmission. The requesting node has to consider the case that a failure to receive a CTS may be the result of the terminal being busy in some other transmission, maybe on a different channel. This problem of a candidate target node being busy on a different channel is commonly called the Hidden Terminal Channel Problem. If only one candidate is used, the fact that the candidate may be busy on a different channel, must also be taken into account when choosing the RTS timeout value.

Another issue here is that in normal CSMA/CA operation, as defined by 802.11, the time between consecutive RTS retries increases exponentially. A consequence of this is that if some other neighboring node wishes to transmit to the same target node, that node will initially start with a small random backoff value that depends on the default minimum Contention Window, CW. Since the first node started with a small value that is increased for every failed attempt, and the second node comes into the game at a later point in time, that node will have a smaller backoff interval. The chances for the second competing neighboring node to gain access to the target node therefore increases. In order to ease this situation a bit, consider a node that is currently in a backoff after failed a RTS. When it overhears an RTS from a neighboring node destined to the same target destination, it will reset its CW (reset its backoff timeout value to the default value). However, while this helps, it is still not enough. Some neighboring nodes close to the target, but out of transmission range of the initiator, might still be able to unfairly win in a situation like this.

To thus make the situation fairer, we therefore propose the following two approaches: (1) increase the CW only after every 3rd failed attempt. (2) freeze the CW for the first 3 attempts as in (1), but compensate for this by increasing the CW
by a power of 3 after the 3rd failed attempt.

This will make the situation fairer among terminals competing for access to a node that is currently busy transmitting on one of the data channels. While this is a very simple approach, the drawback is that the probability for real collisions will be higher. If a node experiences severe problems, or if it determines that the node and traffic density so demands, it might dynamically adjust the CW. How to dynamically adjust the backoff procedure and set the CW has been studied in several papers [20] [21] [22] [23]. However, this is not something that we currently have implemented.

### 7.4.3 Multiple channels and planning

Most wireless technologies available on the market today provide the ability for radios to communicate on a multiple number of different channels. The MAC protocol, we presented above, is designed to optionally use these channels as dynamically as possible. However, if a standard MAC protocol like 802.11 DCF is used, this flexibility will not be available. This doesn’t mean that nodes in the network have to operate on a single channel, at least not the MPs. Since the topology in a mesh network is typically static, smart network planning can enable the use of several channels.

A simple approach, which was presented in [24], use a simple hash function to map a destination node to a specific channel. While this is not very dynamic, it is very simple and can achieve significant performance improvements. This approach works in the following way: when a node is about to transmit a packet to a destination node, it uses the hash function with the destination IP address and tunes its radio to the corresponding channel. After the transmission, it tunes the radio back to its own dedicated channel, as determined by its own IP address. We will evaluate this approach in our solution, in combination with standard routing protocols.

#### 7.4.3.1 Diversity Routing

A very important part in order to achieve diversity forwarding is how we perform routing. This is important not only in terms of finding routes in the classical way, but as a very important input to the MAC layer. The routing algorithm needs to provide the MAC protocol with different candidate next hop destinations. This type of routing also puts a new and different constraint on the routing protocol. It needs to provide multiple non node-disjoint paths to a destination. In a normal link state routing protocol, single paths are setup through independent calculations of every node in the networks. Loop freedom is assured by the fact that every node uses the same algorithm with the same input information. This will in effect create a single source destination path through the network. In our case, every intermediate node in the network will make an independent choice of which next node to send the packet. This means that preventing loops will become much more
difficult and complex. One might think that source routing is a possible solution to this, but this means that only the source can take any path decisions.

One solution is to use greedy forwarding as explained in the previous chapter, where only candidates with a lower cost are evaluated.

Another possible solution though, is to setup the route, or rather the multiple non-disjoint paths, when needed, and in the process ensure that loops will not be created. One solution like this is presented in [12]. That paper presents a working protocol, but some diversity is lost in the process of ensuring loop freedom.

Another option that enable maximum diversity is to use some form of route recording, either at the MAC level, or at the IP level. This would enable each forwarding node to take the previous path into account when taking the forwarding decision. It would also effectively prevent loops. The drawback is of course the extra overhead, but with some intelligent address compression and address planning, the overhead can be minimized. This is the approach we currently have implemented.

7.4.3.2 Diversity forwarding

The network routing protocol has to make the decision of what candidates to propose to the MAC layer. We do this by using standard shortest path calculations (Dijkstra), but with the constraint that the forward path doesn’t cross the previous path, that is, we will not allow any loops. This decision is then forwarded to the MAC protocol, which evaluates the proposed candidates in the way we explained above. The MAC layer will now decide the next hop based both on the information about the candidates it received during the RTS/CTS cycle, and path information it received from the routing protocol. Basically, what happens is that the RTS/CTS based information temporarily updates the network path costs. The reasoning is that, although if one candidate may have perfect link conditions, that candidate node may have a bad forward path. Some other candidate nodes with only average link conditions may have a perfect forward path. We could say that the two protocols, the MAC protocol and the routing protocol, operate on different time scales. The MAC protocol operates on a short time scale, while the routing protocol operates on a longer time scale. It is the combination of both these time scales that will form the basis of the forwarding decision.

We believe this sharing of information across layers is very promising. The fast query reply probing on the MAC layer will enable us to perform diversity forwarding that will be efficient in fading channels. As the environment normally is constantly changing, especially in an urban environment, fading sensitive forwarding can be really helpful. If one of the candidates is currently in a deep fade, it will either not respond, or it will respond and increase the path cost significantly. Choosing another next hop in this case would make a lot of sense.
7.4.4 User node vs Mesh node forwarding

User nodes use a slightly different type of forwarding. Firstly, they only use diversity forwarding for packets routed towards an MP. Secondly, they only query two candidates, and these two candidates must be closer in number of hops to the MP. These candidates can be determined by listening and analyzing the routing protocol control traffic. When it overhears a routing control message from a neighboring node, and determines that it is using a route to the MP the node is currently using, and that node is closer to MP, it will mark that node’s address as a possible next hop candidate.

Another solution for a user node to determine possible next hop candidates, is to use information that it learns from the registration application that we described earlier. When the node forwards, or overhears a message from a closer neighboring node, and that node is also registered or is registering with the same MP, it will mark that node’s address as a possible next hop candidate.

The user node can then use the diversity MAC described above. The main difference here is that only the hop count metric is used. If the hop count to the MP through the candidates is the same, it will randomly select among the ones with the highest datarate. If the datarate is the same it will randomly pick one of the available candidates.

7.5 Simulations

We have used the Qualnet simulator [25] to evaluate our proposed solutions and architectures. Qualnet is a popular commercial event driven and scalable network simulator.

In addition to the Qualnet simulator, we have developed a small IRT (Intelligent Ray Tracing) [26] tool, that takes as input maps defined in Qualnet and outputs a tile based propagation matrix. The raytracing tool considers diffraction around corners and we use up to four reflections to calculate the multi path propagation, although more reflections can be specified if needed. The IRT technique divides the simulation area and all defined walls into a number of tiles. The propagation path loss from between every source destination tile pair is then calculated and put into a matrix. For points within each tile we then use bilinear interpolation in order to get a better approximation within each tile and a higher resolution. The type of map we are considering is a Manhattan city grid, as described in the next subsection.

7.5.1 Simulation Setup and Scenarios

We will simulate the four network architectures we described earlier in section 7.2. Each network type will be simulated in a 525 x 525m urban city area, consisting of 100 nodes. The city is modeled according to the well known Manhattan city topology model [27]. For the first two network types, the node will consist of 100 user nodes. For the second network type, only 75 of the user nodes will be mobile,
while the other 25 are static and placed at different intersections. The third and fourth network types consist of 75 user nodes and 25 mesh points. The fourth ad hoc mesh network consists of 9 mesh access points, with 16 mesh relay points. A mesh relay point only forwards mesh traffic, and operates on a different channel than is used by the user nodes.

Every node in the network will use 802.11g at the physical layer. The MAC protocol and routing protocol, will differ between the different scenarios as explained below.

While this simulation area might be smaller than what is normally used in ad hoc network simulation studies, it should be noted that the urban simulation area consists of 16 city blocks, where each block is a square of 100m, intersected by 25m wide streets. This area will produce a topology with an average hop-count of about 6-7 hops, which is significantly longer than what is normally used in ad hoc simulation studies. The suburban environment consists of the same city topology, but here a block consists of many smaller and lower houses. Mesh Points as used in the mesh topologies are placed above these houses, while user nodes are placed below. This means that for the suburban environment it might be possible for two user nodes to find a connecting signal path through a city block. This is not possible in the urban environment, as the walls around the city block completely blocks the signal path, although the signal might be reflected or refracted around corners and thus eventually reach an other user node.

The power consumption of each individual node is measured during each simulation. Different power values are used depending on whether the node is transmitting, receiving, sensing or if it is idle. The power values of these different modes are modeled after the Cisco Aironet 802.11 a/b/g chip [28].

In the first network traffic type we are simulating are a varying number of bidirectional 56 kbps CBR traffic sources, modeled after the G.711 [29] codec.

A technique that can be used to predict user satisfaction of a conversational speech quality is the ITU-T E-model. The E-Model is standardized by the ITU as G.107 [30], and is a tool that can estimate the end-to-end voice quality, taking the IP telephony parameters and impairments into account. This method combines individual impairments (loss, delay, echo, codec type, noise, etc.) due to both the signal’s properties and the network characteristics into a single R-rating. This method can be used as a good quality of service measure for VoIP calls that consider a user’s opinion about the service. The Mean Opinion Score (MOS) is a method recommended by the ITU and the IEEE 802.20 group [31] to measure speech quality. In this method, the users rate the call quality in a range varying from 1 (bad) to 5 (excellent). We will apply this rating to both the G.711, and the enhanced G.711 [32], codecs.

In these cases we are simulating a constant random load of 5, 10, 15, 20 and 25 source destination traffic pairs. By constantly random we mean, that the traffic load on the network is constant, but that the source destination pairs are constantly changing. Each CBR flow is one minute long, and when one flow ends, a new flow will instantly start between a new source destination pair somewhere else in
the network. These simulations are running for a total of 60 minutes. These traffic scenarios are designed to roughly model voice communications between two voice capable devices, when the network is loaded by various amount of traffic.

For each simulation scenario and network type, user nodes will move according to the pedestrian mobility model defined in Qualnet 4.0. Here, user nodes move along the streets to a randomly chosen street corner somewhere on the city map. When the nodes arrive at their destination, they will randomly chose a new destination somewhere on the map. Every time they arrive at a street corner, they run a 50% chance of having to wait for a red light before proceeding across the street. Each pedestrian user node will move at a constant speed uniformly choosen between 1.5 and 2.5 m/s.

Radio signals will be affected by multi path fading according to the Ricean fading model, with a k-factor of either 0 or 1, depending on whether a direct line of sight between each pair of hops are available or not. The multi-paths and attenuations are calculated by the IRT tool.

7.5.2 Pure Ad Hoc Network Simulations

Here all user nodes are mobile as described above. The first simulation setup consists of user nodes running standard 802.11g DCF, with AODV as the routing protocol, on a single channel. The second setup we are considering is the same as the first, but DIVR is used as the routing protocol, and our DIVM MAC protocol.

7.5.3 Supported Ad Hoc Networks Simulations

These simulations are exactly the same as those described in section 7.5.2. The only difference here is that 25 nodes will be static, and strategically placed in intersections.

7.5.4 Single Hop Mesh Network Simulations

In these setups, all user nodes will run the registration application defined in section 7.3.2. Each user node will have access to an MP within a single hop.

Within the mesh, we will use AODV or our DIVR routing, with all mesh nodes having two different interfaces running either IEEE 802.11g DCF and/or our DIVM MAC protocol. Every mesh node has at least one interface using 802.11g DCF, which is used for communication with user nodes.

Mesh nodes, use the simple address mapped multi channel scheme [24]. No coordination whatsoever is done by a 802.11 source before it chooses a channel, it depends purely on the address of target node. The channel is chosen as channel=(address) mod (number of channels).

Contrary to the two ad hoc scenarios, all user nodes are equipped with a single 802.11g interface. Since the user nodes connect directly to the MPs, no dynamic routing protocol needs to be running on these interfaces.
7.5.5 Mesh Ad Hoc Network Simulations

This setup considers a more sparsely deployed mesh network where user nodes may need to connect to the MP over several hops. Mesh access points are configured in the same way, and with the same protocol types, as in the single hop case. Mesh relay points lack the 802.11g DCF interface used to communicate with user nodes.

User nodes on the other hand, still have a single wireless interface, but are now also running the AODV routing protocol. Otherwise, they are configured as in the previous case.

7.5.6 Simulation Results

![Graphs showing delay distributions for 5 flows in urban and suburban scenarios with AODV and DIVR protocols.]

Fig. 7.7: Delay distributions for 5 flows

7.5.7 Discussion

First let us consider figure 7.7 that illustrates the delay distributions when we have 5 bidirectional 64 kbps UDP flows. The most obvious difference we can observe
here is the significantly lower delays for the DIVR ad hoc scenarios. In fact, here the cumulative probability starts approaching one for packet delays at around 6-7 ms. If we now also look at the 2nd and 4th tables in table 7.1 and table 7.2, we can see that the average delay for DIVR is around 2 ms independent of the amount of traffic, and whether the environment is urban or suburban. So, the conclusion here is that for the ad hoc scenarios, the delay DIVR is fairly independent of the type of environment and the amount of traffic.

If we consider figure 7.7(c) we can see that the delay for AODV (suburban) especially for the pure ad hoc case is significantly higher than for any of the scenarios and environments for 5 bidirectional flows. A look at table 7.2 reveals that the average delay for this case is 16.7 ms. For the AODV urban ad hoc case, the delay is (see table 7.1) 6.2 ms. With a higher traffic load, see figure 7.8, table 7.2 and 7.1, the effect is much more severe with a delay of 195ms and 640ms for 25 AODV urban and suburban flows.

What we see here is the effect of the environment itself, how the height of the buildings affects the signal path and the performance. In a city environment, building walls completely block the signal from one parallel street to another, while in
the simulated suburban environment the signal is not completely blocked but is still affected by multi-path fading. The main difference this has on the MAC layer is how carrier sensing are affected and hidden terminals are created. In the suburban environment, carrier sensing is possible across a block, but not in the urban environment. In the suburban environment, RTS and CTS packets will protect a 802.11 transmission from parallel transmitters, which increases the time it takes for a packet to access the channel. But since some links now experience non line of sight multi-path propagation fewer, packets will also be delivered on average.

For the supported ad hoc scenarios, see table 7.1 and 7.2. When a relay mesh node is placed at each intersection, the delay increases for low AODV traffic in the urban environment, while it decreases for the suburban environment. An important factor here is the connectivity and medium contention on the routes. In the urban environment, the best path across a few blocks will always pass through a relay

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.809 (0.772, 0.846)</td>
<td>6.18</td>
<td>35.6</td>
<td>0.987</td>
<td>2.56</td>
<td>3.97</td>
</tr>
<tr>
<td>10</td>
<td>0.784 (0.750, 0.788)</td>
<td>14.2</td>
<td>44.1</td>
<td>0.965</td>
<td>2.41</td>
<td>3.91</td>
</tr>
<tr>
<td>15</td>
<td>0.705 (0.671, 0.738)</td>
<td>40.1</td>
<td>70.7</td>
<td>0.891</td>
<td>2.04</td>
<td>3.72</td>
</tr>
<tr>
<td>20</td>
<td>0.564 (0.493, 0.634)</td>
<td>89.3</td>
<td>126</td>
<td>0.758</td>
<td>1.59</td>
<td>3.35</td>
</tr>
<tr>
<td>25</td>
<td>0.378 (0.314, 0.442)</td>
<td>195</td>
<td>226</td>
<td>0.545</td>
<td>1.00</td>
<td>2.13</td>
</tr>
</tbody>
</table>

**Tab. 7.1:** URBAN ad hoc scenarios. Delivery ratio with standard deviation. Delay in ms (d), Jitter in ms (J), Probability of delay less than 50ms (P), Mean Opinion Score for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battery lifetime in hours for 1200mAh (B).
Tab. 7.2: SUBURBAN Ad hoc scenarios. Delivery ratio with standard deviation. Delay in ms (d), Jitter in ms (J), Probability of delay less than 50ms (P), Mean Opinion Score for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battery lifetime in hours for 1200mAh (B)

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.746 (0.730, 0.762)</td>
<td>16.7</td>
<td>52.6</td>
<td>0.950</td>
<td>2.22</td>
<td>3.82</td>
<td>18.3</td>
</tr>
<tr>
<td>10</td>
<td>0.532 (0.495, 0.570)</td>
<td>122</td>
<td>140</td>
<td>0.646</td>
<td>1.45</td>
<td>3.27</td>
<td>9.0</td>
</tr>
<tr>
<td>15</td>
<td>0.263 (0.244, 0.283)</td>
<td>433</td>
<td>280</td>
<td>0.248</td>
<td>1.00</td>
<td>2.57</td>
<td>7.8</td>
</tr>
<tr>
<td>20</td>
<td>0.235 (0.227, 0.242)</td>
<td>583</td>
<td>325</td>
<td>0.171</td>
<td>1.00</td>
<td>2.49</td>
<td>7.6</td>
</tr>
<tr>
<td>25</td>
<td>0.210 (0.206, 0.215)</td>
<td>640</td>
<td>346</td>
<td>0.133</td>
<td>1.00</td>
<td>2.44</td>
<td>7.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.543 (0.473, 0.613)</td>
<td>1.7</td>
<td>96.5</td>
<td>0.999</td>
<td>1.54</td>
<td>3.30</td>
<td>49.6</td>
</tr>
<tr>
<td>10</td>
<td>0.539 (0.484, 0.594)</td>
<td>1.9</td>
<td>91.4</td>
<td>0.999</td>
<td>1.53</td>
<td>3.29</td>
<td>45.1</td>
</tr>
<tr>
<td>15</td>
<td>0.501 (0.468, 0.534)</td>
<td>2.1</td>
<td>104</td>
<td>0.999</td>
<td>1.45</td>
<td>3.19</td>
<td>27.3</td>
</tr>
<tr>
<td>20</td>
<td>0.497 (0.448, 0.547)</td>
<td>2.2</td>
<td>108</td>
<td>0.999</td>
<td>1.45</td>
<td>3.18</td>
<td>22.8</td>
</tr>
<tr>
<td>25</td>
<td>0.484 (0.472, 0.496)</td>
<td>2.3</td>
<td>110</td>
<td>0.999</td>
<td>1.42</td>
<td>3.14</td>
<td>20.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.908 (0.880, 0.926)</td>
<td>5.4</td>
<td>19.3</td>
<td>0.900</td>
<td>3.32</td>
<td>4.18</td>
<td>31.9</td>
</tr>
<tr>
<td>10</td>
<td>0.911 (0.897, 0.925)</td>
<td>7.7</td>
<td>21.4</td>
<td>0.900</td>
<td>3.34</td>
<td>4.19</td>
<td>15.5</td>
</tr>
<tr>
<td>15</td>
<td>0.760 (0.589, 0.830)</td>
<td>218</td>
<td>110</td>
<td>0.582</td>
<td>1.57</td>
<td>3.73</td>
<td>7.5</td>
</tr>
<tr>
<td>20</td>
<td>0.393 (0.373, 0.413)</td>
<td>764</td>
<td>234</td>
<td>0.077</td>
<td>1.00</td>
<td>2.90</td>
<td>6.4</td>
</tr>
<tr>
<td>25</td>
<td>0.340 (0.328, 0.351)</td>
<td>815</td>
<td>243</td>
<td>0.048</td>
<td>1.00</td>
<td>2.76</td>
<td>6.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.832 (0.802, 0.862)</td>
<td>1.6</td>
<td>21.7</td>
<td>1.000</td>
<td>2.71</td>
<td>4.02</td>
<td>57.5</td>
</tr>
<tr>
<td>10</td>
<td>0.798 (0.742, 0.853)</td>
<td>1.7</td>
<td>32.7</td>
<td>0.999</td>
<td>2.49</td>
<td>3.94</td>
<td>37.7</td>
</tr>
<tr>
<td>15</td>
<td>0.808 (0.762, 0.854)</td>
<td>1.7</td>
<td>30.4</td>
<td>1.000</td>
<td>2.55</td>
<td>3.97</td>
<td>29.2</td>
</tr>
<tr>
<td>20</td>
<td>0.799 (0.767, 0.831)</td>
<td>1.8</td>
<td>35.9</td>
<td>1.000</td>
<td>2.50</td>
<td>3.95</td>
<td>23.5</td>
</tr>
<tr>
<td>25</td>
<td>0.739 (0.715, 0.763)</td>
<td>2.0</td>
<td>43.9</td>
<td>1.000</td>
<td>2.18</td>
<td>3.80</td>
<td>20.7</td>
</tr>
</tbody>
</table>

In the suburban environment they increase the connectivity of the network, but all routes doesn’t necessarily pass through them, resulting in a lower delay. With very high traffic, it is more complicated. Now links, or routes, may be reported as broken due to collisions, when in fact they are not. When the route is then repaired and resuspended, RREQ packets are rebroadcasted by neighboring nodes. With a higher connectivity, more packets will be rebroadcasted, increasing the probability for collisions, and the delay. In the urban environment, the rebroadcasting collision effect is not high enough to decrease performance and overcome the positive effect of the higher connectivity. The delay is thus lower for the urban environment than for the suburban environment.

If we look at the results for mesh scenarios, table 7.4 and 7.3, the biggest difference between the urban and suburban environments are the much higher suburban
Tab. 7.3: URBAN Mesh scenarios. Delivery ratio with standard deviation. Delay in ms (d), Jitter in ms (J), Probability of delay less than 50ms (P), Mean Opinion Score for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battery lifetime in hours for 1200mAh (B).

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.750 (0.713, 0.788)</td>
<td>8.9</td>
<td>48.8</td>
<td>0.983</td>
<td>2.24</td>
<td>3.83</td>
<td>25.4</td>
</tr>
<tr>
<td>10</td>
<td>0.720 (0.640, 0.800)</td>
<td>10.2</td>
<td>58.3</td>
<td>0.982</td>
<td>2.10</td>
<td>3.76</td>
<td>21.1</td>
</tr>
<tr>
<td>15</td>
<td>0.731 (0.719, 0.743)</td>
<td>15.0</td>
<td>57.0</td>
<td>0.969</td>
<td>2.15</td>
<td>3.78</td>
<td>17.9</td>
</tr>
<tr>
<td>20</td>
<td>0.690 (0.675, 0.723)</td>
<td>27.1</td>
<td>71.0</td>
<td>0.926</td>
<td>2.01</td>
<td>3.70</td>
<td>15.7</td>
</tr>
<tr>
<td>25</td>
<td>0.652 (0.622, 0.683)</td>
<td>58.1</td>
<td>89.4</td>
<td>0.824</td>
<td>1.84</td>
<td>3.58</td>
<td>13.8</td>
</tr>
</tbody>
</table>

**DIVR URBAN Mesh**

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.662 (0.623, 0.701)</td>
<td>8.1</td>
<td>65.6</td>
<td>0.987</td>
<td>1.88</td>
<td>3.61</td>
<td>25.8</td>
</tr>
<tr>
<td>10</td>
<td>0.653 (0.598, 0.708)</td>
<td>7.4</td>
<td>73.5</td>
<td>0.989</td>
<td>1.85</td>
<td>3.58</td>
<td>20.5</td>
</tr>
<tr>
<td>15</td>
<td>0.530 (0.502, 0.558)</td>
<td>7.4</td>
<td>90.1</td>
<td>0.988</td>
<td>1.51</td>
<td>3.26</td>
<td>18.5</td>
</tr>
<tr>
<td>20</td>
<td>0.527 (0.469, 0.584)</td>
<td>7.0</td>
<td>88.5</td>
<td>0.990</td>
<td>1.51</td>
<td>3.25</td>
<td>16.4</td>
</tr>
<tr>
<td>25</td>
<td>0.509 (0.459, 0.560)</td>
<td>9.3</td>
<td>95.2</td>
<td>0.984</td>
<td>1.47</td>
<td>3.21</td>
<td>14.4</td>
</tr>
</tbody>
</table>

**AODV URBAN ad hoc mesh**

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.702 (0.663, 0.742)</td>
<td>9.7</td>
<td>58.6</td>
<td>0.981</td>
<td>2.03</td>
<td>3.71</td>
<td>23.2</td>
</tr>
<tr>
<td>10</td>
<td>0.701 (0.665, 0.736)</td>
<td>12.9</td>
<td>63.9</td>
<td>0.974</td>
<td>2.02</td>
<td>3.71</td>
<td>19.1</td>
</tr>
<tr>
<td>15</td>
<td>0.688 (0.654, 0.722)</td>
<td>17.4</td>
<td>70.4</td>
<td>0.961</td>
<td>1.97</td>
<td>3.67</td>
<td>15.7</td>
</tr>
<tr>
<td>20</td>
<td>0.665 (0.622, 0.705)</td>
<td>33.3</td>
<td>80.1</td>
<td>0.901</td>
<td>1.89</td>
<td>3.62</td>
<td>13.8</td>
</tr>
<tr>
<td>25</td>
<td>0.630 (0.586, 0.674)</td>
<td>76.3</td>
<td>97.1</td>
<td>0.792</td>
<td>1.77</td>
<td>3.52</td>
<td>12.5</td>
</tr>
</tbody>
</table>

**DIVR URBAN ad hoc mesh**

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.599 (0.545, 0.654)</td>
<td>8.8</td>
<td>83.9</td>
<td>0.984</td>
<td>1.68</td>
<td>3.44</td>
<td>22.5</td>
</tr>
<tr>
<td>10</td>
<td>0.605 (0.536, 0.674)</td>
<td>11.7</td>
<td>82.5</td>
<td>0.974</td>
<td>1.70</td>
<td>3.46</td>
<td>19.9</td>
</tr>
<tr>
<td>15</td>
<td>0.505 (0.477, 0.534)</td>
<td>13.1</td>
<td>109</td>
<td>0.971</td>
<td>1.46</td>
<td>3.20</td>
<td>16.4</td>
</tr>
<tr>
<td>20</td>
<td>0.484 (0.433, 0.534)</td>
<td>12.9</td>
<td>105</td>
<td>0.969</td>
<td>1.42</td>
<td>3.14</td>
<td>14.8</td>
</tr>
<tr>
<td>25</td>
<td>0.487 (0.454, 0.520)</td>
<td>14.6</td>
<td>112</td>
<td>0.960</td>
<td>1.43</td>
<td>3.15</td>
<td>13.3</td>
</tr>
</tbody>
</table>

delivery ratios. For low traffic rates, both AODV and DIVR manages to sustain high delivery ratios in the suburban environment, but AODV more or less maintains these ratios for a higher number of flows than DIVR.

For the urban environments, the delivery ratio isn’t very high, the maximum delivery ratio for any urban mesh scenario is 75%. In fact, if we compare table 7.3 and 7.1 we see that for low traffic rates, the ad hoc scenarios actually perform better, which is not true for suburban (tables 7.4 and 7.2). We can now also take a look at the different Mean Opinion Scores. To at least have some form of acceptable VOIP experience in an urban environment, the enhanced G.711 codec should be used. We can also make the interesting conclusion, that for urban environments, it is actually better to use the ad hoc technologies, with the supported ad hoc network performing slightly better. If we also look at the battery lifetimes, we see that the lifetimes are significantly longer for the ad hoc scenarios. This is an interesting, and
7.5. Simulations

Tab. 7.4: SUBURBAN Mesh scenarios. Delivery ratio with standard deviation. Delay in ms (d), Jitter in ms (J), Probability of delay less than 50ms (P), Mean Opinion Score for G.711 (MOS), MOS for enhanced G.711 (MOS2), Battery lifetime in hours for 1200mAh (B).

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.948 (0.927, 0.969)</td>
<td>3.2</td>
<td>11.9</td>
<td>0.996</td>
<td>3.73</td>
<td>4.26</td>
<td>19.0</td>
</tr>
<tr>
<td>10</td>
<td>0.947 (0.936, 0.958)</td>
<td>4.8</td>
<td>13.0</td>
<td>0.993</td>
<td>3.72</td>
<td>4.26</td>
<td>14.2</td>
</tr>
<tr>
<td>15</td>
<td>0.945 (0.921, 0.970)</td>
<td>18.7</td>
<td>17.3</td>
<td>0.968</td>
<td>3.70</td>
<td>4.25</td>
<td>10.7</td>
</tr>
<tr>
<td>20</td>
<td>0.917 (0.739, 1.000)</td>
<td>19.8</td>
<td>27.7</td>
<td>0.953</td>
<td>3.40</td>
<td>4.20</td>
<td>8.1</td>
</tr>
<tr>
<td>25</td>
<td>0.658 (0.359, 0.957)</td>
<td>232</td>
<td>107</td>
<td>0.452</td>
<td>1.86</td>
<td>3.60</td>
<td>6.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.943 (0.924, 0.962)</td>
<td>2.4</td>
<td>11.1</td>
<td>0.999</td>
<td>3.67</td>
<td>4.25</td>
<td>18.0</td>
</tr>
<tr>
<td>10</td>
<td>0.933 (0.919, 0.947)</td>
<td>3.6</td>
<td>13.3</td>
<td>0.997</td>
<td>3.57</td>
<td>4.23</td>
<td>13.3</td>
</tr>
<tr>
<td>15</td>
<td>0.874 (0.658, 1.000)</td>
<td>18.1</td>
<td>25.8</td>
<td>0.963</td>
<td>3.02</td>
<td>4.11</td>
<td>9.7</td>
</tr>
<tr>
<td>20</td>
<td>0.787 (0.618, 0.856)</td>
<td>62.5</td>
<td>73.5</td>
<td>0.823</td>
<td>2.43</td>
<td>3.92</td>
<td>7.1</td>
</tr>
<tr>
<td>25</td>
<td>0.460 (0.276, 0.645)</td>
<td>358</td>
<td>181</td>
<td>0.260</td>
<td>1.38</td>
<td>3.08</td>
<td>5.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.953 (0.939, 0.966)</td>
<td>3.9</td>
<td>11.2</td>
<td>0.994</td>
<td>3.79</td>
<td>4.27</td>
<td>20.3</td>
</tr>
<tr>
<td>10</td>
<td>0.946 (0.936, 0.957)</td>
<td>5.4</td>
<td>13.2</td>
<td>0.993</td>
<td>3.71</td>
<td>4.25</td>
<td>14.5</td>
</tr>
<tr>
<td>15</td>
<td>0.948 (0.940, 0.956)</td>
<td>6.4</td>
<td>14.2</td>
<td>0.992</td>
<td>3.73</td>
<td>4.26</td>
<td>11.3</td>
</tr>
<tr>
<td>20</td>
<td>0.904 (0.750, 1.000)</td>
<td>16.8</td>
<td>28.2</td>
<td>0.968</td>
<td>3.28</td>
<td>4.17</td>
<td>8.1</td>
</tr>
<tr>
<td>25</td>
<td>0.417 (0.223, 0.611)</td>
<td>120</td>
<td>115</td>
<td>0.744</td>
<td>1.31</td>
<td>2.96</td>
<td>5.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flows</th>
<th>Delivery</th>
<th>d</th>
<th>J</th>
<th>P</th>
<th>MOS</th>
<th>MOS2</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.945 (0.928, 0.962)</td>
<td>2.3</td>
<td>10.4</td>
<td>1.000</td>
<td>3.70</td>
<td>4.25</td>
<td>19.0</td>
</tr>
<tr>
<td>10</td>
<td>0.929 (0.904, 0.954)</td>
<td>3.9</td>
<td>13.3</td>
<td>0.996</td>
<td>3.52</td>
<td>4.22</td>
<td>13.5</td>
</tr>
<tr>
<td>15</td>
<td>0.911 (0.755, 1.000)</td>
<td>2.9</td>
<td>20.1</td>
<td>0.980</td>
<td>3.34</td>
<td>4.19</td>
<td>9.9</td>
</tr>
<tr>
<td>20</td>
<td>0.813 (0.649, 0.977)</td>
<td>29.4</td>
<td>43.2</td>
<td>0.936</td>
<td>2.58</td>
<td>3.98</td>
<td>7.2</td>
</tr>
<tr>
<td>25</td>
<td>0.394 (0.200, 0.588)</td>
<td>134</td>
<td>130</td>
<td>0.713</td>
<td>1.28</td>
<td>2.90</td>
<td>5.8</td>
</tr>
</tbody>
</table>

somewhat unexpected result. Even though the mesh network operate on separate channels than the user nodes, we don’t really gain anything by using their extra interfaces in a harsh urban environment. With a different mesh configuration, and by using more interfaces in each mesh point, or a different physical layer with a higher capacity, this will probably change. But for this configuration, with the same physical layer on both user nodes and mesh nodes, we can’t see any significant gain for urban environments. We leave it for future work to study the needed capacity, and the various dependent factors, for a mesh network to outperform an ad hoc network in an urban environment.

Continuing looking at battery lifetimes, for the ad hoc scenarios we see that DIVR achieve its longest for the suburban environment. For AODV however, the longest lifetimes are achieved for the urban environment.

So, when looking at all the tables, we can see that the best VOIP MOS perfor-
mances are for suburban mesh scenarios. If we limit the number of flows to 20, we can still achieve very high VOIP performance by using an ad hoc mesh topology instead of using a single hop mesh. We can do this by maintaining the same battery lifetime, and with a cheaper infrastructure.

The MOS VOIP performance in the urban scenarios are always a bit lower than for suburban. With the consideration of the higher lifetime, in combination with comparable MOS performance, it seems better to use a supported ad hoc network for urban environments.

In conclusion we can say that what type of protocol that is optimal for a certain situation, depends on the environment, the type of network and the amount of traffic.

7.6 Future work

As future work other routing protocols such as OLSR should be considered for routing within the mesh as well as the ad hoc networks. The main reason for OLSR not being part of this study is CPU processing power. The simulation time for OLSR in Qualnet is significantly longer than for the other protocols, whose simulation time is also very long. We would also like to study the effect other routing metrics besides hop count has on the performance. Finally, we are working on a new solution that significantly increases the number of delivered packets for the DIVM mac protocols.

7.7 Conclusion

We have described a few different type of wireless ad hoc and mesh networks, and how they can be designed to operate efficiently in urban and suburban city environments. We analyzed how well these networks perform with standard protocols, and with our newly proposed protocols. We saw that our new protocols deliver packets with a significantly lower delay, although at the price of a somewhat lower delivery ratio. A single hop mesh network can operate with mesh access points set in association mode, enabling user nodes to connect with standard IEEE 802.11 devices and software. By instead operating the mesh access points in ad hoc mode, we enable more flexibility and functionality to be defined in the software of both the user nodes and the mesh nodes. Our simulations show the urban environment has significantly lower performance than a suburban environment. We also see that for a suburban environment it is better to use a mesh type of network, while in urban environments, an ad hoc type of network is more beneficial. What type of network configuration to choose in the different environments, depends on what protocols we are using.
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8. CHAPTER VIII

A cross layer protocol with hybrid multi channel CDMA/OFDMA and diversity forwarding

8.1 Introduction: CDMA and spread spectrum multiple access

Code division multiple access (CDMA) is a form of multiplexing method to enable multiple access to a physical medium such as a radio channel. In contrast to CSMA techniques as used in for example 802.11 [1], and Ethernet, several users can use the medium at the same time thanks to the use of different coding sequences.

CDMA uses a technique called spread spectrum, which basically means that the signal is spread so that it occupies a bandwidth much greater than that which is necessary to send the information. This results in the signal being much less sensitive to interference. The bandwidth is spread by means of a code which is independent of the data that is to transmitted. The independence of the code distinguishes this from standard modulation schemes in which the data modulation will always spread the spectrum somewhat. The receiver of the signal then synchronizes by using the code to recover the data of the spreaded signal. The use of an independent code and synchronous reception allows multiple users to access the same frequency band at the same time.

In order to protect the signal, the code used is pseudo-random. It appears to be random, but is actually deterministic, so that the receiver can reconstruct the code for synchronous detection. This pseudo-random code is commonly called pseudo-noise (PN) code, or CDMA code.

There are several types of spread spectrum systems, and CDMA systems uses a method called Direct Sequence Spread Spectrum (DSSS). Here, the digital data is directly coded at a much higher frequency than the signal and the bits themselves. The code is generated pseudo-randomly, the receiver knows how to generate the same code, and correlates the received signal with that code to extract the data.

Since it is not mathematically possible to create signature sequences that are orthogonal for arbitrarily random starting points, unique ”pseudo-random” or ”pseudo-noise” (PN) sequences are used in Asynchronous CDMA systems. These PN sequences are statistically uncorrelated, and the sum of a large number of PN sequences results in Multiple Access Interference (MAI) that is approximated by a Gaussian noise process (following the ”central limit theorem”). If the signals from all of the users are received with the same power level, then the variance (e.g., the noise power) of the MAI increases in direct proportion to the number of users.
In wireless systems, the *near-far* effect is a very important problem that needs to be taken into account. The near far effect means that a receiving mobile node very close to another transmitting mobile node, might be drowned by noise caused by a transmitter communicating with a mobile node much further away. This problem is in cellular networks solved by different optimized power control algorithms, and the decreasing of the actual geographical cell size if needed.

In ad hoc or mesh network, this near-far problem is much more difficult to solve, because there is no central entity that can perform power control. Several CMDA protocols for ad hoc networks have been proposed [2] [3] [4], that with appropriate code assignment and spreading code schemes are guaranteed to be free of primary collisions. Generally, these protocols are based on random channel access, whereby a mobile node with a packet to transmit can proceed immediately with its transmission, possibly after RTS/CTS exchange. While these protocols are free from primary collisions, they are still subject to secondary collisions caused by MAI from two or more transmissions that use different codes, that is, the *near-far* problem.

A few solutions to the *near-far* problem in ad hoc networks have recently been presented. In [5] a CDMA MAC protocol is presented that uses channel gain information overheard through RTS and CTS on a common control channel, to perform power control that prevent MAI at receiving nodes to cause secondary collisions. The authors in [6], solve the *near-far* problem by proposing a dynamic clustering algorithm, that creates a cell-type structure. An iterative power control scheme similar to that of cellular networks are then used.

### 8.2 OFDM and Dynamic Channel Adaptation

Orthogonal Frequency Division Multiplexing, OFDM is a widely used modulation scheme that for example is used in 802.11a/g. OFDM works by dividing a wideband channel into a larger number of sub-channels. By placing a subcarrier in each sub-channel, each subcarrier may be modulated separately depending on the SNR characteristics in that particular narrow portion of the channel. As the channel varies over time, further adaptations can be made on each subcarrier in order to continually optimize the data capacity of the channel.

Much research has lately gone into developing techniques to increases the achieved capacity of OFDM systems. This includes for example adaptive modulation, subcarrier power allocation and different coding techniques. The basic idea of these methods is to differentiate between good and bad subcarriers in such a way that the data capacity is maximized. This approach is often called Waterfilling, where more power and higher order modulation is put onto subcarriers with larger SNRs, while lower SNR subcarriers will receive less power and lower order modulation up to a certain threshold after which the subcarrier is not used at all.

In [7] it is suggested that the RTS and CTS handshake can be used to achieve fast link adaptation for OFDM systems. A receiving station measures channel
characteristics when receiving the RTS frame and calculates the appropriate bit and power-loading allocation. The results of this calculation is transferred back to the receiver in the CTS message. The transmitter will subsequently modulate subcarriers in accordance with the received modulation parameters. Their simulations indicate that for higher SNRs the increase in throughput is as much as 10 Mbps compared to when standard adaptive bit and power loading schemes are applied. This is further specified in [8] where a method is described to insert a wideband training probe into the RTS message in order to receive the needed channel state information. In [9] it is specified how the RTS and CTS can provide channel information used to achieve a dynamic fast adaptive Waterfilling approach.

This chapter describes a solution that achieves fast OFDM link adaptation through a RTS and CTS handshake, in combination with a simple CDMA code assignment scheme that in addition is able to achieve diversity forwarding.

8.3 CDMA-codes and address hashing

In [10], a dynamic and distributed code assignment protocol is presented. Each code is here defined as a unique channel, and in order to agree on a data transmission code, RTS and CTS messages are exchanged. The code to be used by a transmitter is randomly chosen from a list of available code, and included in the RTS. If the code is not available, an out of band busy tone is transmitted.

The system and method presented in this chapter, includes a pool of predefined and orthogonal CDMA-codes, as used in spread spectrum systems as described above. The number of codes should be as large as possible in order to allow many simultaneous transmitters, but a trade-off might exist between the number of codes, the orthogonality and the resulting noise level.

The system presented specifies a common and predefined hash function, that maps a specific node address, or node address pair, to a specific CDMA-code. This means that the address used to identify a specific node, or the addresses used to identify a link, directly maps to a specific code. When a node has data that it wishes to transmit to another nearby node, it uses the hash function to determine a code that will be used to encode and spread the data signal. The protocol does not rely upon the use of busy tones, but uses network topology information to determine if a primary collision is possible.

The address used by the system in the hash function can be any address that identifies a certain node, but using a network address has several advantages. The first advantage is that network addresses are generally not assigned randomly. Normally, some administration is involved when a node receives a network address, whether it be automated by a protocol, or manually assigned by a human administrator. As the hash-function is also assumed to be known by the authority that assigns addresses, it will allow the system to take into account already assigned addresses in order to minimize code collisions. Secondly, the network itself might be aware of where and when collisions might occur through the topology informa-
tion. For example, nodes in the network might know the address of other nodes in its local neighborhood, that may have been provided by a routing protocol or some other application.

![Fig. 8.1: 3 hop code collision area](image)

The topology information needed to determine if a collision is possible, is the set of nodes and node identifiers within the 3-hop neighborhood. Please consider figure 8.1. Node B, C and D are within the 3-hop neighborhood of A. If A is transmitting to B using code c, and C is transmitting to D using the same code c, B will experience a collision as it will also receive the transmission from C.

The topology of the network can be represented by an undirected graph \( G = (V,E) \), where \( V \) is the set of network nodes, and \( E \) is the set of links between the nodes. If \((u,v) \in E\), then \((v,u) \in E\) and node \(u\) and \(v\) are within transmission range of each other and can exchange packets with each other using some code. The nodes \(u\) and \(v\) are then one-hop neighbors of each other, such as for example node A and B in figure 8.1. The set of one-hop neighbors of a particular node \(i\) is denoted by \(N^1_i\).

Each node has available a pool of well chosen codes, for example quasi-orthogonal PN codes, \(C_{pm} = \{e^k\}\). Each code is identified by the superscript \(k = 0, 1, 2, \ldots, |C_{pm}|-1\).

When a node wishes to calculate the code to be used when transmitting to a

**HASH (k)**

```c
{
    h = Hash (k);
    code = h mod |C_{pm}|
}
```

**HASH (i,k)**

```c
{
    h = Hash (i \oplus k)
    code = h mod |C_{pm}|
}
```
node \( k \), it uses the method \( \text{HASH}(k) \). One implementation of the function \( \text{Hash}(x) \) is to use an integer pseudo-random number generator that generates the message digest from a byte-stream input \( x \). This integer is then \( \text{mod} \)ulo to the number of available codes. This implementation is a good choice if addresses are assigned randomly in the network, or if there is no administration to assign addresses. If there is a centralized addressing authority available, this authority can assign address incrementally in such a way that no code collision will occur while the number of assigned addresses are less than the number of available codes. This hash function could then be implemented \( x \mod y \), where \( x \) is the address and \( y \) is the number of codes. If the used address consists different parts, for example as in IP addresses, the function might need to be modified slightly to take this into account.

In these cases a receiver based code used, but it also possible to use a link based code, as defined in \( \text{HASH}(i,k) \), where the link between \( i \) and \( k \) is assigned a code. This means that each link, \((i,j) \in E\), is assigned a code.

**Set_Codes(i)**

\[
\begin{align*}
\text{for} \ (j \in N_{i}^{1}) \\
\quad \text{for} \ (\forall k \in N_{j}^{1} \cup (\bigcup_{l\in N_{j}^{1}} N_{l}^{1})) \{ \\
\quad \quad \text{code} = \text{HASH}(k) \\
\quad \quad k.\text{TxCode} = c^{\text{code}} \\
\quad \quad R \leftarrow k.\text{TxCode} \\
\quad \}\end{align*}
\]

The **Set_Codes(i)** method calculates the set of codes, \( R \) to be used by a node \( i \) by calculating the code corresponding to each node in the 3-hop neighborhood.

**Calc_Collisions(i)**

\[
\begin{align*}
\text{for} \ (j \in N_{i}^{1}) \\
\quad \text{for} \ (\forall k \in N_{j}^{1} \cup (\bigcup_{l\in N_{j}^{1}} N_{l}^{1})) \{ \\
\quad \quad \text{if} \ (\exists k.\text{TxCode} \in R, k \neq i) \{ \\
\quad \quad \quad Q \leftarrow k \\
\quad \quad \}\end{align*}
\]

After this, node \( i \) uses the method **Calc_Collisions(i)** to calculate the set of nodes, \( Q \), within the neighborhood that share the same code.

A node wishing to transmit data to a certain node, can therefore check if a code collision is possible due to two or more local nodes using the same code,
Check_Collision (j)
{
    if (Q == ∅)
        return false
    else if (∃j ∈ Q)
        return true
    else
        return false
}

before the transmission takes place, by using Check_Collision(j). If two nodes in the neighborhood is using the same code, any node that wishes to transmit to them, first uses a CSMA scheme in order to determine if some other node is currently transmitting on that code. See Packet_To_TX(j).

Packet_To_TX (j)
{
    F ← f₀;
    if (Check_Collision(j))
        Perform Carrier Sense on: F, j.TxC ode
    else
        Transmit RTS to j on: F, j.TxC ode
        F, P, R ← Receive CTS(j)
        Transmit DATA on: F, j.TxC ode, using P and R
}

8.4 Pre data signaling

Before any data is transmitted, an RTS message is transmitted. This RTS has several purposes, such as to determine if the intended destination(s) can receive the packet, and to determine appropriate transmission parameters.

Upon receiving the RTS message, the receiver performs a number of computations in order to determine the following:

- The transmission power
- The data and coding rate
- The type of modulation to use
- The number of subtones to use in the OFDM system
- Waterfilling, in order to determine the power level of each OFDM subtone
- Bit/power loading to determine the amount of information to transmit over each OFDM subtone.
In order for the receiver to determine these parameters, the receiver needs to know the correct channel state information. This information can either be determined by transmitting a small probe signal just prior to the RTS, or by having a specific field within the RTS that contains the probe signal. This probe signal or field is then used to calculate the channel impulse response.

The probe signal used, can be made to spread over a very wide band, but for a short time. This will allow the receiver to determine what subtones, or what range of subtones, that is to be used among all the subtones available within the allocated spectrum. The predefined code (by hashing) might be specified so that it can only spread over a certain limited frequency band, and the receiver will then be able determine the location of this band by using the probe signal and the state of the current subtones located within it.

For example, 802.11a defines a set of up to 14 frequency channels. While a single and unique code can be used to transmit to a particular node, we can choose between 14 different frequency bands to spread the signal over, effectively creating 14 different channels. This also means that although two nodes located in the same area might be using the same code, a collision will not occur, because they will transmit on different frequency bands.

\[ Rx_{RTS}(i,j) \]
\[
\{ \\
\quad G \leftarrow \text{Subtone Gain}(i,j) \\
\quad F \leftarrow \text{Pick Frequency Range}(G,N) \\
\quad P \leftarrow \text{Subtone Powerset}(F,G,N) \\
\quad R \leftarrow \text{Rate}(P,F,G,N) \\
\quad \text{Transmit } F, P, R \text{ in CTS to } i \\
\}
\]

\[ Rx_{RTS}(i,j) \] summarises the computation of the transmission parameters performed upon the reception of a RTS. \( N \) is the noise power subset.

Other combinations of this scheme are possible. We can, for example, if a lower data rate is needed by the transmitter, only use a portion of the wider frequency band, and let the receiver notify the transmitter of the set of subtones to use. Similarly, more subtones, possibly from several frequency bands, could be allocated if a higher data rate is needed.

The response CTS message transmitted by the receiver, is using the hash-function, \( HASH(i) \), to determine the code to use for spreading the CTS.

The receiver also includes the current size of its queue in the CTS, for the given priority, if multiple queues are being used.
8.5 Diversity forwarding

As has been described in the previous two chapters, we will also support diversity forwarding.

When a transmitter has determined two or more receiver that it wishes to evaluate as candidates for forwarding the packet, it transmits the RTS packet to them using a common, well known RTS code that all nodes uses to try to decode a packet, see \textit{Packet\_To\_TX}(i,j,k).

\textbf{Packet\_To\_TX (i,j,k)}

\begin{verbatim}
\{ 
  F ← f_0;
  if Check\_Diversity\_Code (i,j,k)
    Perform Carrier Sense on: F, j.TxCode(j,k)
    Transmit RTS to j,k on: F, j.TxCode(j,k)
  else
    Perform Carrier Sense on: F, 0.TxCode
    Transmit RTS to j,k on: F, 0.TxCode
    F_1, P_1, R_1 ← Receive CTS(j)
    F_2, P_2, R_2 ← Receive CTS(k)
    l, F_l, P_l, R_l ← Pick Candidate(F_1,2, P_1,2, R_1,2)
    Transmit DATA on: F_l, l.TxCode, using P_l and R_l
\}
\end{verbatim}

When a node receives a RTS message where its address is specified in one of the destination fields, it will use another hash-function to determine a group code. This group code will take as input parameters the addresses specified in the RTS messages. All nodes targeted by the RTS will then listen to and use this code for a certain specified time period when decoding packets. Within this specified time, whenever a source node transmits a diversity RTS message, this group code will be used to spread the RTS signal.

After this specified time period, the group code will be inactivated, and the common code will again be used to transmit the initial RTS message.

In the same manner as when data packets are being transmitted, before a RTS packet is transmitted, a check is made to determine if there is a collision risk when using the defined code. This is performed in \textit{Check\_Diversity\_Code}(i,j,k). Here, the diversity spreading code is first calculated. The set of diversity spreading codes currently used by a node is denoted $T$ and the set of codes used for the actual data transmissions is as earlier denoted $R$. Then a check is performed to determine whether that code is already used as either a diversity code or as a normal data code. If it is, a CSMA carrier sensing scheme using that code is used prior to transmitting the RTS. The first time this lookup is performed, neither of the receiving candidates are listening to the specified group, as they are not yet aware of this setup. The
8.6 Near-far effect and acknowledgments

Check Diversity Code (i,j,k)
{
    h = Hash (i ⊕ j ⊕ k);
    code = h mod |Cpn|;
    j.TxCode(j,k) = c^{code};
    k.TxCode(j,k) = c^{code};
    if (∃j.TxCode(j, k) ∈ (T ∪ R))
        return true;
    else {
        T ←− j.TxCode(j, k)
        return false;
    }
}

common code will therefore be used when transmitting the first RTS. After this, the group code will be included in the T set, and candidate receivers will be listening to the code. As nodes cannot be aware of group codes used by other nodes, carrier sensing is always performed before transmitting a diversity RTS.

It is also possible for the receiver to, in its CTS message, indicate another data code than the one that the hash function is pointing to. It could for example indicate a longer code in order to increase the processing gain and the chance for a successful delivery, but at the price of a lower achieved data rate.

8.6 Near-far effect and acknowledgments

In cellular systems, the near-far effect is a very important problem that needs to be taken into account. The near far effect means that a mobile terminal very close to a base station, might be drowned by noise caused by the base station while it is communicating with a mobile terminal much further away. This problem is solved by different optimized power control algorithms and decreasing the actual geographical cell size if needed.

In ad hoc or mesh network, this problem is much more difficult to solve because power control is not centralized. One solution that eases this problem are to use acknowledgments, where each data packet is acknowledged separately. If the packet fails to be delivered at the receiver, the packet is retransmitted by the transmitter. This increases the end to end delay but increases the packet delivery ratio.

In this protocol, if the receiver determines that an acknowledgment might be useful, it indicates this with an 'ack' flag in the CTS message.

The receiver monitors the noise level both when the RTS message is received, and after a data packet is received. It then uses these values to calculate a noise-jitter that is then used to either determine whether an ACK should be transmitted,
or if the power of the transmitter should be increased accordingly. A problem with increasing the power level is of course, that the average power level increases, as other nodes might need to increases its power level, in turn affecting other nodes to turn up its power level and so on. This is something that therefore should be used carefully. Using an ACK is a safer option unless some coordination is used.

In this protocol, the near-far effect is also mitigated through the dynamic allocation of frequency bands. This means that a receiver that experiences cross-code interference from a nearby transmitter, might be allocated a different frequency band with less interference and noise.

8.7 The number of codes

An important question is how many codes we need to use in order to minimize the probability for a code collisions. We know that when we check for a code collision, we search within our 3-hop neighborhood. Many papers that model the connectivity of ad hoc network, including [11], model the number of nodes in a specific area with a Poisson process:

\[
P(n \text{ nodes in } A) = \frac{(\rho A)^n}{n!} e^{-\rho A}
\]  

where \( P \) is probability of finding \( n \) nodes in area \( A \) with density of \( \rho \) nodes per \( m^2 \).

\[
E(\rho, r) = \rho \pi r^2
\]  

The number of neighbors a node has is a nice metric that tell you about the density of the network. The \( \rho \) density is defined as \( \rho = \frac{n}{A} \), which depends on
the size of the network. But we can also express the density of the network as dependent upon the number of neighbors:

$$\rho = \frac{E}{\pi r^2}$$  \hspace{1cm} (8.3)

This means we can now express the probability, $P$, of finding $n$ nodes within a nodes 1-hop neighborhood, $A = \pi r^2$, dependent upon the number of neighbors, $E$.

$$P(n, E) = \left(\frac{E \pi r^2}{n!}\right)^n e^{-\frac{E \pi r^2}{n!}} = \frac{E^n}{n!} e^{-E}$$  \hspace{1cm} (8.4)

We are now ready for expressing the probability of having a code collision. If we have $c$ codes available, the probability of a code collision is the same having as at least $c$ nodes in our 3-hop neighborhood:

$$P_{\text{codes}}(c, E) = 1 - \sum_{n=0}^{c-1} \left(\frac{(9E)^n}{n!} e^{-9E}\right)$$  \hspace{1cm} (8.5)

For larger $c$ and $E$, our used Poisson distribution becomes a normal distribution. So, for large $c$ and $E$ we get:

$$P_{\text{codes}}(c, E) = 1 - \sum_{n=0}^{c-1} \left(\frac{1}{\sqrt{2\pi 9E}} e^{-\left(\frac{(n-\sqrt{9E})^2}{2\cdot 9E}\right)}\right)$$  \hspace{1cm} (8.6)

Fig. 8.3: Probability for code collision

As we can see fig 8.3, when the number of codes is less than 9 times the number of neighbors, the probability for a collision is one. This means that there will
always be more nodes in the 3-hop neighborhood, than there will be codes. As the number codes increases above 10 times the number of neighbors, we will always have enough codes.

### 8.8 Simulations

The Qualnet simulator [12] has been used to evaluate the proposed MAC protocol. Qualnet is a popular commercial event driven and scalable network simulator.

In the simulations, the diversity solution is not tested, and a simpler version of the protocol is used where RTS messages are broadcasted using the common code, after performing a carrier sense. The result of this is that RTS messages can collide, which is also the case for 802.11g DCF, which is used as a comparison. The protocol is also compared against 802.11g DCF without the use of RTS/CTS messages. Since we will have hidden terminals in these situations, this is something that is interesting to compare with.

![Diagram of 5 simulated scenarios](image)

5 different setups as illustrated in figure 8.4 have been simulated. They represent the cases where the middle flow (or lower flow) is competing with either 1 other transmitter, 1 other receiver, 2 other receivers, 2 other transmitter or 1 transmitter and 1 receiver. The distance between each transmitter is 250 meters, and the transmission channel experience Ricean Fading with $k=1$ with a simulated velocity of 1.5 m/s.

### 8.8.1 Simulation Results

The simulation results we will first have a look at is the delivery ratio for the 5 scenarios, shown in figure 8.5. We can see here that curves for CDMA-OFDM looks exactly the same for all the 5 simulated scenarios. This means that the expected performance doesn’t depend on the presence of other parallel transmitters.
Fig. 8.5: Delivery Ratio for the 5 simulated scenarios
and receivers. We can see that the protocol delivers more or less all packets up to a certain point, where packets start to drop. This threshold is the capacity of the transmission channel for this particular setup. This can be seen in figure 8.6 that show the throughput. Here we see that the throughput levels off at around 5.5 Mbps for the 5 cases.

Fig. 8.6: Throughput for the 5 simulated scenarios

802.11 achieves the highest delivery ratio in scenario 2 and 4, where the ratio is around 100% up to, and through the CDMA-OFDM threshold. This is achieved when no RTS/CTS messages are sent prior to the data transmission. The reason for this is because in scenario 2 and scenario 4, the transmitter can sense other transmitters. In this case, the CSMA/CA carrier sensing functionality of 802.11 therefore works as it is supposed to. In scenario 1, for example, we have a hid-
den node and here we get higher delivery with RTS/CTS (fig 8.5(a)) and higher throughput (fig 8.6(a)). For scenario 3, 802.11 get a higher delivery and throughput without RTS/CTS because two of the transmitters can sense each other, even though they are outside each others’ transmission zones.

![Fig. 8.7: Delay for the 5 simulated scenarios](image)

When we look at the delay figures 8.7, we can see the curves for 802.11 jumping up and down a lot. What we actually see is the random access and the contention that occurs between nodes. CDMA-OFDM has the same low delay regardless of the traffic load, until the capacity thresholds is reached. Here we might have some contention among the RTS/CTS messages, but as data traffic is not transmitted on the same channel, this is not a problem. 802.11 devices on the other hand,
really fights among themselves to get access to the channel.

Figure 8.8 show the Max-Min fairness among the different flows. The Max-Min fairness is defined as the ratio between the lowest throughput and highest throughput among the flows. CDMA-OFDM illustrates very high fairness in the first two scenarios (fig 8.8(a) and 8.8(b)). When there are more flows, the fairness is still very high until traffic becomes very high, and above the capacity threshold. 802.11 with RTS/CTS has really bad fairness in scenario 2 and 4 (fig 8.8(b) and 8.8(d)). This is interesting, because these are cases when RTS/CTS are not really needed as carrier sensing works fine, as discussed above. On the other hand, fairness is not good in any of the cases. The conclusion have to be that with the
way 802.11 uses RTS/CTS messages, the flow allocation among flows is unfair and somewhat random.

8.9 Conclusion

A MAC protocol has been presented that uses CDMA and OFDMA to allocate channels to transmitting nodes. With this protocol, maximum flexibility in channel allocation can be achieved in both the frequency domain, and the code domain. A simple algorithm maps an address used by a node to a specific code it then uses for receiving packets. The code can be used in a specific frequency range that can be determined dynamically on a packet per packet level. The protocol enables channel estimation through the exchange of RTS and CTS messages that enables an OFDM transmitter to do power allocation on a per packet basis. The algorithm can detect the possibility of a code collision among neighboring nodes, and react to this by either using carrier sensing, dynamic frequency assignment, acknowledgements or a combination of these. The protocol also enables diversity forwarding where multiple nodes can be addressed with a group code that is created from a simple hash function. Simulations of the protocol show that it achieves good reliability, high throughput and fairness.
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9. CHAPTER IX

Summary and Conclusions

9.1 Performance Analysis of Traffic Load and Node Density in Ad hoc Networks - Chapter II

With the increasing popularity of mobile and wireless networking, it is important to understand how networks such as ad hoc networks behave in different situations so that they can be tuned to achieve optimum performance. A key component for achieving this is the connectivity of the network that can be estimated through the transmission power. For wireless transmission, a tradeoff exists between increasing the number of neighbors, and thus the connectivity, and decreasing the effective bandwidth available to individual network nodes.

It is desirable to increase the node density and transmission power in order to achieve high delivery of data packets to their destinations. However, while the optimum connectivity level of a network depend upon the mobility of the nodes, it also depends upon the traffic load on the network. In sparser networks it is possible to achieve high delivery rates up to a certain point, after where it starts to decline. When the transmission power of the individual nodes is increased, the delivery rate will also increase in a rate that is dependent upon the traffic load in the network. For lower traffic loads the increase in delivery is quite fast. As the traffic gets higher, the rate of this increase becomes slower. Although denser networks can generally achieve a higher delivery ratio, the cost will also be higher as more collisions occur which consume more power and channel bandwidth.

The conclusion we can draw from this work is that when the behavior, capacity and performance of a wireless ad hoc network is to be determined, the amount of traffic expected in the network, the expected mobility of nodes, the routing protocol as well as the node density needs to be taken into account. These results can be used as an aid when planning future simulations or deployments, and to get a rough overview of what capacity region the system is expected to operate within.

9.2 Internet Connectivity for Mobile Ad hoc Networks - - Chapter III

With the continued growth of interest in ad hoc networks, it is inevitable that some of them will at least occasionally encounter nearby potential points of attachment to different type of networks, including the global Internet. With today’s wireless hot spot and mobile internet technologies, wireless access will be become very
familiar in our everyday life and enable Internet access from many locations within urban areas. Most hot spots support IP addressable devices and should be enhanced to enable the construction of a wireless ad hoc network. The point at which and attachment to the global Internet is to be made is called the Internet Gateway.

Some of the problems encountered while attempting to connect nodes in an ad hoc network to the Internet with mobility support in IPv6 networks are:

- site-local address acquisition and Duplicate Address Detection;
- acquiring a routing prefix from an Internet Gateway;
- establishing a default route and a host route toward the gateway;
- formulating a globally unique and topologically correct IPv6 address using the acquired routing prefix;
- soliciting gateway information whenever needed;
- when it is unknown whether a destination is present in the ad hoc network, determining whether to acquire a host route or using the default router;
- using the globally unique IPv6 address with Mobile IPv6;
- modifying the IPv6 ICMPv6 Router Solicitation and Advertisement messages to work across multihop networks;
- extending the route discovery mechanisms for on demand routing protocols to enable gateway discovery.

It is proposed that a manet node with a need for global communication contacts an Internet Gateway by either sending a modified Router Solicitation, called Gateway Solicitation, or relying on routing protocol route discovery functions. When the gateway receives one of these messages, it unicasts a response back to the requesting node, specifying its globally routable prefix and IPv6 address. The node then uses this information to configure an address that is globally reachable throughout the Internet. With Mobile IPv6, the mobile node can use this address as its care-of address and make a Binding Update to its Home Agent.

When sending packets to the Internet, the node can either use a routing header specifying the Internet Gateway as the first destination and rely on ordinary ad hoc routing to route the packet to the gateway, or send the packets through the default route, relying on intermediate nodes to forward the packet toward the destination.

This chapter may help future deployers of multi hop access technologies to better understand the constraints on the network layer, especially when IPv6 is being used.
9.3 Routing in Hybrid Ad hoc Networks using Service Points - Chapter IV

Table-driven or proactive protocols can become expensive in terms of control overhead, because each node in the network must maintain routing information for every other node, although the node only occasionally handles traffic destined for some of the nodes. To address the scaling problem of table-driven routing, on-demand routing protocols have been proposed for ad hoc networks. Nodes running such protocols set up and maintain routes to destinations only if they are active recipients of data packets. However, when routing information between only a few sources and destinations is constantly being maintained on-demand, possibly because the destination is a service point, it might be more attractive to use the proactive approach for these nodes, while on-demand routing is used between less accessed nodes.

In many practical scenarios, certain nodes provide special services that are being requested throughout the network. For example, when ad hoc networks are wireless extensions of the Internet, these nodes may act as DNS servers, Internet Access points, web proxies or AAA servers. Services can also be local, for example locally stored data or database information. These nodes that host special services have a higher likelihood of communicating with the rest of the network, and are called netmarks.

A new routing scheme is proposed, Netmark Overlay Routing Protocol (NORP). NORP proactively maintains routes to special service providing nodes in the network. These nodes are called netmarks. This is achieved through an extensive neighbor protocol that creates a bidirectional routing tree with the root attached to the netmark. In addition, NORP reactively searches for nodes by querying the different netmarks about the location of a destination node. Data packets are then routed using landmark routing towards the netmark closest to the destination node. As the data packet comes closer to the destination netmark, it will eventually arrive at a node within the routing tree of destination’s netmark, where it will be routed to the final destination.

Simulations show that NORP achieves very high delivery rates in dense networks and under high traffic loads. They also show that NORP performs excellent under mobile conditions and has good scalability properties. In conclusion, NORP is a service providing routing protocol that scales well with the size of the network.

9.4 Micro Mobility and Internet Access Performance in Ad hoc Networks - Chapter V

In ad hoc networks, an infrastructure is not needed for the network to successfully operate, but an ad hoc network can enable the coverage area of access networks to be extended and deal with situations where it is either not possible or too expensive to deploy cell-based mobile network infrastructures.
A problem with IP is that it was never designed to support mobility management. One of the most widely known Mobility solutions for IP networks is the IP Mobility Support protocol, Mobile IP. With Mobile-IP, nodes are able to communicate independently of their current point of attachment to the Internet.

A solution has been presented, and evaluated for TCP connections, that enable mobile nodes in an ad hoc network to have internet connectivity. Here, the ad hoc networks are regarded as subnets of the Internet, that creates an integrated environment that supports both macro and micro IP mobility. This solution relies on the AODV or OLSR routing protocols for establishing multihop paths between a mobile node and a base station. For micro mobility, the solution is based on HAWAII, a domain based micro mobility scheme.

Evaluations of the TCP transport layer performance of the solution indicate that a fairly high throughput can be achieved, even during very high mobility speeds. However, the characteristics of the wireless environment itself, as well as inefficiencies of the 802.11 MAC layer protocol, lowers the performance when the number of hops increases. By using a less aggressive version of TCP such as Vegas, or lowering the maximum window size, the throughput can be somewhat increased as well stabilized.

TCP Vegas produces connections with lower delays due both to its ability to avoid congestion and overflow as well as it being more resilient to random packet loss.

Simulations also show that the main factor of concern to the throughput of TCP connections are link breaks, rather than flavour and window behaviour.

If the mobility rate is low, OLSR is to be the preferred routing protocol as it achieves a higher throughput and lower delay for most of the TCP flavours. For higher mobility speeds, AODV would be the better choice.

The problem with unfairness needs to be considered when multiple TCP flows are to be supported.

For future deployments of micro mobility ad hoc networks, I would recommend the use of a slightly modified version of TCP Vegas on the transport layer. TCP Vegas is much more resilient to random packet loss, which is a common and well known problem for wireless networks. TCP Vegas also has more efficient congestion control than TCP Reno and Tahoe. A problem with TCP Vegas is a that a connection cannot cope with path changes that changes the round trip time. A minor but important modification of TCP Vegas would therefore be to dynamically and constantly adjust the lowest experienced round trip time variable. Another recommended modification is the addition of a more efficient bandwidth estimation scheme.

When choosing the routing protocol, the mobility rate, the type of mobile devices, the amount of traffic and other scenario dependent aspects should be taken into account. For battery operated devices with only sporadic traffic, a reactive protocol might be chosen. For nodes with a more permanent supply in not so mobile networks, a proactive protocol would be preferred. For other situations a hybrid protocol could be used.
The MAC protocol should be able to handle the medium access in such a way that different TCP flows are not affected by unnecessary unfairness.

9.5 Diversity forwarding in Ad hoc and Mesh Networks - Chapter VI

In multi path routing, multiple paths between a source and a destination is setup in order to easily switch to a new path if the old path breaks. This will also enable the possibility for load balancing between different routes, and to distribute the load in the network. A special type of multi path routing is non-disjoint multi path routing. In this type of routing, every source and intermediate node on the path towards the destination has one or more next hop candidate nodes.

By having a non-disjoint routing scheme we can let each forwarding node make a forwarding decision based on the best current channel conditions. If the signal strength on a link to one next hop neighbor is in a current bad state due to fading, it may be possible to choose another next hop, that is currently in a better fading situation. This is commonly called diversity forwarding.

A cross layer solution is presented that defines and specifies a MAC and a routing protocol that interact in order to create efficient diversity forwarding.

The routing protocol (ODMLS) is semi reactive and operates by setting up routes on demand, but maintains a link state database that is continuously updated by using a promiscuous mode operation, like the promiscuous mode specified in 802.11, and listening to other data and control traffic.

The routing protocol setup multiple non-disjoint paths between a source and destination and presents the MAC layer with a set of candidate next hop forwarding nodes. The MAC protocol evaluates the candidates presented by the routing protocol, and performs power, rate and interference control in addition to implementing the diversity forwarding capabilities. The MAC protocol also has the ability to dynamically schedule neighboring parallel transmissions, as long as they don’t interfere with each other.

Both protocols are involved in the process of routing a packet, but they operate on different timescales and on different horizons. The routing protocol operates on information that is provided by the link state database, which is averaged and filtered over time. The MAC protocol operates on a shorter timescale and tries to determine the status and condition of a link with a ms resolution. The routing process is truly cross layer, and the final routing decision is made by using the routing table in combination with fast link evaluation. This faster link evaluation is what enables it to adapt to bad fading situations.

Simulations show that the end to end delay can be significantly reduced, and indicates that significant performance gains may be achieved.
9.6 Urban Mesh and Ad hoc Mesh Access Networks - Chapter VII

This chapter focuses on both ad hoc and mesh networks, and on a combination of the two. It is investigated how well these types of networks can be expected to operate in a typical city environment, and a type of suburban environment. The simulations is performed on ad hoc/mesh networks in an urban setting, that takes into account fading and the propagation effect of the walls of different buildings, in combination with different well known routing, MAC and physical layer protocols.

These results are compared against a diversity forwarding solution, that includes a diversity MAC and routing protocols.

The MAC protocol is similar to the lite MAC protocol in Chapter VI, with the additional capability of dynamically selecting a channel.

The routing protocol is a form of proactive link state protocol. The link information is broadcasted to one hop neighbors, where a fisheye scope is used to determine which links that are to included in the update.

User nodes use a registration application to register with Mesh access Points, MPs in order to gain access to the mesh network. This allow user nodes to use the mesh network as an access network to external services, as well as a transportation network when they are communicating with nodes inside the network. The registration application allow user nodes that is not running a diversity routing protocol to use diversity forwarding on the MAC layer towards its current MP.

The methodology has been simulated in an urban and a suburban city environment for voice related traffic.

Four different type of networks have been considered. The first is a pure ad hoc network where user nodes are moving along the streets of the city, and communicating with other user nodes. The second is the same as the first, but here some of the nodes are not user nodes, but fixed nodes placed strategically in intersections. In the third type the fixed nodes are equipped with dual radio interfaces and is called MPs as they establish the mesh infrastructure. User nodes run the registration application and registers with and send their data traffic to the MPs. The fourth type is the same as the third, but the number of MPs are much fewer and user nodes need to use multi hop routing to reach the MPs.

Simulations show that the new protocols deliver packets with a significantly lower delay, although at the price of a somewhat lower delivery ratio.

By operating the MPs in ad hoc mode, we enable more flexibility and functionality to be defined in the software of both the user nodes and the mesh nodes. The simulations show that the urban environment has significantly lower performance than a suburban environment. We also see that for a suburban environment it is better to use a mesh type of network, while in urban environments, an ad hoc type of network is beneficial. What type of network to choose in the different environments, depends on what protocols we are using.
9.7 Hybrid multi channel CDMA/OFDMA and diversity forwarding - Chapter VIII

This chapter presents a MAC protocol that uses CDMA and OFDMA to allocate channels to transmitting nodes.

The presented method uses a pool of predefined and orthogonal CDMA-codes. The system also uses a predefined hash function, that maps a specific node address, or node address pair, to a specific CDMA-code. This means that the address used to identify a specific node, or the addresses used to identify a link, directly maps to a specific code. When a node has data that it wishes to transmit to another nearby node, it uses the hash function to determine a code that will be used to encode and spread the data signal.

The algorithm can detect the possibility of a code collision among neighboring nodes by using topology information, and react to this by either using carrier sensing, dynamic frequency or time slot assignment, acknowledgements, or a combination of these.

With this protocol, maximum flexibility in channel allocation can be achieved in both the frequency domain, and the code domain. The code can be used in a specific frequency range that can be determined dynamically on a packet per packet level. The protocol enables channel estimation through the exchange of RTS and CTS messages that enables an OFDM transmitter to do power allocation on a per packet basis.

Before any data is transmitted, an RTS message is transmitted. The RTS has several purposes, such as to determine if the intended destination(s) can receive the packet, and to determine appropriate transmission parameters so that fast OFDM link adaptation can be performed.

Upon receiving the RTS message, the receiver performs a number of computations in order to determine the following:

- The transmission power
- The data and coding rate
- The type of modulation to use
- The number of subtones to use in the OFDM system
- Waterfilling, in order to determine the power level of each OFDM subtone
- Bit/power loading to determine the amount of information to transmit over each OFDM subtone.

The protocol also enables diversity forwarding where multiple nodes can be addressed with a group code that is created from a simple hash function.

Simulations of the protocol show that it achieves good reliability, high throughput and fairness.
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