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Abstract

Tin whiskers are hair-like single crystals that spontaneously grow from tin-coated surfaces. Whiskers are commonly found in electronic components, where tin coatings are used in, e.g., soldering applications, and to protect components from corrosion. Whiskers are known to cause short-circuits leading to failure of electronic components. The exact mechanisms responsible for whisker formation and growth are not fully understood. It is, however, believed that whiskers grow as a way to relax stress in the tin coating and that compressive stress gradients drive the growth. The stress in the coating is mainly caused by the formation and growth of the intermetallic compound Cu$_6$Sn$_5$ in the interface region between the copper substrate and the tin layer.

This thesis presents numerical simulations and experimental investigations related to the growth and formation of tin whiskers on tin coated copper substrates. The aim of the experimental work has been to verify the existence of a compressive stress gradient and to characterise the microstructure around tin whiskers in 2D as well as 3D. This was realised using different x-ray diffraction methods, namely scanning Laue microdiffraction, differential aperture x-ray microscopy (DAXM), and scanning 3D x-ray diffraction (3DXRD). Laue microdiffraction was used to study the evolution of the microstructure around two whiskers over a period ranging from 4 to 21 months of ageing. The hydrostatic stress field in the tin coating was estimated by assuming plane stress conditions. It was found that the stress field was highly inhomogeneous. It was possible to identify ridges of high compressive stress leading to the whisker. These ridges, which have not been observed previously, are potentially driving diffusion of tin from specific regions of the coating towards the root of the whisker.

DAXM and 3DXRD were used to study the microstructure around a whisker in three dimensions. Using DAXM, through-depth variations of the deviatoric strain field were measured for the first time. Deep in the coating, where the Cu$_6$Sn$_5$ is present, the deviatoric strain was high. This indicates that the growth of the intermetallic phase causes plastic deformation of the tin coating. A novel scanning 3DXRD tomography technique was used to map out intragranular variations in the unit cell parameters and the grain orientations with sub-micrometre resolution. A short (4 $\mu$m) radial gradient in hydrostatic stress was observed around the root of the whisker. This gradient together with long-range diffusion from specific regions could provide the driving force for whisker growth. From the 3DXRD data, it was also possible to determine the location of Cu$_6$Sn$_5$ in the sample. A large grain of Cu$_6$Sn$_5$ was found right below the whisker which seems to have caused distortion of the nearby tin grains. We also studied the evolution of the microstructure during heat treatment. The heat treatment encouraged the formation of the intermetallic phase and also led to coarsening of the tin grains.

The numerical simulations in this thesis are based on a multiphase field model. This model is one of few phase field models existing that includes diffusion as well as elastic and plastic deformation. The model was used to study the growth of Cu$_6$Sn$_5$ during room temperature ageing, specifically the effect of the curvature of the intermetallic layer on the stress and plastic deformation of the tin coating was investigated. It was found that a high curvature led to localisation of plastic deformation in the region above the highly curved grain.
Sammanfattning


Mikroskopbild av en tennwhisker som växer från ett kopparsubstrat belagt med ett tunt lager av tenn.

där koppar och tenn tillsammans bildar fasen Cu₆Sn₅.

En numerisk modell för att simulera tillväxten av Cu₆Sn₅ har utvecklats, modellen inkluderar såväl kemiska som mekaniska drivkrafter för tillväxt av Cu₆Sn₅. Den framtagna modellen är en av få fasfältsmodeller som inkluderar diffusion tillsammans med elastisk och plastisk deformation. Resultaten från simuleringarna visar att tillväxten av Cu₆Sn₅ leder till plastisk deformation av tennkornen, nivån och distributionen av plasticitet påverkas av kurvaturen på Cu₆Sn₅-kornen.
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Introduction

Coatings of tin (Sn) are often used to protect electronic components from corrosion. Due to the low melting point of 232 °C, tin is also commonly used in solders, both in its pure form and alloyed with, e.g., copper, silver, or lead. In 2006 the European Union enacted the Restriction of Hazardous Substances (RoHS) act which restricted the use of lead in consumer electronics due to its toxicity ([European Parliament, 2003]). More recently, similar legislation was introduced in other countries such as China, Japan, South Korea and the United States ([Cheng et al., 2017]). Banning lead caused a renewed interest in the old problem of tin whiskers. Whiskers growing on electronic components can cause electrical short circuits by bridging the gap between two adjacent parts of an electrical component. The maximum current a whisker can carry is at least 32 mA ([Dunn, 1976]), which is enough to cause permanent short circuits in some cases. Short circuits by whiskers growing in a vacuum, e.g., in space applications, can cause the whisker to form a plasma that can carry hundreds of amperes of current ([Brusse et al., 2002]). Such events have caused failure of several commercial satellites. In addition to the satellites already mentioned, whisker-related failures in for example nuclear power plants, pacemakers, and missiles have been reported ([NASA, 2009]).

Tin whiskers are hairlike grains that grow spontaneously from tin coated surfaces. Whiskers are usually found growing from thin films deposited on a substrate material, such as a protective tin coating deposited on a copper electronic component. Typically whiskers are up to a few micrometers wide ([Oudat et al., 2018]) and 10 to 80 µm long ([Fang et al., 2006]). In exceptional cases, whiskers can grow to lengths of several millimetres. Figure 1 shows scanning electron microscope (SEM) images of two whiskers growing from tin coatings deposited on copper substrates. The two whiskers show very different growth morphologies; one is almost entirely straight with only a slight curvature near the top, the other one has several sharp kinks. The kinks are caused either by a change in how the material is supplied to the whisker root or by rotation and migration of grain boundaries at the base of the whisker ([Susan et al., 2013]). Whiskers can also form as low aspect ratio surface eruptions, so-called hillocks. Whiskers are formed instead of hillocks when the grain boundaries in the tin coating are pinned, e.g. by grain boundary precipitates of intermetallic compounds (IMC), thus hindering lateral growth of the grain ([Boettinger et al., 2004]).

The primary source of stresses in tin coatings on copper substrates is the growth of the intermetallic compound Cu$_6$Sn$_5$ that takes place in the interface between the coating and the substrate, as well as in grain boundaries within the coating. The IMC will continue to grow over a long period of time and will therefore continuously regenerate stresses in the coating. Externally applied stresses can also lead to whisker growth, these sources of stress are in general not regenerative and therefore not as critical as the IMC formation. It is believed that the stress gradient from the compressed region close to the IMC to the stress-free whisker drives diffusion of Sn atoms towards the whisker root ([Sobiech et al., 2009]), making it grow by addition of material at its base ([Koonce and Arnold, 1953]).

The first observation of tin whiskers was reported in 1951 ([Compton et al., 1951]). Before that, during the Second World War, cadmium plated capacitors in military equipment was short-circuiting


due to whisker growth (Galyon, 2005; Cobb, 1946). Other metals – such as zinc (Lindborg, 1975), silver (Ohachi and Taniguchi, 1974), and gold (Teverovsky, 2003) – can also grow whiskers. Relatively soon after the first observation of tin whiskers, it was found that alloying tin with lead significantly decreases the risk of whiskers (Pitt and Henning, 1964; Galyon, 2005). For the reason mentioned above, using tin-lead alloys instead of pure tin is no longer a viable solution to the problem of tin whiskers. Further research on when, where, and why tin whiskers form and how to prevent them is therefore much needed. The need for an increased understanding of the mechanisms responsible for whisker growth is also spurred by the current trend of miniaturisation, i.e. making electronic components increasingly smaller. This can potentially lead to significant problems even with short whiskers.

The experimental part of the work presented in this thesis is primarily aimed at characterisation of the stress/strain field around a tin whisker in 3D using x-ray diffraction techniques. In addition, the evolution of the stress field during long-term ageing of a whisker was characterised. By scanning a large area around the whisker, the very early stages of growth of a different whisker was also captured. The modelling endeavour aims at developing a model for the growth of Cu₆Sn₅ including all of the relevant physics leading to whisker formation.

2 The crystal structure of tin

Atoms in metals are arranged in a periodic structure called a crystal lattice, the smallest repeating unit in the crystal lattice is called the unit cell. The behaviour of crystalline materials is, to a large extent, determined by how the atoms in the material are arranged. Depending on temperature tin can exist in two different forms, with different atomic arrangements. At temperatures below 13.2 °C,
Table 1: Lattice parameters for $\beta$-tin (Deshpande and Sirdeshmukh, 1961).

<table>
<thead>
<tr>
<th>Lengths (Å)</th>
<th>Angles (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$b$</td>
</tr>
<tr>
<td>5.8318</td>
<td>5.8318</td>
</tr>
</tbody>
</table>

Figure 2: Illustration of the body-centred tetragonal unit cell of tin. The red spheres represent atoms. The green lines show the bonds between atoms. $\alpha_i$ denotes the lattice vectors describing the size and orientation of the unit cell. The Miller indices $[1\ 0\ 0]$ and $[1\ 1\ 0]$ indicate the main orientation of the studied tin coatings.

the so-called $\alpha$-tin, or grey tin, is stable. In this phase, the unit cell is cubic. The $\alpha$ phase have inferior structural properties; tin components transforming to $\alpha$-tin, due to a decrease in temperature, readily crumbles into a powder – this phenomenon is known as tin pest (Cornelius et al., 2017).

At temperatures higher than 13.2 °C, $\beta$-tin, or white tin, is the stable phase. In the remainder of this thesis, the word tin is referring to $\beta$-tin. An illustration of the unit cell of $\beta$-tin is shown in Figure 2. This type of unit cell is called body-centred tetragonal (BCT) and is characterised by the fact that one of the crystal axes has a different length than the other two. The orientation and size of the unit cell can be described by three lattice vectors $\mathbf{a}_1$, $\mathbf{a}_2$, and $\mathbf{a}_3$. The lengths of, and angles between, these vectors are called the lattice parameters of the material and are denoted [$a, b, c, \alpha, \beta, \gamma$]. The lattice parameters for $\beta$-tin are given in Table 1. Directions, and planes, within the unit cell can be described using Miller indices, $[h\ k\ l]$, such that $[1\ 0\ 0]$, $[0\ 1\ 0]$, and $[0\ 0\ 1]$ lies along the vectors $\mathbf{a}_1$, $\mathbf{a}_2$, and $\mathbf{a}_3$, respectively. In addition to the eight corner atoms and one centre atom typical of BCT unit cells, tin has four extra atoms located at the $\langle 2\ 0\ 4 \rangle$ positions (Yang and Li, 2006). The low symmetry of this unit cell makes the material properties highly anisotropic. As an example, the coefficient of thermal expansion in the $c$-direction is twice as large as in the $a$- and $b$-directions (Subramanian and Lee, 2006).

Plastic deformation of crystals occurs on specific slip systems with the unit cell. Each slip system is characterised by a slip plane and a slip direction. For the BCT unit cell, there are 32 slip systems,
Table 2: Slip systems for β-tin (Fujiwara and Hirokawa, 1987; Zhou et al., 2009).

<table>
<thead>
<tr>
<th>Slip plane</th>
<th>Slip direction</th>
<th>Number of slip systems in family</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1 0 0}</td>
<td>\langle 0 0 1 \rangle</td>
<td>2</td>
</tr>
<tr>
<td>{1 1 0}</td>
<td>\langle 0 0 1 \rangle</td>
<td>2</td>
</tr>
<tr>
<td>{1 0 0}</td>
<td>\langle 0 1 0 \rangle</td>
<td>2</td>
</tr>
<tr>
<td>{1 1 0}</td>
<td>\langle 1 \bar{1} 1 \rangle</td>
<td>4</td>
</tr>
<tr>
<td>{1 1 0}</td>
<td>\langle 1 \bar{1} 0 \rangle</td>
<td>2</td>
</tr>
<tr>
<td>{1 0 0}</td>
<td>\langle 0 1 1 \rangle</td>
<td>4</td>
</tr>
<tr>
<td>{0 0 1}</td>
<td>\langle 0 1 0 \rangle</td>
<td>2</td>
</tr>
<tr>
<td>{0 0 1}</td>
<td>\langle 1 1 0 \rangle</td>
<td>2</td>
</tr>
<tr>
<td>{0 1 1}</td>
<td>\langle 0 \bar{1} 1 \rangle</td>
<td>4</td>
</tr>
<tr>
<td>{2 1 1}</td>
<td>\langle 0 \bar{1} 1 \rangle</td>
<td>8</td>
</tr>
</tbody>
</table>

which can be divided into 10 families of symmetrically equivalent slip systems. The slip planes and slip directions for these families are given in Table 2. These slip systems are a key component in the crystal plasticity model outlined in Section 3.2.

3 Modelling of intermetallic compounds in the Cu—Sn system

Phase field modelling is one of the most potent tools in computational materials science. It can be used to simulate the microstructural evolution during a wide range of processes and for a wide variety of materials. Some examples of processes modelled using phase field models include solidification (Boettinger et al., 2002), dendritic growth (Karma and Rappel, 1998), recrystallisation (Takaki et al., 2009), and martensitic phase transformation (Artemev et al., 2001).

This section outlines a phase field model which has been used in Paper A to simulate the growth of the intermetallic compound Cu₆Sn₅ during room temperature ageing. An improved model based on crystal plasticity is also presented, together with some preliminary results.

3.1 Multiphase field modelling

Multiphase field models rely on the representation of a polycrystalline microstructure by a set of non-conserved order parameters which all are continuous functions of space, \( \mathbf{X} \), and time, \( t \):

\[
\phi = (\phi_1(\mathbf{X}, t), \phi_2(\mathbf{X}, t), \ldots, \phi_n(\mathbf{X}, t))
\]  

(1)

In the simplest models each of the order parameters represent one grain in the microstructure. Within the bulk of grain \( k \), the order parameters take the values

\[
\phi_i = \begin{cases} 
1, & \text{if } i = k \\
0, & \text{if } i \neq k
\end{cases}
\]  

(2)
Consequently, grain boundaries are taken as the regions where two or more order parameters vary smoothly between 0 and 1. This variation occurs over some distance, $\delta$, creating a diffuse interface region. An illustration of how a polycrystalline microstructure can be represented by order parameters is shown in Figure 3. The five grains along the thick black line in the top figure are represented by five order parameters as shown in the bottom figure.

One consequence of the diffuse interfaces is that the position of an interface is implicitly given by a contour of constant values of the order parameter fields (e.g., the grain boundary between grain $i$ and grain $j$ can be taken at $\phi_i = \phi_j = 0.5$). Since no special treatment of grain boundaries are needed, phase field models can be used to simulate microstructures with complex grain morphologies (Moelans et al., 2008). The price to pay for this flexibility is increased computational time and complexity of the simulation. One way to speed up multiphase field simulations is to let the same order parameter represent several grains. This can be done as long as these grains are not in contact with each other by using some form of grain tracking algorithm (Permann et al., 2016). For models containing many grains, this can reduce the computational complexity of the simulation. For simplicity, and due to the low number of grains in the simulations presented in this thesis, no grain tracking algorithm has been used.

Diffusion can be incorporated into multiphase field models in several ways. The route taken in this work follows the so-called Kim-Kim-Suzuki (KKS) model (Kim et al., 1999). In KKS models, conserved field variables $\mathbf{x} = (x_1(\mathbf{X}, t), x_2(\mathbf{X}, t), \ldots, x_n(\mathbf{X}, t))$ representing the molar fraction of a certain chemical species in each phase are used. The molar fraction fields are related to the global molar concentration field, $c$, through the conservation of mass

$$c(\mathbf{X}, t) = \sum_i^n h_i x_i(\mathbf{X}, t) V_m,$$

Figure 3: Illustration of how to describe a polycrystalline microstructure using multiple order parameters, $\phi$, and a concentration field, $c$. Figure adapted from Wikipedia contributors (2018).
where
\[ h_i = \frac{\phi_i^2}{\sum_j \phi_j^2} \]  
(4)
is an interpolation function used to determine properties of the interface regions (Moelans, 2011) and \( V^m \) is the molar volume which is assumed to be the same for all phases.

The equations governing the evolution of the concentration field and the order parameter fields can be derived in a thermodynamically consistent way using the constitutive framework presented in Ammar et al. (2009). The extension of this framework to a multiphase field setting is one of the key results of Paper A. It is shown that the evolution equations for \( c \) and \( \phi_i \) are

\[ \dot{c} = \nabla \cdot M(\phi) \nabla \frac{\partial f}{\partial c}, \]  
(5)

and

\[ \dot{\phi}_i = L(\phi) \left( \nabla \cdot \alpha \nabla \phi_i - \frac{\partial f}{\partial \phi_i} \right), \]  
(6)

respectively. The mobility terms \( M(\phi) \) and \( L(\phi) \) are functions of all order parameters. This makes it possible to have higher mobility in certain grains or phases. Additional physics can be added to the model through the free energy density \( f \). The free energy density in Paper A includes terms for chemical free energy, interface free energy, and mechanical free energy taking elasticity and plasticity into account.

The plastic deformation is modelled using an isotropic von Mises plasticity model. In this type of models, the plastic deformation is determined by the von Mises yield criterion

\[ g = \sigma^{eff} - \sigma_0^y - H \kappa(\bar{\rho}) \leq 0, \]  
(7)

where \( \sigma^{eff} \) is the von Mises stress, \( \sigma_0^y \) is the initial yield stress, \( \kappa \) is an internal variable, and \( H \) is a hardening parameter. During elastic deformation \( g < 0 \), which implies that plastic deformation cannot occur until the von Mises stress equals the initial yield stress. Upon further plastic deformation, the stress and the internal variable are determined so that \( g = 0 \). The internal variable \( \kappa(\bar{\rho}) \) is describing the amount of plastic deformation. In this model, \( \kappa \) is taken as a function of the relative density of dislocations \( \bar{\rho} \) such that

\[ \kappa = \sqrt{\bar{\rho}} - 1. \]  
(8)

In the initial stage, \( \bar{\rho} = 1 \). The evolution of the dislocation density is then assumed to follow a Kocks-Mecking law

\[ \dot{\bar{\rho}} = (d_1 \sqrt{\rho} - d_2 \rho) \dot{\lambda} \]  
(9)

where \( d_1 \) and \( d_2 \) are parameters controlling the creation and annihilation of dislocations, respectively. The plastic multiplier \( \dot{\lambda} \) in Equation (9) is determined using Equations (7) and (8) so that \( g = 0 \).

In Paper A the multiphase field model outlined above was used to study the growth of Cu₆Sn₅ during room temperature ageing. The volume change caused by the formation of the IMC is simulated by applying a transformation strain to the IMC that is forming during the simulation, this will cause stresses and plastic deformation to develop in the microstructure. One of the aspects studied was how the initial curvature of the IMC layer affects the build-up of stress in the Sn coating. In
a) Evolution of the microstructure during room temperature ageing for three different initial shapes of the Cu$_6$Sn$_5$ layer. The Sn grain is coloured by the relative dislocation density.
b) Mean biaxial stress in the Sn grain as a function of ageing time.

Figure 4: a) The evolution of the dislocation density, $\bar{\rho}$, is shown for three different curvatures of the IMC layer. A dislocation density larger than 1 indicates that plastic deformation is occurring. It is seen that plastic deformation takes place for all three curvatures, but the dislocation density is significantly higher for the case where the IMC is growing into the grain boundaries of the Sn grains (the boundary conditions of the simulation are set so that the lateral boundaries are representative of grain boundaries). Figure 4b shows the mean biaxial stress in the Sn grain as a function of ageing time. The stress becomes increasingly compressive with time until it flattens out a value of $\approx -8$ to $\approx -10$ MPa. This is in excellent agreement with the experimental data presented in Lee and Lee (1998). The trend also agrees with the data in Chason et al. (2008) and Boettinger et al. (2005) even though the level of stress is slightly different.

3.2 Crystal plasticity model

A more accurate description of the mechanical behaviour of the tin coating is obtained by the use of a crystal plasticity model. A crystal plasticity model for metallic materials with a BCT structure is briefly summarised here. The model is based on the multiplicative split of the deformation gradient into an elastic part and a plastic part

$$ F = F^e F^p_i, $$

where $F^e_i$ and $F^p_i$ denotes the elastic and the plastic deformation gradients for grain $i$, respectively. For brevity the subscript $i$ is omitted in the following description. In Equation (10) it is assumed that the total deformation gradient, $F$, is the same for all grains co-existing in the same spatial position. This assumption corresponds to the so-called Voigt-Taylor assumption (Hill, 1963). The evolution of
The plastic deformation gradient is given by

\[ \mathbf{F}^p = \left( \sum_{\alpha=1}^{n} \gamma_\alpha \mathbf{m}^\alpha \otimes \mathbf{n}^\alpha \right) \mathbf{F}^p \]  

(11)

where \( \gamma_\alpha \), \( \mathbf{m}^\alpha \), and \( \mathbf{n}^\alpha \) are the slip rate, the slip direction, and the slip plane normal of slip system \( \alpha \). The summation is performed over all 32 slip systems of the BCT crystal; these are given in Table 2. The slip rate for each slip system is calculated as

\[ \dot{\gamma}_\alpha = \gamma_0 \left| \frac{\tau^\alpha}{s^\alpha} \right| \text{sgn} (\tau^\alpha), \]  

(12)

where \( \gamma_0 \) is an initial slip rate and \( m \) is the hardening exponent. The resolved shear stress, \( \tau^\alpha \), is obtained by projecting the Mandel stress tensor \( \Sigma \) – which can be calculated from the deformation gradient and a model for elasticity – onto the slip direction, i.e.:

\[ \tau^\alpha = \mathbf{m}^\alpha \cdot \Sigma \cdot \mathbf{n}^\alpha. \]  

(13)

Here a linear relationship between the second Piola-Kirchhoff stress tensor in the intermediate configuration, \( \mathbf{S} \), and the elastic part of the Green-Lagrange strain tensor, \( \mathbf{E}^e \), is assumed i.e.,

\[ \mathbf{S} = C : \mathbf{E}^e = C : \left( \frac{1}{2} (\mathbf{F}^e)^T \mathbf{F}^e - \mathbf{I} \right), \]  

(14)

where \( C \) denotes the elasticity tensor and \( \mathbf{I} \) is the identity tensor. The Mandel stress is then given by

\[ \Sigma = \mathbf{F}^e \mathbf{F}^e \mathbf{S}. \]  

(15)

Lastly, the slip resistance is taken to evolve as

\[ \dot{s}^\alpha = \sum_{\beta} q^{\alpha\beta} h_0 \left| 1 - s^\beta_s \right|^c \frac{1 - \tau^\alpha_s}{\tau^\alpha_s} \text{sgn} \left( 1 - \frac{\tau^\alpha_s}{\tau^\alpha_{sat}} \right) \dot{\gamma}^\beta, \]  

(16)

where \( q^{\alpha\beta} \), \( h_0 \), \( c \), and \( \tau^\alpha_{sat} \) are hardening parameters.

The coupling between the plasticity and the phase field model is achieved through the free energy density, as described above. The mechanical part of the free energy density is taken as

\[ f_u = \sum_i h_i (f_i^e + f_i^p). \]  

(17)

The elastic energy is given by

\[ f_i^e = \frac{1}{2} S_i : \mathbf{E}^e_i. \]  

(18)

For the plastic energy the following form is adopted:

\[ f_i^p = \frac{1}{2} Q \sum_{\alpha} \sum_{\beta} q^{\alpha\beta} s^\alpha_i s^\beta_i, \]  

(19)
where \( Q \) is a material parameter.

To simulate nucleation of IMC, a perturbation is introduced in Equation (6) so that

\[
\dot{\phi}_{\text{IMC}} = L(\phi) \left( \nabla \cdot \alpha \nabla \phi_i - \frac{\partial f}{\partial \phi_{\text{IMC}}} \right) + \zeta(t, X). \tag{20}
\]

Following Shen et al. (2007), the perturbation is taken as

\[
\zeta(t, X) = \begin{cases} 
\rho \sqrt{\frac{2k_B T L}{\lambda^2 \Delta t}} & \text{in grain boundaries} \\
0 & \text{in bulk}
\end{cases}
\tag{21}
\]

where \( \rho \) is a random number, \( k_B \) is the Boltzmann constant, \( T \) is temperature, \( \lambda \) is the size of an element in the mesh, and \( \Delta t \) is the size of the time step. The rest of the phase field model remains unchanged. This model has been implemented in the MOOSE framework which allows for massively parallel and fully coupled simulations (Gaston et al., 2009). Material parameters used for the simulations described below are presented in Appendix A.

A simplified microstructure, which resembles a precipitate of Cu\(_6\)Sn\(_5\) growing in a tin grain boundary, was used to investigate how the orientation of the tin grains influence the growth of the IMC and the evolution of plastic strains. The microstructure consists of a circular grain of copper, located in a grain boundary between two tin grains of different orientation. During the first second of the simulation, a grain of Cu\(_6\)Sn\(_5\) will nucleate in the interface between the copper grain and the tin grains. This grain will continue to grow during the rest of the simulation. The simulation domain was taken as a square, 1 \( \times \) 0.5 \( \mu \text{m} \)^2, which was discretised using 200 \( \times \) 100 4-node elements. Symmetry boundary conditions were applied to all boundaries. As in Paper A, the stresses are caused by the volume change associated with the formation of Cu\(_6\)Sn\(_5\). There is not yet any consensus in the literature regarding how large this volume change is, depending on assumptions related to the chemistry of the phase transformation the resulting volume change varies greatly. If it is assumed that the reaction is 6 Cu + 5 Sn \( \longrightarrow \) Cu\(_6\)Sn\(_5\), i.e., that the IMC is forming from a rule of mixture combination of Cu and Sn, the relative volume change \( \Delta V / V_0 = -0.056 \) which corresponds to a transformation strain of \(-0.02\). In Boettinger et al. (2005), it is argued that such a large volume change would lead to unphysically high stresses in the IMC. Instead, it is suggested that the transformation strain should be in the range 0 to \(-0.003\). To study the effect of the volume change, two cases were studied; in the first case the transformation strain is taken as \(-0.003\), this value was also used in Paper A. For the second case, the transformation strain is taken as \(-0.02\), which corresponds to the rule of mixture combination.

Figure 3 show the evolution of the microstructure during ageing at 150 °C for 100 s, in the top half of the figure results are shown for the case where the transformation strain is small (\(-0.003\)), the lower half show results from a simulation with a large transformation strain (\(-0.02\)). The orange, white, and red lines indicate the \( 5 \times 10^{-4} \), \( 1 \times 10^{-3} \), and \( 5 \times 10^{-3} \) contours of the accumulated slip, which is defined as

\[
\tilde{\gamma}(t_n) = \int_{t_{n-1}}^{t_n} \sum_i \left( h_i(t) \sqrt{\sum_{\alpha} \dot{\gamma}_i^\alpha(t) \dot{\gamma}_i^\alpha(t)} \right) dt,
\]
where $t_n$ denotes the current time. The orientations of the tin grains are chosen so that for the blue grain the $c$-axis is pointing out of the figure, while for the green grain the $c$-axis is pointing in the horizontal direction.

From Figure 5 it is seen that the yellow IMC grain is growing with time. The growth is faster on the copper side than on the tin side. This can be explained by the faster diffusion coefficient of tin, i.e., tin can diffuse faster to the interface between Cu and Cu$_6$Sn$_5$ than copper can diffuse to the interface between Sn and Cu$_6$Sn$_5$. Minimisation of the interface energy also drives shrinkage of the circular copper grain. Furthermore, the copper grain is shrinking faster in the simulation with low volume change. This is caused by the contribution from elastic energy. When the volume change is large, large stresses are developing in the microstructure which will increase the elastic energy of the system. Clearly, in the case of the large volume change, it is less energetically favourable for the IMC grain to grow into the copper than in the case of the low volume change. It should be noted that in these simulations the copper grain is assumed to deform elastically, this effect might not be present if plastic deformation of the copper grain were considered. The IMC is also growing faster into the tin grains when the volume change is low. Another difference between the two simulations is seen in the shape of the IMC grain. For the simulation with low volume change, the IMC keeps a ring-like morphology throughout the ageing. This is not the case for the large volume change; instead, the IMC-Sn interface takes a more irregular shape. The shape of the IMC is also slightly different in the two tin grains. This indicates that the morphology of the IMC is affected by the orientation of the tin grain it is growing into. It is also seen that the grain boundary between the tin grains is no longer vertical. Instead, it seems like the green grain has started consuming the blue. Since this anisotropy is not seen for the low volume change, this is likely caused by the amount of plastic deformation in the tin grains.

The evolution of plasticity, visualised by the orange, white, and red contour lines, is different in the two tin grains, in the blue grain the size of the plastic zone is smaller than in the green grain. It is seen that in the early stage of the simulation with low volume change, the plastic deformation is confined to a region close to the IMC, with further ageing the plastic zone expands. Wide bands of plasticity are then forming in the horizontal and the vertical directions of the green grain. These bands extend to the boundaries already after 20 seconds. A similar evolution is seen in the blue grains, the level of plastic slip in the bands is however, significantly lower. The plastic zone keeps growing during further ageing. From this simulation, it can be concluded that, for this type of deformation, the green grain which has the $c$-axis in the horizontal plane is more prone to plastic deformation. A similar evolution of the plastic slip is seen in the simulation with large volume change, the level of plastic slip is, however, much higher. After 20 s of ageing, the accumulated plastic slip in the both tin grains exceed $1 \times 10^{-3}$ everywhere and the only region where the plastic slip is lower than $5 \times 10^{-3}$ is in the lower right corner.
Figure 5: Evolution of the microstructure and the plastic zone during ageing at 150 °C for a): 5 s, b): 20 s, and c): 100 s. The top half of the figure show results for the case where the volume change is $-0.003$, in the bottom half the volume change was taken as $-0.02$. The size of the domain is $1 \times 1 \mu m^2$. The orange, white, and red contour lines indicate regions where the plastic slip is larger than $5 \times 10^{-4}$, $1 \times 10^{-3}$, and $5 \times 10^{-3}$, respectively. The numbers in parenthesis are the Bunge-Euler angles describing the orientation of the tin grains.

4 Characterisation of the microstructure around tin whiskers using x-ray diffraction

The samples studied in the experiments discussed in Section 4.2 consists of high purity copper sheets coated with a thin layer of tin. The coating was deposited using electron-beam physical vapour deposition [Shishkovsky and Lebedev, 2011]. This method works by placing the substrate to be coated, together with an ingot of the coating material, in a vacuum chamber. The ingot is then bombarded by electrons from an electron gun. This process cause atoms from the ingot to sputter, i.e., the atoms will be knocked loose by the electron beam. The sputtered atoms are then condensed on the substrate to produce the coating; material will also be deposited on the walls of the vacuum chamber. The deposition process was continued until the tin layer was approximately $7 \mu m$ thick, this took about two hours.

After deposition, the samples were aged in ambient conditions to give time for whiskers to grow. Prior to the experiments, suitable whiskers were identified using SEM. The primary selection criterion was that the selected whiskers should be relatively isolated, the idea behind this was that the measured microstructure should only be affected by a single whisker. For the experiments using Laue diffraction, discussed in Sections 4.2.1 and 4.2.2, no further sample preparation was needed. The 3DXRD experiments presented in Section 4.2.3 are more challenging in terms of sample preparation than the Laue experiments. Since 3DXRD is done in transmission mode, i.e., the x-rays penetrate through the sample, a smaller sample is needed. It is also advantageous if the sample has rotational symmetry. The preparation of the sample for the 3DXRD experiment is discussed in the next section.
4.1 Preparation of the 3DXRD sample using focused ion beam milling

Focused ion beam (FIB) instruments have been used to prepare electron transparent specimens for transmission electron microscopy (TEM) since the early 1990s (Giannuzzi and Stevie, 1999). FIB instruments are often combined with an SEM into a dual beam system. This combination makes it possible to use the milling and deposition capabilities of the FIB together with the imaging and measurement capabilities of the SEM within the same instrument. The FIB operates by focusing a beam of ions, typically gallium (Ga), onto the sample. Upon impact, energy is transferred from the ion beam to the solid sample. The energy transfer results in the following interactions between the ions and the atoms in the sample: reflection and backscattering of ions, emission of secondary electrons, electromagnetic radiation, atomic sputtering and ion emission, and damage and heating of the sample (Volkert and Minor, 2007). Depending on the density of the sample, the Ga ions penetrate 5 to 50 nm into the sample before coming to rest (Volkert and Minor, 2007).

The sputtering interaction between the ion beam and the sample means that the FIB can be used to remove material locally. During FIB milling the sputtered atoms may redeposit at some other location of the sample. To protect the sample surface from re-deposition, and other beam-induced damage, the FIB can first be used to deposit protective material on the surface. This is done through chemical vapour deposition (CVD). The precursor gas, containing, e.g., tungsten (W) or platinum (Pt), is sprayed onto the surface, where it adsorbs, using a nozzle. The ion beam will then decompose the gas, leaving a thin film of the desired product on the sample (Reyntjens and Puers, 2001). This procedure can be repeated to build thicker films and material can be deposited in arbitrary geometries.

Sample preparation using the so-called in situ lift-out method relies heavily on both CVD deposition and milling of material. Figure 6 show snapshots of the preparation of the sample used for the experiment discussed in Section 4.2.3. The sample comprise a 7 µm layer of Sn deposited on a Cu substrate using electron beam evaporation. Prior to the FIB preparation, the sample was left to age in ambient conditions for 12 months to give time for whiskers to form. Figure 6a shows the whisker selected for lift-out. A cylindrical sample with diameter 25 µm centred on the whisker will be lifted-out. In the first step, shown in Figure 6b, protective walls of Pt has been deposited to prevent redeposition of material on the whisker and the sample surface. The next step is to mill trenches around the region being lifted out. This is done by tilting the sample so that the ion beam is perpendicular to the surface. The end result can be seen in Figure 6c. The edges of both the sample and the trench are wavy due to redeposition of material sputtered away from the trenches. This step is relatively time-consuming, in this case, the milling took several hours. It is seen that parts of the Pt wall have collapsed or been milled away. This can be explained by sample, or beam, drift during the long (unsupervised) milling. After the trenches are milled, the sample is a free-standing cylinder, easily accessible from all sides. However, it is still attached to the substrate. The stage is now tilted so that the ion beam hits the sample at an angle of 52°; this allows ions to mill away material from the bottom of the cylinder. Repeating this process from two sides gives the bottom of the sample a triangular shape and releases it partially from the substrate. Figure 6d shows a snapshot of this procedure. It is essential to leave the sample partially attached to the substrate until it is fixated to the micromanipulator to prevent it from coming loose in an uncontrolled way. The final, and most critical, step is to lift the milled out cylinder from the substrate and attach it to a pin. This is achieved using a micromanipulator needle which is carefully positioned close to one side of the cylinder. The
Figure 6: SEM images showing the different stages during FIB lift-out. a): The whisker before FIB milling started. b): Protective Pt walls deposited in a circle with diameter 25 µm around the whisker. c): Trenches are milled with the ion beam perpendicular to the surface. d): For the undercut, the sample is rotated so that the ion beam hits at an angle. e): The free sample is attached to a micromanipulator needle and lifted from the substrate. f): The finished sample mounted on a pin. Note that e) and f) show a different sample than the other images.

The micromanipulator is welded to the sample using Pt deposition. The stage is then lowered so that the sample is hanging from the micromanipulator as seen in Figure 6e. Finally the sample is attached to a pin as seen in Figure 6f using additional Pt deposition and the lift-out is complete.

4.1.1 Ion beam imaging

As mentioned above, secondary electrons are emitted when the ion beam interacts with the sample. This means that it is possible to use the FIB for imaging, in much the same way as with an SEM. Figure 7 shows a cross-section of a tin coating on a copper substrate prepared using FIB milling, imaged both with ion-induced secondary electrons (ISE) and secondary electrons (SE). Individual grains of both copper and tin are easily identified in the ISE image, Figure 7a, but are much harder to identify in the SE image, Figure 7b. This grain contrast is caused by a phenomenon known as ion channelling. When the crystal is oriented so that the atoms are aligned along the beam direction, the ions will "channel" between lattice planes and fewer secondary electrons are generated close to the surface, and the grain will appear dark in the ISE image ([Giannuzzi et al., 2005](#)). Consequently, grains
which are oriented at a high angle relative to the ion beam will generate many secondary electrons and appear bright in the ISE image. Channelling contrast can be easily separated from contrast due to the density of the material since it depends on the orientation of the sample and will change when tilting or rotating the sample stage (Volkert and Minor, 2007). Due to the sputtering effect, imaging with the ion beam will cause damage to the sample. This is evident in the region marked in Figure 7b (this region was used for focusing and for adjusting contrast and brightness).

### 4.2 X-ray diffraction

More than a century ago, Max von Laue and co-workers first observed x-rays diffracting from crystals (Friedrich et al., 1914). Since then x-ray diffraction (XRD) has been one of the most important tools in materials science. One common use of XRD is to determine the arrangement of atoms in crystalline materials. It can be shown that, for a given scattering geometry, diffraction only occurs in directions which satisfy the Laue conditions (Als-Nielsen and McMorrow, 2011):

\[
q = h\alpha_1^* + k\alpha_2^* + l\alpha_3^* = \Omega UB \begin{bmatrix} h \\ k \\ l \end{bmatrix},
\]

where \( q \) denotes the scattering vector, \( \alpha_i^* \) are the reciprocal lattice vectors of the crystal, \( h, k, l \) are the Miller indices of the diffracting plane, \( \Omega \) is a matrix describing the mapping between the sample frame and the lab frame, which is known from the geometry of the setup, and \( UB \) describes the mapping between the sample frame and the reciprocal frame of the crystal (Busing and Levy, 1967).
The reciprocal lattice vectors are defined as

\[
\begin{align*}
    a_1^* &= \frac{a_2 \times a_3}{a_1 \cdot (a_2 \times a_3)} \\
    a_2^* &= \frac{a_3 \times a_1}{a_2 \cdot (a_3 \times a_1)} \\
    a_3^* &= \frac{a_1 \times a_2}{a_3 \cdot (a_1 \times a_2)},
\end{align*}
\]

(24)

where \(a_i\) are the lattice vectors defined in Figure 2. The scattering vector is given by

\[
q = k' - k,
\]

(25)

where \(k\) and \(k'\) denotes the wavevectors for the incoming and the diffracted beams, respectively, as illustrated in Figure 8. The scattering is assumed to be elastic and the length of the wavevectors is inversely proportional to the wavelength of the x-rays, \(\lambda\), i.e.,

\[
|q| = |k' - k| \propto \frac{1}{\lambda}.
\]

(26)

In a diffraction experiment, the angle \(2\theta\), shown in Figure 8, and the out-of-plane angle \(\eta\) are measured for many diffraction peaks. These angles define the wavevector of the diffracted beam, \(k'\). The scattering vectors for all observed diffraction peaks can then be determined from Equation (25). The reciprocal lattice vectors of the measured crystals are then determined by fitting \(UB\) to the observed scattering vectors using Equation (23). The \(UB\) matrix can be split into two parts: \(U\) which describes the orientation of the measured crystal, i.e. the mapping between the sample frame and a frame attached to the crystal, and \(B\) which describes the reciprocal unit cell parameters, i.e. a mapping between the crystal frames in direct and reciprocal space.

When the unit cell parameters and the crystal orientation are known, the elastic strain tensor, in the sample frame, is determined by

\[
\varepsilon^e = U \left( \frac{1}{2} \left( AA_0^{-1} + (AA_0^{-1})^T \right) - I \right) U^T,
\]

(27)

where \(I\) is the identity matrix and \(A\) is formed from the unit cell parameters,

\[
A = \begin{bmatrix}
    a & b \cos \gamma & c \cos \beta \\
    0 & b \sin \gamma & -c \sin \beta \cos \alpha^* \\
    0 & 0 & c \sin \beta \sin \alpha^*
\end{bmatrix},
\]

(28)
4.2.1 Laue microdiffraction

In Laue diffraction a polychromatic beam is used and therefore the wavelengths of the diffracted beams are unknown. This lack of wavelength information means that it is not possible to determine the length of the scattering vector \( \mathbf{q} \). Without this knowledge, Equation (23) can only be used to determine the reciprocal lattice vectors up to a constant factor. This limitation means that Laue diffraction will only provide the relative unit cell parameters, i.e., the shape of the unit cell can be determined, but not its volume. Regarding strain measurements, this limitation means that only deviatoric strains can be measured. The volumetric part may be approximated using some assumption, e.g., by assuming a vanishing out-of-plane stress such as in Paper B.

The setup for a Laue microdiffraction experiment is illustrated in Figure 9. A focused, polychromatic, beam is raster scanned over a sample which is mounted at an angle of 40°. The resulting diffraction patterns are measured by a 2D detector placed above the sample, i.e., in reflection mode. The diffraction patterns typically contain peaks belonging to several grains located in the volume probed by the x-ray beam. The grains on the surface of the sample are mapped by assuming that the brightest diffraction peak belongs to the surface grain.

Laue microdiffraction has been used to study tin whiskers on multiple occasions. Choi et al. (2003) used Laue diffraction together with the plane stress assumption to map out the biaxial stress field around a tin whisker. They found that the stress field was highly inhomogeneous and also saw stress gradients around the whisker root. A similar study, but with higher spatial resolution, was presented in Sobiech et al. (2009). The strain field in their study was more homogeneous than in the study by Choi et al. (2003). Negative gradients in strain were observed when radially averaging around the whisker root. This observation leads to a hypothesis that it is these strain gradients, rather than whether the stress is compressive or tensile, that are responsible for whisker growth. In a study by Sarobol et al. (2013a,b) it was found that the whiskers grew from grains with high misorientation.
relative to other grains in the coating. This misorientation was postulated to lead to high localised elastic strain and strain energy density. After nucleation of the surface defect (whisker or hillock), the strain energy is relaxed. These claims were supported by finite element simulations. All of these studies were performed after the whisker had formed, it is therefore not clear whether the observations are the cause of whisker growth or a consequence of it.

In an in situ study by Pei et al. (2016), Laue microdiffraction was used together with fluorescence mapping in an attempt to observe the nucleation of defects on the surface of a tin coating. Unfortunately, no whisker nucleated in the studied regions; they did, however, observe the formation of a hillock. Contrary to what was observed in Sarobol et al. (2013a) the hillock grew from a grain with an orientation similar to the average texture of the sample. The hillock grain did have a lower magnitude of stress and lower strain energy density than its surroundings, however, no long-range stress gradients were seen. This contradicts the results in Sobiech et al. (2009). It should be noted that the growth mechanisms of hillocks are not necessarily the same as for whiskers.

In the study presented in Paper B, Laue microdiffraction was used to study the evolution of the same two tin whiskers during long-term ageing. Three measurements were conducted on one of the whiskers; after 4, 11, and 21 months of ageing, the second whisker was measured after 11 and 21 months. It was found that the orientation of the whisker shown in Figure 10a was similar to the surrounding grains. The orientation of the second whisker was however unique, cf. Paper B. In the map of the hydrostatic stress, Figure 10b, it is seen that the stress field is highly inhomogeneous. The stress in the whisker root (marked by the black circle) is becoming increasingly tensile with time. This shows that whisker growth indeed acts as a relaxation mechanism for compressive stresses. In the stress fields, it is possible to identify ridges of compressive stress stretching out from the neighbourhood of the whisker root to the surrounding grains. Within these ridges the stress gradient will drive diffusion of tin to the nearby grain boundaries, from there atoms make their way to the root of the whisker through grain boundary diffusion. This process is illustrated by the green lines and arrows in Figure 10b. As mentioned above, whisker growth is believed to be driven by radial gradients in compressive stress. The observation of the ridges, rather than a more homogeneous radial gradient, indicate that the compressive stress gradients are much more localised than previously expected.

The dotted circles in Figure 10 indicate a grain which is nucleating and growing with time. It is located in the boundary between a grain with tensile stress and a grain with compressive stress, i.e., in this location there is a large gradient in the hydrostatic stress. With time the stress in the grain under compression is relaxed, and the new grain is growing. SEM investigations revealed that the circled grain corresponds to a feature on the surface that was not seen in the first measurement. This feature is either a very short whisker, or what is described as a popped grain in Susan et al. (2013). The popped grains are described as whiskers which nucleated but, for some reason, did not grow to an appreciable length (Susan et al., 2013).

4.2.2 Differential aperture x-ray microscopy (DAXM)

To obtain 3D resolution in a Laue microdiffraction experiment, a thin wire, made from an absorbing material such as tungsten (W), can be scanned above the sample surface. For each position of the wire, a diffraction pattern is measured. By tracking the changes to the diffraction pattern as a function of the wire position, each diffraction peak can be reconstructed as a function of depth. This method is
Figure 10: Evolution of the microstructure around a tin whisker during ageing captured using Laue microdiffraction. The black circle indicate the position of the whisker root. The dotted circle shows the location of a nucleating whisker. a): Grain orientation coloured by the inverse pole figure of the sample normal. b): Hydrostatic stress calculated by assuming $\sigma_{zz} = 0$. The green lines mark ridges of compressive stress leading to the whisker root. The green arrows illustrate how tin atoms diffuse from the ridges to nearby grain boundaries and then to the root of the whisker.
called Differential Aperture X-ray Microscopy (DAXM) and was developed by Larson et al. \(^{(2002)}\) at the Advanced Photon Source (APS). An illustration of the set-up for a DAXM experiment and a photo of the microdiffraction set-up at BM32 \(^{(Ulrich et al., 2011)}\) of the European Synchrotron Radiation Facility (ESRF) is shown in Figure 11. The advantage of DAXM compared to other 3D diffraction techniques capable of resolving intragranular variations, such as scanning 3DXRD discussed below, is that there are fewer restrictions on which type of samples that can be measured. Since DAXM is performed in reflection mode, there is no need for the x-rays to pass through the sample, this allows for large samples to be scanned. There is also no need for rotation of the sample which facilitates in situ experiments such as tensile testing. DAXM is also less sensitive to spot overlaps and mosaic spread of the diffraction spots compared to other techniques, which means that highly strained and plastically deformed samples can be measured. As with most scanning based techniques, the main drawback of DAXM is the long measurement time. For high depth resolution, the wire must be scanned at many positions along the beam. This means that to reconstruct even a single line in depth thousands of diffraction patterns must be measured. Clearly, this limits the size of the region that is feasible to measure. One approach to reducing the measurement time is to, instead of a single wire, use an array of wires \(\text{\cite{Marijon, 2017}}\). In the best case scenario, an array of \(n\) wires would reduce the measurement time by a factor of \(n\).

The first three-dimensional reconstruction of the microstructure and the strain field around a tin whisker is presented in Paper C. In this experiment DAXM, with a single wire, was used to study the grain orientation and deviatoric strain around the whisker shown in Figure 1a. The reconstruction of the microstructure is shown in Figure 12. Due to the many wire positions needed to get an in-depth resolution of 1 µm, each position on the sample took three hours to measure. For this reason, it was not possible to scan a full volume with depth resolution. Instead, two perpendicular planes, intersecting at the root of the whisker was scanned. It should be noted that the DAXM setup on BM32 has recently been upgraded to facilitate much faster measurements, among other upgrades a multi-wire setup has been developed. From the reconstruction of the data, it is evident that the tin grains are columnar, with only one grain throughout the thickness of the coating. The deviatoric
strain is highest deep in the coating, close to where the IMC is located. The deviatoric strain is a measure of the distortion of the crystal lattice and can, therefore, be seen as an indication of plastic deformation. The high deviatoric strain would imply that the growth of the IMC generates enough stress to deform the bottom of the coating plastically. This is in agreement with the simulations discussed in Section 3.1.

4.2.3 Scanning 3D x-ray diffraction (3DXRD)

Three dimensional x-ray diffraction (3DXRD) can be used to map out grain orientations, centre of mass positions, and strain in polycrystalline samples (Poulsen, 2004). In contrast to the Laue diffraction discussed in Section 4.2.1 in 3DXRD a monochromatic x-ray beam is used. In terms of strain measurements, a monochromatic beam is advantageous as the full strain tensor can be accessed without making any assumptions about the stress state. 3DXRD is done in transmission mode which
means that the energy of the beam needs to be high enough to penetrate the sample, typically energies in the range of 50 to 100 keV are used (Jensen et al., 2006). Using high energies has the advantage that the diffraction angles are smaller, such that a detector of finite size will be able to record a large number of diffracted beams.

The setup for a 3DXRD experiment is illustrated in Figure 13. A cylindrical sample is mounted on a rotation stage (ω) and illuminated by the x-ray beam. For each ω setting, diffracted beams from lattice planes which satisfy Equation (23), or equivalently the Bragg condition, are measured on a high-resolution area detector. To probe the complete crystal structure within the illuminated volume the sample is rotated, and diffraction patterns are measured at ω-angles in the range 0 to 180°. Typically, the illuminating beam is shaped into one of the following three configurations:

- **Box beam**, which illuminates the whole sample at once. This configuration allows for fast measurements and is therefore well suited for in situ experiments. With this beam shape, the orientation and strain will be averaged over the full volume of each grain.

- **Line beam**, which illuminates a horizontal slice of the sample. To obtain resolution in three dimensions several slices are stacked together. Here the orientation and strain are averaged over the cross-section of the grain in each slice. For large enough grains, it is possible to capture intragranular variations of the unit cell parameters and the grain orientation in the vertical direction.

- **Pencil beam**, which illuminates only a small part of the sample. In this configuration, it is necessary to scan the sample across the beam along two translational and one rotational axis. This makes measurements rather time-consuming. The advantage is that the results are not averaged, i.e., it is possible to capture strain and orientation variations in all three dimensions. This method is sometimes referred to as scanning 3DXRD (Hayashi et al., 2015).
The average grain orientations and lattice parameters for each grain of the sample are obtained by fitting Equation (23) to the measured data, taking the $\Omega$ matrix as

$$\Omega = \begin{bmatrix} \cos \omega & -\sin \omega & 0 \\ \sin \omega & \cos \omega & 0 \\ 0 & 0 & 1 \end{bmatrix}. \tag{29}$$

For measurements with a pencil beam, intragranular variations of strain and orientation can be reconstructed by further data analysis. The first step in the refinement is to build a sinogram of the total intensity of the diffraction peaks belonging to each grain. From the sinograms, the shape and position of all grains can be determined using a filtered back-projection algorithm (Bonnin et al., 2014; Poulsen and Schmidt, 2003). The sinogram of one grain and the corresponding reconstruction of the shape and position is shown in Figure 14. Repeating the reconstruction for all grains, and at all $z$, results in a 3D grain map of the sample.

In the next step of the refinement, the $UB$ matrix is fitted locally in each voxel of the reconstructed grain map. Following Hayashi et al. (2015) it is noted that, for a given beam position $y$ and $\omega$, the beam will illuminate a point $Q(x_s, y_s)$ located somewhere in the sample $x - y$ plane if

$$y(\omega) = \sqrt{x_s^2 + y_s^2 \cos \left( \omega + \arctan \frac{x_s}{y_s} \right)}. \tag{30}$$

Equation (30) is used, together with the knowledge of which grain $Q(x_s, y_s)$ is located within, to extract all data containing diffraction events from the current voxel and the current grain. The extracted data will not only contain data from voxel $Q$ but from all voxels in the same grain illuminated by the beam settings given by Equation (30). The dataset will, however, be dominated by the contribution...
from $Q$ since that is the only voxel which is illuminated in all extracted $\gamma - \omega$ scans. The extracted data is then fitted to a forward model of the diffraction to obtain a refined $UB$ matrix for voxel $Q$.

In Paper D, the first 3DXRD experiment on a tin whisker is presented. The experiment was carried out using the pencil beam configuration described above. The preparation of the sample was discussed in Section 4.1 and SEM images of the sample are shown in Figure 6. During the experiment, the sample was scanned in its fabricated state and again after being heat treated at 150 °C for three hours. Figure 13 show 3D reconstructions of the grain structure around the tin whisker in both the original and the heated state. The tin grains are coloured based on their orientation, and the black grains are Cu$_6$Sn$_5$. A similar, columnar, grain structure as in the DAXM experiment, cf. Figure 12, is observed. It is also seen that the grain boundaries of the whisker are oblique. For a biaxial state of stress, it can be shown by simple trigonometry that the stress in oblique grain boundaries is always lower in magnitude compared to if the grain boundary was vertical. In the whisker growth theory proposed by Smetana (2007) it is assumed that some recrystallisation mechanism forms grains with oblique grain boundaries, the stress gradient then drives diffusion of atoms towards the newly formed grain which will grow upwards, and become a whisker, due to grain boundary sliding. Stress relaxation in oblique grain boundaries can also explain why very few whiskers are forming in coatings of lead-tin alloys. These alloys do not have the columnar grain structure that coatings of pure tin do. This allows stresses to be accommodated in the already present oblique grain boundaries.

From Figure 13 it is also seen that coarsening of some tin grains took place during the heat treatment. One example of this is seen in the region marked by the dotted ellipse below the whisker grain. In the original state, this region consists of seven tin grains with different orientations – one of them being the whisker grain – and one grain of Cu$_6$Sn$_5$. After heat treatment, the same region contains only four tin grains and the grain of Cu$_6$Sn$_5$. The dark blue and purple grains have coarsened and consumed the two, smaller, green grains. The purple grain has also grown in the vertical direction and is almost reaching the sample surface. A 3D map of the crystallographic phases present in the tin coating is shown in Figure 16. The heat treatment promoted the growth of the, already existing, grains of Cu$_6$Sn$_5$ as well as nucleation of new grains of the intermetallic phase. Interestingly, the largest IMC grain is located right below the whisker in the centre of the sample. The growth of this IMC grain will give rise to compressive stresses close to the whisker root.

Figure 17a shows a 3D reconstruction of the hydrostatic stress in the tin coating, in its original state. Compressive stress is coloured in shades of blue and tensile stress is coloured in shades of red, yellow indicates Cu$_6$Sn$_5$. The stress is calculated using the average lattice parameters of the whisker as a stress-free reference. It is seen that the stress in the coating is mainly compressive, the few regions with tensile stresses are located in grain boundaries or at the surface. There are variations of stress within individual grains. This shows the usefulness of the scanning based approach as these would not be captured using standard 3DXRD; it also suggests that the reconstruction algorithm is working as intended. In Figure 17b, the hydrostatic stress is radially averaged in 3D, with distance zero taken in the centre of the whisker grain at level with the sample surface, the part of the whisker above the surface is not included in the averaging. The curve starts at a slightly tensile value, the stress then becomes increasingly compressive over a distance of approximately 4 µm before becoming more tensile. After 6 µm the stress becomes more compressive again, this continues to the edge of the sample. The initial gradient would drive diffusion of tin atoms towards the root of the whisker from within 4 µm of the whisker root. Due to the large volume of tin whiskers and the relatively
Figure 15: 3D reconstruction of the grain structure around the tin whisker investigated using 3DXRD. The tin grains are coloured based on their orientation using the inverse pole figure colourmap. Black grains corresponds to the Cu$_6$Sn$_5$ phase. The dotted ellipse marks a region where coarsening of tin grains occur. Left: Before heat treatment. Right: After heat treatment.

Figure 16: 3D reconstruction of the Cu$_6$Sn$_5$ grains (red) within the tin coating (blue). The grains are made opaque to allow for depth resolution. Left: Before heat treatment. Right: After heat treatment.
Figure 17: a): 3D reconstruction of the hydrostatic stress field before heat treatment. b): Radially averaged hydrostatic stress as a function of distance from the whisker root.

short stress gradient observed, it is unlikely that all material making up the whisker originates from the region with the negative stress gradient. Radial diffusion of atoms towards the whisker root is therefore probably not the only driving force for whisker growth. A more reasonable explanation is that whisker growth is driven by a combination of radial diffusion from a small region near the whisker root and long-range diffusion from ridges of compressive stress, such as those seen in Figure 10. It can be envisaged that the ridges are supplying material to the region close to the whisker through grain boundary diffusion, this material then diffuses radially to the root of the whisker. The evolution of the ridges means that the supply of material comes from a large region of the coating, this can explain why whiskers seem to grow without any apparent depletion of material in other parts of the coating.

5 Summary

Tin whiskers can cause significant problems by short-circuiting electronic components. The mechanisms responsible for whisker formation are not yet fully understood. A theoretical understanding of these mechanisms is key to finding a solution to the problem of tin whiskers. The work presented in this thesis aims at taking a step towards this understanding by x-ray diffraction experiment as well as numerical simulations. Both the experiments and the simulations are focused on characterising the microstructure and the stress field in tin coatings.

A phase field model capable of simulating the growth of the \( \text{Cu}_6\text{Sn}_5 \) phase have been developed. The model can be used to simulate the growth of the IMC and how this generates stresses in the tin coating. This model is one of very few phase field models that combines diffusion with elasticity and plasticity.

The experimental work in this thesis is focused on characterising the microstructure and the stress
field around a tin whisker, in 3D. This is something that has not been achieved before. The evolution of
the microstructure around tin whiskers during long-term ageing was also investigated. Based on
the results of the experiments it is suggested that whisker growth is driven by a combination of radial
diffusion from the nearby region and long-range diffusion from certain ridges of compressive stress.

6 Future work

Much more work remains to be done to fully understand and be able to predict whisker formation
and growth. A key component in this endeavour is the coupling between experiments and numerical
models. One example of this is presented in Zhang et al. (2017) where the model parameters of
a phase field model are determined by minimising the difference between the model and an x-ray
tomography experiment. A similar approach could be used for the phase field model in this thesis
by using the results from the 3DXRD, or the DAXM, experiments. With a model that matches the
experiments, it is possible to use simulations to draw conclusions regarding things the experiments
cannot capture. The model could also be used to make predictions regarding for example how the
orientation of the tin grains influence the stress field.

One obvious limitation of the phase field model in this thesis is that it is implemented in 2D. Clearly whisker growth is a 3D problem so to simulate it satisfactorily one would need a 3D model. Another drawback is that the model does not include the actual whisker. To include the whisker in the model it is necessary to include the surface of the sample and the air above. This is however not a trivial exercise. With minor modifications, the model could also be used to simulate other phenomenon related to electronic components, such as electromigration or formation of Kirkendall voids.

On the experimental side, it would be interesting to repeat the 2D Laue study on a larger number
of whiskers. Doing this it would be possible to determine whether the ridges of compressive stress
are always present, or if whiskers can grow without them. It could also be possible to characterise
any plastic deformation in the coating by analysing the shape of the measured diffraction peaks. This
could e.g. give an estimation of the number of geometrically necessary dislocations, which could be
directly compared to the results of the phase field model. Capturing the nucleation of a whisker in
3D would shed light on how the oblique grain boundaries are formed and what role, if any, they play
during whisker growth. This could potentially be achieved by encouraging whiskers to form in specific
regions using for example nano-indentation to induce additional compressive stress near the measured
region. Another opportunity is to improve the spatial, and strain, resolution of the experiments. This
could, of course, be done using better focusing of the x-ray beam and use of a detector with higher
resolution. It could also be possible by a technique which utilises the increased coherency of next-
generation synchrotrons, such as coherent diffraction imaging or Bragg ptychography.

7 Summary of the appended papers

Paper A: A multiphase field model combining diffusion with elasticity and plasticity was developed.
The governing equations were derived in a thermodynamically consistent way using the concept of
microforce balance laws. The model was used to simulate the growth of Cu₆Sn₅ during ageing at
room temperature. Results from the simulations suggest that compressive stress develops in the Sn layer due to the volume change associated with the IMC formation. Furthermore, it was found that plastic deformation occurs in both the Cu and the Sn layers. It was also found that the morphology of the IMC grains changes from scallop-like to planar. All of this is in good agreement with experimental findings.

**Paper B:** The evolution of the microstructure around two whiskers was studied over a period of 17 months. Using Laue microdiffraction, together with an assumption of vanishing out-of-plane stress, it was possible to identify ridges of compressive stress leading to the whisker root. These ridges evolve with time and are believed to drive diffusion of tin towards the whisker root. The orientation of one of the whiskers was found to be similar to the surrounding grains in the coating, the orientation of the second whisker, however, was unique. A new whisker, or popped grain, nucleated in a region with a large gradient in compressive stress. With time the compressive stress nearby was relaxed, and the growth of the new whisker stopped.

**Paper C:** DAXM was used to measure grain orientations and deviatoric strain around a tin whisker in 3D. Due to the slow detector used it was not possible to measure a full volume in 3D. Instead, two perpendicular lines centred on the whisker root were scanned with DAXM so that depth resolution was obtained on two planes. The results show that the tin grains surrounding the whisker are columnar and that the grain boundaries of the whisker grain are inclined approximately 50° with respect to the sample surface. Strain gradients through the depth of the tin layer were found and explained by the growth of Cu$_6$Sn$_5$ in the interface between the Cu substrate and the Sn coating. Formation of Cu$_6$Sn$_5$ causes a volume change that locally leads to high deviatoric strain. The high strain can lead to plastic deformation and pile-up of dislocations at the surface, causing the oxide layer to crack and a whisker to nucleate through the crack.

**Paper D:** Scanning 3DXRD was used to study the evolution of the microstructure around a tin whisker during heat treatment. It was found that the as-deposited tin grains were oriented such that the $c$-axes of the crystals were parallel to the sample surface. The few grains with a different orientation disappeared during heat treatment. The heat treatment also promoted the growth of the Cu$_6$Sn$_5$ phase. Reconstructions of the hydrostatic stress field reviled compressive stress in the tin coating, a negative gradient in hydrostatic stress extending for about 4 µm were found. This gradient will drive diffusion of nearby material to the whisker root.

A Appendix: Parameters for the crystal plasticity simulations

The parameters presented here were used for the simulations discussed in Section 3.2. All parameters are representative for the material behaviour at 150 °C. The parameters used in the phase field model for all phases and the elastic parameters of Cu and Cu$_6$Sn$_5$ are shown in Table 3. The elastic parameters for tin are given in Table 4 and parameters for the crystal plasticity model are found in Table 5. Most of these parameters are taken from Chakraborty and Eisenlohr (2018).
Table 3: Parameters used for the phase field model and the elasticity models of Cu and Cu₆Sn₅.

<table>
<thead>
<tr>
<th></th>
<th>Cu</th>
<th>Cu₆Sn₅</th>
<th>Sn</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Elasticity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E$ (GPa)</td>
<td>150</td>
<td>112.3</td>
<td></td>
</tr>
</tbody>
</table>
| $
u$                | 0.35| 0.31   |     |
| **Interface free energy** |     |        |     |
| $\sigma_{int}$ (J m⁻²) | 0.5 | 0.5    | 0.5 |
| **Chemical free energy** |     |        |     |
| $A$ (J m⁻³)          | 5.8501 $\times$ 10⁹ | 2.4555 $\times$ 10¹⁰ | 4.1436 $\times$ 10¹⁰ |
| $B$ (J m⁻³)          | −1.378 $\times$ 10⁹ | −5.3935 $\times$ 10⁸ | 2.9931 $\times$ 10⁸ |
| $C$ (J m⁻³)          | −1.1749 $\times$ 10⁹ | −1.5313 $\times$ 10⁹ | −1.3715 $\times$ 10⁹ |
| $\hat{x}$ (J m⁻³)   | 0.144 | 0.413 | 0.995 |
| **Diffusion**        |     |        |     |
| $D$ (m² s⁻¹)         | 4.04 $\times$ 10⁻¹⁶ | 8.11 $\times$ 10⁻¹⁶ | 8.05 $\times$ 10⁻¹⁵ |
| $L$ (m³ J⁻¹ s)       | 3.12 $\times$ 10⁻⁹ | 3.12 $\times$ 10⁻⁹ | 3.12 $\times$ 10⁻⁹ |

Table 4: Elastic constants, given in Voigt notation, (GPa) for tin.

<table>
<thead>
<tr>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{22}$</th>
<th>$C_{23}$</th>
<th>$C_{33}$</th>
<th>$C_{44}$</th>
<th>$C_{55}$</th>
<th>$C_{66}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>72.3</td>
<td>72.3</td>
<td>88.4</td>
<td>22.0</td>
<td>22.0</td>
<td>59.4</td>
<td>59.4</td>
<td>35.8</td>
<td>35.8</td>
</tr>
</tbody>
</table>
Table 5: Parameters used in the crystal plasticity model.

<table>
<thead>
<tr>
<th>Constant parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \dot{\gamma}_0 ) (s(^{-1}))</td>
<td>Initial slip rate</td>
</tr>
<tr>
<td>( m )</td>
<td>Rate sensitivity</td>
</tr>
<tr>
<td>( q^{\alpha\alpha} )</td>
<td>Self-hardening</td>
</tr>
<tr>
<td>( q^{\alpha\beta} )</td>
<td>Cross-hardening</td>
</tr>
<tr>
<td>( h_0 ) (MPa)</td>
<td>Initial hardening</td>
</tr>
<tr>
<td>( c )</td>
<td>Hardening exponent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Slip system dependent parameters</th>
<th>Saturation stress</th>
<th>Initial slip resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slip system family</td>
<td>( \tau_{sat} ) (MPa)</td>
<td>( s_0 ) (MPa)</td>
</tr>
<tr>
<td>Plane</td>
<td>Direction</td>
<td></td>
</tr>
<tr>
<td>{100}{001}</td>
<td>11</td>
<td>8.5</td>
</tr>
<tr>
<td>{110}{001}</td>
<td>9</td>
<td>4.3</td>
</tr>
<tr>
<td>{100}{010}</td>
<td>11</td>
<td>10.4</td>
</tr>
<tr>
<td>{110}{1\bar{T}1}</td>
<td>9</td>
<td>4.5</td>
</tr>
<tr>
<td>{110}{1\bar{T}0}</td>
<td>10</td>
<td>5.6</td>
</tr>
<tr>
<td>{100}{011}</td>
<td>10</td>
<td>5.1</td>
</tr>
<tr>
<td>{001}{010}</td>
<td>10</td>
<td>7.4</td>
</tr>
<tr>
<td>{001}{110}</td>
<td>10</td>
<td>15.0</td>
</tr>
<tr>
<td>{011}{0\bar{T}1}</td>
<td>9</td>
<td>6.6</td>
</tr>
<tr>
<td>{211}{0\bar{T}1}</td>
<td>13</td>
<td>12.0</td>
</tr>
</tbody>
</table>
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