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Abstract—We describe our system for task programming using sensor-based skills and the ongoing work on transforming the high-level specifications of objects and frames into constraints for the motion control.

I. INTRODUCTION

The goal of our research is to semantically describe and reason upon complex sensor-based robot tasks in order to simplify the programming of industrial robots. We are focusing on manipulation tasks for small part assembly, see Fig. 1. A task is realized by a sequence of skills, which are semantically annotated state machines. On the lowest level, the skills are specified by simple motion constraints. In order to reuse and reason about the skills, they are uploaded to a knowledge base, named Knowledge Integration Framework (KIF) [3]. KIF contains ontologies representing skill types, objects such as robots, workpieces and sensors, and physical properties. It also provides services that are used e.g. by a graphical task specification tool (see Section III). In this programming environment, the user specifies the desired subgoals of the task, possibly by natural language, and these specifications are translated into robot control programs. Our ongoing research bridges the gap between high-level task specifications and efficient motion control (see Section IV).

II. SENSOR CONTROLLED SKILLS

The framework used for low-level motion control is based on iTaSC [6]. The interface to the robot [4, 5] admits sending position references and velocity feedforward to the joint servo control loops. An external force/torque sensor is used to give the robot capability to perform force control.

A motion is specified by constraining outputs from a kinematic chain, this can be positions, velocities or forces. The kinematic chain is a specification of the relation between the task variables and the robot, and it is represented as a list of simple transformations. All constraints are handled at the velocity level, which means that position and force constraints are handled by the use of controllers that gives a velocity that is the actual constraint. The implementation has been performed with Matlab/Simulink, and real-time executable code has been generated with the Real-Time Workshop toolbox.

A skill consists of a number of simple motions, and it is specified as a state machine. Each state defines kinematic chains and a specification of the constraints, i.e., controller parameters and setpoints. Transition conditions in the state machine consist, e.g., of force/torque and position thresholds. The software used for the implementation of the state machine is JGrafchart [8].

III. HIGH-LEVEL PROGRAMMING

The high level programming interface is implemented as a plugin to ABB RobotStudio [1]. When creating the station, the objects such as the robot, workpieces, sensors, trays and fixtures, can be generated in the station or downloaded from KIF. The ontologies stored in KIF describe the objects. Each object lists its own properties, e.g. weight and dimensions. A physical object is characterized by its object frame and a number of feature frames related to the object frame. Geometrical constraints are expressed as relations between feature frames. These frames are later used to create the kinematic chains.

On the highest level, the task is represented as an assembly graph, which is a partially ordered tree of assembly operations [11]. Each assembly operation specifies the desired geometrical relations of the involved objects and the skill type. The assembly operations are subgoals, and the root node represents the final goal of the task.

Before the task specification is translated into executable code, it is subjected to a number of checks verifying consistency, correctness and completeness. As an example, a KIF service checks that the station fulfills the device requirements of each used skill. It loads the station description with all its objects and the assembly graph. In the ontology, each skill description contains device requirements, pre- and postconditions. Initially, the service matches the device requirements...
to the objects in the station. If all device requirements are fulfilled, the service will continue by suggesting a sequence of skills so that no preconditions are violated.

To concretize, in a task where an emergency stop button box is assembled, see Fig. 1 one assembly operation consists of snapping a switch into the bottom of the box. This skill has the type SnapFit and requires 1) the box to be fixed, 2) the force to be measured in positive z-direction of the fixed frame, and 3) the switch to be located above the box when starting the motion. When the service evaluates this skill for a particular station, it will match the objects in the station to the requirements, e.g. verify that a force sensor and fixture exist and that the sensor is either aligned with the fixture or mounted on the gripper.

When analyzing the sequence, the preconditions of a skill have to match the postconditions of the previous skills. A service suggests skills that fulfill missing conditions if such skills exist. In particular picking, placing and moving objects are simple to add. However, we do not focus on optimizing the task execution, but only on guaranteeing its executability.

Another, even more high-level functionality, is the natural language support. The user describes the task using natural language sentences. They are parsed and semantically analyzed [2] in order to identify skills and the objects to be manipulated. These skills are combined into a task sequence.

IV. ONGOING AND FUTURE WORK

We are currently working on generating the control programs from the specifications. Currently motions are specified using primitive motions like translate or rotate, expressed using geometrical or velocity constraints between feature frames. We are extending the constraint vocabulary to include sensor conditions, such as force and time.

Given such a specification, we can extract the kinematic chain of the task by taking the coordinate systems of the involved feature frames and use them to form a closed kinematic chain. This chain is the list of simple transformations that is used to compute the low-level motion control. Together with the motion parameters, this forms one state in the skill state machine. A complete skill consists of a sequence of such motions.

The generated state machine describes the nominal behavior of the skill. If needed, the resulting state machine can be modified in the state machine editor [3]. In the future, the system will, at least semi-automatically, be able to extend the state machine with typical error handling procedures. We consider error handling one of the important aspects regarding the usability of our system.

V. RELATED WORK

Huckaby and Christensen [7] has created a taxonomy for task modeling using skill primitives and control skills. Reusable skill or manipulation primitives are a convenient way of hiding the detailed control structures [10]. Kresse and Beetz [9] describe an approach to map high-level constraints to control parameters in order to flip a pancake.
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