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A B S T R A C T

Combined resistivity and time-domain direct current induced polarization (DCIP) measurements are traditionally carried out with a 50% duty cycle current waveform, taking the resistivity measurements during the on-time and the IP measurements during the off-time. One drawback with this method is that only half of the acquisition time is available for resistivity and IP measurements, respectively. In this paper, this limitation is solved by using a current injection with 100% duty cycle and also taking the IP measurements in the on-time. With numerical modelling of current waveforms with 50% and 100% duty cycles we show that the waveforms have comparable sensitivity for the spectral Cole–Cole parameters and that signal level is increased up to a factor of 2 if the 100% duty cycle waveform is used. The inversion of field data acquired with both waveforms confirms the modelling results and shows that it is possible to retrieve similar inversion models with either of the waveforms when inverting for the spectral Cole–Cole parameters with the waveform of the injected current included in the forward computations. Consequently, our results show that on-time measurements of IP can reduce the acquisition time by up to 50% and increase the signal-to-noise ratio by up to 100% almost without information loss. Our findings can contribute and have a large impact for DCIP surveys in general and especially for surveys where time and reliable data quality are important factors. Specifically, the findings are of value for DCIP surveys conducted in urban areas where anthropogenic noise is an issue and the heterogeneous subsurface demands time-consuming 3D acquisitions.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Combined direct current (DC) resistivity and time-domain (TD) induced polarization (IP) measurements are traditionally carried out using a 50% duty cycle waveform for current injection, taking the resistivity measurements during the on-time and the IP measurements during the off-time. Recently, however, developments in time-domain hardware have made it possible to perform detailed monitoring and analysis of the measuring procedure of DCIP acquisition. As a result of this development, it has been suggested that a 100% duty cycle waveform could be used in time-domain IP, with the IP (spectral) information retrieved from the on-time (Dahlin and Leroux 2010). Furthermore, in frequency-domain, a 100% duty cycle waveform has been successfully used for measuring IP, although retrieving limited spectral information (Zonge et al. 2005, Zonge et al. 1972).

Alongside the hardware improvement, a corresponding development on the software side has taken place. Inversion algorithms that use the current waveform and the full IP decays for extracting the spectral IP content from TD data have been proposed (Fiandaca et al. 2012, 2013), with applications for landfill characterization (Gazoty et al. 2013, Gazoty et al. 2012a, Gazoty et al. 2012b) and for mapping CO2 transport (Doetsch et al. 2015a) and permafrost seasonal variations (Doetsch et al. 2015b).

For these applications, as well as for others, the use of a 100% duty cycle waveform for DCIP measurements will have substantial advantages compared with the traditionally used 50% duty cycle regarding acquisition time efficiency and signal level. These benefits are highly relevant for the applied DCIP surveys conducted by commercial companies where time and reliable data quality are important factors. In addition, DCIP surveys conducted in urban areas where anthropogenic noise sources are present and the heterogeneous subsurface demands time-consuming 3D acquisitions will have extra benefit from the 100% duty cycle waveform and on-time measurements of IP. To date, it has not been shown whether the 100% duty cycle waveform can be successfully used in TDIP measurements, nor if spectral information can be retrieved in the inversion.

This paper demonstrates that the use of a 100% duty cycle waveform and on-time measurements of the spectral IP information is possible for both synthetic and field DCIP cases. The aforementioned hardware and software developments are used for comparing 50% and 100% duty
cycle waveforms, both in terms of IP spectral information and signal to noise ratio. Section 2 introduces the 100% duty cycle waveform in details, followed by sections presenting results and discussion on the synthetic modelling and a field comparison. The paper ends with a brief conclusion.

2. 100% duty cycle

A step-response for an exemplary homogenous half-space Cole–Cole model was generated with the spectral forward response and inversion code Aarhusinv (Auken et al. 2014) and used for creating synthetic full-waveform data of the 50% and 100% duty cycle waveforms (Fig. 1) by the principle of superposition (Fiandaca et al. 2012).

It can be noted that for the 50% duty cycle waveform with IP measurements during the off-time, the measured IP response decays with time, while for the 100% duty cycle waveform with IP measurements during the on-time, the potential increases during the acquisition. For an easier comparison between the 50% and 100% signals, this paper uses the \( V_{\text{DC}(j)} \) value (retrieved from a time period at the end of each pulse \( j \)) for defining the 100% IP decay for pulse \( j \), \( V_{\text{IP100\%}(j)} \), as the difference between the \( V_{\text{DC}(j)} \) value and the measured IP response \( V_{\text{response}(j)} \) (Eq. (1)):

\[
V_{\text{IP100\%}(j)} = V_{\text{DC}(j)} - V_{\text{response}(j)}. \tag{1}
\]

The individual 100% IP decays derived with Eq. (1), \( V_{\text{IP100\%}(j)} \), are averaged according to Eq. (2), making use of the negative or positive sign of the decays:

\[
V_{\text{IP100\% average}} = \frac{1}{n_{\text{pulses}}} \sum_{j=1}^{n_{\text{pulses}}} (\frac{V_{\text{IP100\%}(j)}}{j});. \tag{2}
\]

For the 50% duty cycle, a normalization of the IP response is traditionally achieved by dividing the IP response potential with the VDC value (VIP/VDC) and presenting the IP response in mV/V (note that this normalization does not define the “normalized chargeability” described for instance by Slater and Lesmes (2002), but is a common unit change). A corresponding normalization for the 100% duty cycle is also suggested in this paper through Eq. (3):

\[
V_{\text{IP100\% normalized}} = \frac{V_{\text{IP100\% average}} \cdot n_{\text{pulses}}}{V_{\text{DC average}} \cdot (2 \cdot n_{\text{pulses}} - 1)} \tag{3}
\]

where \( V_{\text{DC average}} \) represents the DC value averaged over all the pulses in analogy to Eq. (2). The normalization of Eq. (3) differs from the standard IP normalization by the presence of the \( \frac{n_{\text{pulses}}}{(2 \cdot n_{\text{pulses}} - 1)} \) factor, which has been introduced in order to facilitate the numerical comparison of 50% and 100% IP duty cycles normalized data.

In fact, as can be seen in Fig. 2A, the magnitude of the chargeability for the 100% duty cycle waveform is initially almost twice the magnitude of the 50% duty cycle waveform if compared without normalization (presented in volt). This doubling is due to the superposition of the off-time IP decay of the 50% duty cycle waveform and the corresponding on-time IP build-up. With the 100% duty cycle waveform, these two responses are superimposed on each other and measured as one. Another way to look at this is to consider that the change in current causing the IP response is doubled when using the 100% duty cycle waveform instead of the 50% waveform for all the pulses except the first, which is initiated from the same current level (i.e. zero ampere, see Fig. 1). Considering that \( V_{\text{IP100\% normalized}} \) is computed from the IP responses averaged over all the pulses, the \( \frac{n_{\text{pulses}}}{(2 \cdot n_{\text{pulses}} - 1)} \) factor in Eq. (3) standardizes the 100% duty cycle response to the current changes of the 50% duty cycle response.

As a result, with the normalization suggested in this paper (Eq. (3)), expressing the decays in terms of mV/V shows more similar starting and averaged magnitudes for the 50% and 100% IP decays (Fig. 2B). Despite the fact that the normalization proposed in Eq. (3) simplifies the comparison of the 50% and 100% signal levels, the shape of the IP curves differs significantly. In particular, the 100% IP decays defined through Eqs. (1), (2) and (3) are forced to small or negative data values at late times (Fig. 2), depending on the selected integration time for the \( V_{\text{DC}} \) value and the last IP gate respectively, even though the corresponding 50% IP responses have not reached their minimum. In this paper, this effect is accounted for by the modelling/inversion software, which includes the current waveform, the definition of the DC integration time and the full IP decays in the computations (Fiandaca et al. 2013, Fiandaca et al. 2012).

When looking at the comparison of non-normalized 100% and 50% duty cycle data a final consideration can be drawn about the signal-to-noise ratio. In fact, the noise in IP data depends on the non-normalized signal level (Gazoty et al. 2013), and the almost doubled signal of the 100% duty cycle data can increase the signal-to-noise ratio by up to 100%.

3. Synthetic modelling

Forward modelling and sensitivity analysis of resistivity and the Cole–Cole parameters for both the 50% and the 100% duty cycle waveforms were carried out on a 1D synthetic model (Fiandaca et al. 2013, Fiandaca et al. 2012). The sensitivity, \( s \), is computed through the covariance of the estimator error for linear mapping described by Tarantola

![Fig. 1. Modelled waveform for the 50% (A) and 100% (B) duty cycle waveforms showing measured potential (solid line) and injected current (dashed line). Twice as many stacks are achieved with the 100% duty cycle compared with the 50% duty cycle with the same acquisition time.](image-url)
and Valette (1982) and represents the relative uncertainty on the model parameters \( p \) (because the analysis is performed on the logarithm of the model parameters): \[ p/s \leq p \leq p \cdot s. \]

A synthetic three layer subsurface model (Table 1), with parameter ranges/contrasts similar to the ones found in the field example described in the next section, was used for the forward modelling of a Schlumberger vertical sounding with log-increasing electrode spacing and IP gate lengths. To emulate field conditions, a noise model identical to the one characterizing the field data was chosen for the sensitivity analysis. In particular, a relative standard deviation of 2\% for the DC data and 10\% for the IP data were used, together with a voltage dependent noise (Gazoty et al. 2013; Zhou and Dahlin 2003) that better describes the effect of the signal level on the data uncertainty. The voltage dependent noise model was controlled by a nominal voltage noise threshold \( V_{\text{noise}} \), defined for a nominal integration time \( \text{Nominal}_{\text{gatelength}} \) and stack size \( n \) equal to one, and defined as:

\[
\sigma_{\text{DC}} = \frac{V_{\text{noise}}}{V_{\text{DC}}} \sqrt{\frac{\text{Nominal}_{\text{gatelength}}}{\text{DC}_{\text{gatelength}}}} \quad \text{(4)}
\]

\[
\sigma_{\text{IP}} = \frac{V_{\text{noise}}}{V_{\text{IP}}} \sqrt{\frac{\text{Nominal}_{\text{gatelength}}}{\text{IP}_{\text{gatelength}}}} \quad \text{(5)}
\]

A voltage threshold \( V_{\text{noise}} = 0.2 \text{ mV} \) with \( \text{Nominal}_{\text{gatelength}} = 0.01 \text{ s} \) was used in the simulations.

The forward modelling and 1D sensitivity analysis was carried out by means of both of the waveforms and four different acquisition cases: two cases with the same on-time (\( T_{\text{on}} = 4 \text{ s} \)) and amount of stacks (\( n = 4 \)) but with different waveforms (50\% and 100\% duty cycles) and two other cases where either the on-time or the stacks were doubled for the 100\% duty cycle waveform. In theory, the latter two cases give the same total duration of the acquisition as for the 50\% duty cycle waveform (Table 2). Table 2 shows that the sensitivity for all model parameters is comparable for all four acquisition cases, except for the relaxation time of layer two (\( \tau - 2 \)) for which the first (50\% duty cycle, \( T_{\text{on}} = 4 \text{ s}, n = 4 \)) and that the second last (100\% duty cycle, \( T_{\text{on}} = 8 \text{ s}, n = 4 \)) cases are more sensitive compared with the others.

### 4. Field example

The field data were acquired at a farmland with Quaternary deposits of clayey till overlaying a bedrock of Silurian shale. A known dolerite dike intruding the shale provided a chargeable IP structure for the experiment. The DCIP profile (157.5 m, 64 electrodes with a spacing of 2.5 m) was centred on top of the known IP anomaly and retrieved with its capability of full-waveform acquisition is particularly well suited for this experiment. Separated cables were used for transmitting current and measuring potentials to reduce the effect of capacitive coupling and improve the IP data quality (Dahlin and Leroux 2012). The electrode contact resistance was measured for all electrodes with a mean value of 220 Ω and a variation coefficient of approximately 45\%.

Both the 50\% and the 100\% duty cycle waveforms were used for DCIP measurements on the field setup. Except for the waveform duty cycle, all other settings were kept equal for the acquisitions: 1015 quadrupoles, 4 s on-time of current injection and 3 full stacks. This resulted in a total acquisition time of 154 min for the 50\% duty cycle and 88 min for the 100\% duty cycle, a reduction in acquisition time of approximately 43\% for the 100\% duty cycle waveform. The reason for the reduction not reaching the theoretical 50\% (only considering the duration of the waveforms) is that the instrument performs a number of test pulses prior to each current injection. These test pulses are part of the system that enables the instrument to maintain a constant current throughout the injection. In this study, these test pulses were not included in the full waveform modelling.

To get an accurate estimation of the IP response, the background potential variation during a current injection sequence needs to be accounted for. This is also essential for DC resistivity measurement and is commonly handled by measuring and averaging data from a positive–double negative–positive type duty cycle which acts as a filter that removes linear variation (Dahlin 2000), but it should be noted that a higher degree approach may be required in order to recover the more subtle spectral IP information. In this paper, a second order polynomial was adapted to the \( V_{\text{DC}} \) values of the stacks and the non-constant terms.

### Table 1

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (m)</th>
<th>( \rho ) (Ωm)</th>
<th>( m_0 ) (mV/V)</th>
<th>( T ) (s)</th>
<th>( c ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>250</td>
<td>40</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>500</td>
<td>100</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>( \infty )</td>
<td>500</td>
<td>40</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Fig. 2, the acquired potential of the probe horizontal position of median sensitivity corresponding to the middle to-noise ratio? (See Section 2).

The results contribute to the usage of commercial IP measurements within areas where the time pressure on projects due to economic constraints is dominant. This is usually the case in engineering and environmental projects but decreasing the total measurement time and improving signal-to-noise ratio are beneficial for all DCIP surveys. Thus, an implementation of a commercial system which makes use of a 100% duty cycle and measures IP during the on-time could have several practical benefits. For example, it may encourage operators to make use of 3D-measurements which generally can be time demanding, to decrease the total measurement time and make use of more stacks in noisy environments to get better data quality or to increase the on-time at field sites where long time-constants are expected for the IP decays (such as for example landfills) to get additional spatial information.

The 100% duty cycle and on-time IP measurements described in this paper could be implemented as routine use in DCIP instruments and processing procedures. To actualize this, the instrument used need to make use of more stacks in noisy environments to get better data quality or to increase the on-time at field sites where long time-constants are expected for the IP decays (such as for example landfills) to get additional spatial information.

The 100% duty cycle and on-time IP measurements described in this paper could be implemented as routine use in DCIP instruments and processing procedures. To actualize this, the instrument used need to make use of more stacks in noisy environments to get better data quality or to increase the on-time at field sites where long time-constants are expected for the IP decays (such as for example landfills) to get additional spatial information.

The 100% duty cycle and on-time IP measurements described in this paper could be implemented as routine use in DCIP instruments and processing procedures. To actualize this, the instrument used need to make use of more stacks in noisy environments to get better data quality or to increase the on-time at field sites where long time-constants are expected for the IP decays (such as for example landfills) to get additional spatial information.

Table 2
Sensitivity analysis for both waveforms with same on-time and doubled on-time for the 100% duty cycle. Relaxation time of layer two \( (\tau_2 - 2) \) for the first and third acquisition cases are indicated with bold font.

<table>
<thead>
<tr>
<th>Duty cycle</th>
<th>( T_{\text{on}} ) ( (s) )</th>
<th>( n ) ( (-) )</th>
<th>( \rho - 1 ) ( (\Omega \text{m}) )</th>
<th>( \rho - 2 ) ( (\Omega \text{m}) )</th>
<th>( \rho - 3 ) ( (\Omega \text{m}) )</th>
<th>( m_{\text{bg}} - 1 ) ( (\text{mV/V}) )</th>
<th>( m_{\text{bg}} - 2 ) ( (\text{mV/V}) )</th>
<th>( m_{\text{bg}} - 3 ) ( (\text{mV/V}) )</th>
<th>( \tau - 1 ) ( (s) )</th>
<th>( \tau - 2 ) ( (s) )</th>
<th>( \tau - 3 ) ( (s) )</th>
<th>( c - 1 ) ( (-) )</th>
<th>( c - 2 ) ( (-) )</th>
<th>( c - 3 ) ( (-) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>4</td>
<td>4</td>
<td>1.015</td>
<td>1.052</td>
<td>1.014</td>
<td>1.40</td>
<td>1.15</td>
<td>1.13</td>
<td>1.54</td>
<td>1.16</td>
<td>1.16</td>
<td>1.40</td>
<td>1.12</td>
<td>1.13</td>
</tr>
<tr>
<td>100%</td>
<td>4</td>
<td>4</td>
<td>1.015</td>
<td>1.052</td>
<td>1.014</td>
<td>1.47</td>
<td>1.17</td>
<td>1.16</td>
<td>1.54</td>
<td>1.14</td>
<td>1.12</td>
<td>1.47</td>
<td>1.14</td>
<td>1.16</td>
</tr>
<tr>
<td>100%</td>
<td>8</td>
<td>4</td>
<td>1.014</td>
<td>1.051</td>
<td>1.014</td>
<td>1.39</td>
<td>1.14</td>
<td>1.12</td>
<td>1.58</td>
<td>1.14</td>
<td>1.18</td>
<td>1.39</td>
<td>1.11</td>
<td>1.12</td>
</tr>
<tr>
<td>100%</td>
<td>4</td>
<td>8</td>
<td>1.015</td>
<td>1.052</td>
<td>1.014</td>
<td>1.47</td>
<td>1.17</td>
<td>1.16</td>
<td>1.54</td>
<td>1.27</td>
<td>1.16</td>
<td>1.47</td>
<td>1.14</td>
<td>1.15</td>
</tr>
</tbody>
</table>

5. Conclusions

Our results support that the approach of using a 100% duty cycle square waveform for current injection and measuring the IP response during the current on-time is practically applicable. We also show that the measuring time can be substantially reduced by the use of this method and that the signal-to-noise ratio will generally increase.

The data acquired from the field tests (Figs. 3 and 5) generally show that the IP decays for the 50% and 100% duty cycle waveforms are different. As discussed above, this difference is in accordance with the synthetic modelling and depends on how the 100% duty cycle IP decay is defined. With an inversion software that includes the injected current waveform and the definitions for the 100% duty cycle IP decay, it is still possible to retrieve an inversion model from the 100% duty cycle data (Fig. 4B) that is similar to the inversion model from the 50% duty cycle waveform data (Fig. 4A).
be able to record full waveform information or be able to gate the data directly during the on-time. The instrument should also be able to keep a stable current waveform. If this is not possible, the waveform of the injected current needs to be fully described in the inversion software and included in the forward computations. These types of inversion software are also advantageous for comparing results from different waveforms (50% duty cycle versus 100% duty cycle).
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