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This study is part of a project investigating levels of multimodal prosodic prominence, as resulting from an interplay of verbal prosody (pitch accents) and visual prosody (head and eyebrow beats). One challenge of such a project lies in the annotation of head and eyebrow movements based on video data, which is commonly achieved by means of manual labelling by human annotators. In order to enable future large-scale investigations of multimodal prominence, we are developing automatic methods for the annotation of movements, in this study strictly focusing on head beats.

To this end, we developed a system for training a classifier to recognise head movements in video data. The purpose of the present study is twofold: 1) to see how well we can classify head movements, and 2) to identify labelling-related problems and see if it might be useful for the improvement of the labelling process to have access to movement data.

Our materials consist of Swedish television news broadcasts and comprise speech from four new readers (two female) and about 1000 words in total. There is always only one person present in the video frame at a given time and he/she almost always faces the camera. Hence, face detection is rather straightforward in this material. The frame rate was 25 fps.

This corpus was previously manually labelled, applying a simplistic annotation scheme consisting of a binary decision about absence/presence of a movement in relation to a word: To this end, the audio-visual data was first segmented at the word level based on the audio data. Then, ELAN was used to determine for each word if there was head movement or not, where ‘presence’ was defined as the event that the head rapidly changed its position, roughly within the temporal domain of the word. This was done based on the complete audio-visual display, by three annotators independently of each other. Finally, the three annotations were compared, and for the analyses (as well as for the present study), an annotation was counted as such in the event of an agreement between at least two annotators. These annotations constitute the point of departure for the present study. For a more detailed discussion of our definition of beat head movements and our other multi-modal annotations (prosodic prominence), see Ambrazaitis et al (2015).

For the video analysis we used the frontal face detection functions in the OpenCV library to detect areas with faces. This method is similar to Zhang et al (2007). Each frame in the visual speech corpus is analysed and this gives us an estimate of the location of the face - and head; they are almost equivalent in this context - as coordinates in the x-y plane, as illustrated in Figure 1.
The next step is to smooth and calculate velocity and acceleration profiles from the head coordinates. Here we use a method described by Nyström and Holmqvist (2010). We use the Savitzky–Golay (SG) FIR smoothing filter, which makes no strong assumption on the overall shape of the velocity curve and is reported to have a good performance in terms of temporal and spatial information about local maxima and minima (Savitzky & Golay, 1964). Given raw head coordinates this outputs smoothed velocity and acceleration for the x- and y-dimensions separately. Then the total angular velocity and acceleration are calculated as the Euclidean distance of the x- and y-components. This is shown in Figure 2, where we also show how we can compare the movement functions with the intervals of our word-related head movement labelling.

From each of the six curves (x-velocity, y-velocity, x-acceleration, y-acceleration, angular velocity and angular acceleration) we calculate four features per word: average, max, min and amplitude (max-min). We then trained a classifier by feeding the features into a machine learning algorithm. Our test corpus contains 1047 words. Of these, 818 words are labelled as not having head movement (about 78%), and 229 are labelled as having head movement. We ran a 10-fold cross-validation using xgboost (Chen & Guerstn 2016) and this gave us 85% correctly classified words. We thus perform better than the 'majority' vote, which would have assigned 'no movement' to all words.
The classifier may be helpful for head movement labelling in its own right. Moreover, as may be evident from Figure 2, our labelling poses some problems for the classifier: we see that there are cases where the peak of the velocity curve crosses the word label function. This means that the head movement occurs right on a word boundary. This is a problem as one word then has been labelled as 'movement' and the other as 'no movement', but both may have large velocity/acceleration. By visualising the head movements in this way we might indicate that some labels needs to be adjusted. Our goal for future work is to improve the classifier and to integrate this in a tool which could facilitate head movement labelling.
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