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Abstract

In this thesis, aspects of the use of cryogenically cooled rare-earth-ion-doped crystals in the fields of quantum optics and quantum information processing are addressed. The experiments and theoretical considerations referred to in this thesis are based on the coherent transient interaction between light and the ions in the crystals.

A photon echo experiment has been performed where faint optical pulses were accumulated in the crystal. In this experiment, the possibility of single photons acting as two of the optical fields in the photon echo process was investigated. Different aspects on the experiment, which can be viewed as delayed self-interference of a single photon, are discussed in this thesis.

A scheme for the possible implementation of quantum information processing in rare-earth-ion-doped crystals is presented. A key feature in this scheme is that small groups of ions, which can be optically manipulated and which interact in a controlled way, can be extracted from a collection of randomly positioned ions in the crystal host. Initial experimental investigations of the scheme, indicating the possibility of implementing quantum gates, are also presented in this thesis.

In another experiment, the application of magnetic fields of up to 5 T was seen to increase the lifetime of information stored as frequency-dependent modulation of the population of thulium ions doped into a YAG crystal by several orders of magnitude. This mechanism might be useful in data storage and information processing applications. An experiment in which the same type of crystal was used as the active medium in a photon-echo-based pulse compression experiment, where microsecond long pulses were compressed to nanosecond duration using frequency-chirped light pulses, is also reported in this thesis.
Sammanfattning


I denna avhandling presenteras ett experiment, där enskilda fotoner har fått växelverka med joner indopade i en kristall. Experimentet indikerar att enskilda fotoner kan delas upp i två pulser som absorberas av jonerna i kristallen. Sedan absorptionen av många enskilda fotoner ackumulerats i kristallen är det möjligt att få information om tidsskillnaden mellan de två pulserna. Detta trots att en direkt mätning av pulserna skulle visa att fotonerna befann sig i antingen den ena pulsen eller den andra, men aldrig i båda samtidigt. Vid en sådan mätning skulle det vara omöjligt att få information om tiden mellan pulserna. Experimentet som presenteras i avhandlingen kan tolkas som att de båda pulserna interfererar med varandra i kristallen trots att de aldrig befinner sig där samtidigt.

En annan del av avhandlingen behandlar området kvantdatorer. Dagens datorer behandlar information i form av bitar som kan ha antingen värdet ett eller värdet noll. I en kvantdator representeras bitarna, vilka kallas kvantbitar, av kvantmekaniska system. Detta innebär att kvantbitarna kan anta värdena noll och ett, precis som bitarna i en vanlig dator, men att de även kan vara i en superposition av de båda värdena. Detta gör att datorn kan räkna på båda de möjliga värdena parallellt, vilket gör det möjligt att utföra vissa typer av beräkningar snabbare än om en vanlig dator hade använts. Byggandet av kvantdatorer befinner sig fortfarande på experimentstadiet och ett stort antal fysikaliska system, som föreslagits som möjliga för att implementera kvantdatorberäkningar, undersöks för närvarande.


Slutligen har samma typ av kristaller som de ovan beskrivna använts för att komprimera optiska pulser. Genom att använda en optisk process kallad fotonekon, kunde optiska pulser, ursprungligen mikrosekunder långa, komprimeras till längder i nanosekundsområdet. Samma typ av kristaller har
också undersökts då de placerats i ett starkt magnetfält. Detta visade sig ge upphov till en mekanism för långtidslagring av information i kristallen, vilket kan ha tillämpningar inom optisk datalagring och signalbehandling.
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1. Introduction

The realisation of the laser in 1960 opened up the possibility of studying coherent interactions between light and atoms. This thesis deals with phenomena arising when coherent pulses of light interact with a collection of ions doped into an inorganic crystal, where each ion only absorbs light within a narrow frequency band, but the different ions in the crystal absorb at different frequencies. In order to study controlled interactions between laser light and the ions in the crystal, the samples have been placed in a cryostat and cooled to liquid helium temperature (~4 K). At such a low temperature, uncontrollable interactions with the environment (e.g. in the form of phonons) are minimised, enabling well-controlled optical manipulation of the state of the ions. In this work, the ability of the ions to store the phase of the electromagnetic field has been studied in different experiments.

During the past two decades, research on coherent interactions between light and rare-earth-ion-doped crystals at cryogenic temperatures has mainly been in the area of all-optical data storage and signal processing. In this work, (as in other studies during recent years) attention has turned towards the use of the same type of materials for performing fundamental experiments in quantum physics and for exploring the new and exciting field of quantum information processing. The quest to reveal the secrets of quantum physics spurs the development of better lasers, crystals and other equipment, which will most certainly also have a positive effect on more applied areas of research.

In this work, a quantum optical experiment involving accumulated photon echoes has been studied. The study of quantum optical experiments can lead to a better understanding of the properties of light, but also of the nature of various types of optical processes. In the accumulated photon echo experiment (also called delayed single-photon self-interference), a large number of pulse pairs, each containing on average less than one photon, were made to interact with a rare-earth-ion-doped crystal. The experiment supported the suggestion that the non-linear photon echo process can be performed with only a single photon shared between the first two optical pulses.

During this work, I have also been given the opportunity to work in the rather new research field of quantum information processing. In this field, the combination of quantum physics and information theory has revealed possibilities for computations with fewer computational steps than intuitively believed to be
possible. This field has, in my opinion, changed the way we think about computations in a significant way. Until recently, it was assumed that the exact physical implementation of a machine capable of performing calculations was not of great importance. This assumption has made it possible to develop algorithms without worrying about the details of the machine on which the algorithms were to be implemented. However, there are strong indications that clever usage of a computational machine in which quantum mechanics is utilised can solve some problems significantly faster than a device based on classical physics. In this thesis, a suggestion for a possible way of performing quantum information processing in rare-earth-ion-doped crystals is presented together with initial experiment towards the implementation of elementary computations.

This thesis is divided into two parts. The first part contains some background information relevant for the study of coherent interactions between light and rare-earth ions doped into crystals, and the second part contains the scientific papers on which this thesis is based. In Chapter 2 of the first part, the theory of coherent interactions between light and atoms is summarised. In Chapter 3, a description of some of the special optical properties possessed by rare-earth-ion-doped crystals is given. Chapter 4 contains an explanation of the photon echo process and some practical applications in which the use of photon echoes has been envisaged. In Chapter 5, some issues relevant for the delayed single-photon self-interference experiment (reported in Paper III) are elaborated upon. Chapter 6 contains a description of the mysteries of quantum information processing and the possibility of performing such processing in the rare-earth-ion-doped crystals. The survey of theoretical and experimental considerations in the first part of this thesis is by no means complete, but is rather a summary of the phenomena that I personally have found most enlightening or puzzling.
2. Coherent interaction between light and atoms

In this section, the coherent interaction between light and an ensemble of atoms will be described. The interaction will be assumed to only involve one optical transition of the atoms, i.e. the atoms will be approximated by two-level systems. The theory presented is semi-classical in that the light is described as a continuous classical electromagnetic field rather than a quantised field consisting of photons. Some effects related to the quantisation of the electromagnetic field will be described in Chapter 5 of this thesis. Derivations of the equations describing the interaction between coherent light and two-level atoms can be found in many textbooks, see e.g. References 4-6. In this chapter, some of the equations will be repeated and briefly commented upon to give a theoretical background for the following chapters in the thesis.

2.1. Two-level atoms

Atoms can, in general, exist in infinitely many stationary energy states. A full description of the interaction between light and all the energy levels of an atom would be very complicated. However, if a monochromatic light source is used where the frequency of the light is tuned so as to be close to the energy difference between only two of the energy levels of the atom, the description can be simplified considerably. The assumption that only two energy levels are involved in the interaction between light and atoms is not valid for all the experiments described in this thesis, but an understanding of this simple case can be useful when considering more complicated processes.

An atom with two energy levels will, after a measurement, be found in one of its two levels, but if no measurement is made, it can exist in a coherent superposition of the two states. For an atom with two levels (ground and excited state), denoted \( |g> \) and \( |e> \), a general state can be described as:

\[
|\psi(t)\rangle = c_g(t) |g> + c_e(t)e^{-i\omega t} |e>,
\] (2.1)
where $\omega_{eg}$ is the frequency corresponding to the energy difference between the levels. $c_g$ and $c_e$ are the complex amplitudes of the ground and excited states. The square modulus of these amplitudes describes the probability of measuring the atom in each state, and consequently:

$$|c_g(t)|^2 + |c_e(t)|^2 = 1$$  \hspace{1cm} (2.2)

must hold at all times. As can be seen in Equation 2.1 above, an atom in a superposition between its two states will have a phase factor evolving with the absorption frequency of the transition between the two states. It is interesting to note that an equal superposition between energy states is mathematically very similar to the state of e.g. a photon, after a 50/50 beamsplitter, which is a common example used for illustrating the peculiarities of superpositions in quantum mechanics. This similarity will be further commented upon in Chapter 5.

The time during which an atom evolving freely in a superposition between two states can oscillate at its transition frequency without any perturbation is given by the phase memory time, $T_2$, of the atom. This time is limited by the lifetimes of the two atomic energy levels, but is often much shorter due to interactions with the environment. Such interactions could take the form of phase perturbing collisions for atoms in gases or may be interactions with phonons for ions in solid state hosts. In this chapter, this time ($T_2$) will be assumed to be much longer than the duration of the interaction between the atom and the light, but in the following chapters of this thesis the phase memory time will require careful consideration.

A monochromatic (linearly polarised) laser field can, in the dipole approximation, be described as:

$$E(t) = E_0 \cos \omega t,$$  \hspace{1cm} (2.3)

where $E_0$ is the amplitude and $\omega$ is the frequency of the field. For a laser to produce this field, the coherence time of the laser would have to be infinitely long. This is not possible in practice, but the description is still valid if the duration of the interaction between light and atoms is shorter than the coherence time of the laser used in the experiment. The interaction between this field and atoms can be described by:

$$V(t) = -\mu_{eg} E(t),$$

$$H = H_0 + V(t),$$  \hspace{1cm} (2.4)

where $H_0$ is the Hamiltonian describing the unperturbed atom, resulting in the energy levels of the atom, and $V$ describes the coupling between the field and the atoms. The coupling strength between the field and the atoms is described by the atomic transition dipole moment, $\mu_{eg}$. Inserting this into the Schrödinger equation makes it possible to follow the dynamics of the atoms in the field:
\[ i\hbar \frac{\partial |\psi(t)\rangle}{\partial t} = H |\psi(t)\rangle. \] (2.5)

It is convenient to introduce some new variables to describe the dynamics of the atomic state. Physical interpretations of these will be given later in this chapter. The Rabi frequency, \( \Omega \), is given by:

\[ \Omega = \frac{\mu_{eg} |E_0|}{\hbar}. \] (2.6)

The detuning between the frequency of the light field and the atomic absorption frequency is denoted \( \Delta \):

\[ \Delta = \omega_{eg} - \omega. \] (2.7)

Further, the generalised Rabi frequency, \( \Omega_G \), is given by:

\[ \Omega_G = \sqrt{\Omega^2 + \Delta^2}. \] (2.8)

Solving the Schrödinger equation for this type of atomic state (in the rotating wave approximation) gives the solutions:

\[
\begin{align*}
    c_g(t) &= \begin{pmatrix} c_g(0) \left[ \cos \left( \frac{\Omega_G t}{2} \right) - \frac{i\Delta}{\Omega_G} \sin \left( \frac{\Omega_G t}{2} \right) \right] + \\
             &+ \frac{\Omega}{\Omega_G} c_e(0) \sin \left( \frac{\Omega_G t}{2} \right) \end{pmatrix} e^{i\Delta t/2} \\
    c_e(t) &= \begin{pmatrix} c_e(0) \left[ \cos \left( \frac{\Omega_G t}{2} \right) + \frac{i\Delta}{\Omega_G} \sin \left( \frac{\Omega_G t}{2} \right) \right] + \\
             &+ \frac{\Omega}{\Omega_G} c_g(0) \sin \left( \frac{\Omega_G t}{2} \right) \end{pmatrix} e^{-i\Delta t/2}
\end{align*}
\] (2.9)

A simple special case is if we assume that the atom is initially in its ground state, i.e. that \( c_g(0) = 1 \) and \( c_e(0) = 0 \), and that the field is resonant with the atomic transition frequency. The solutions above then simplify to:

\[
\begin{align*}
    c_g(t) &= \cos \frac{\Omega t}{2}, \\
    c_e(t) &= i \sin \frac{\Omega t}{2},
\end{align*}
\] (2.10)
which means that a resonant field will drive the atoms from the ground state to the excited state and then back again. A full period of this oscillation between the two states (given by the square of the amplitudes) will have been executed when $\Omega \cdot t = 2\pi$, see Figure 1. These oscillations are called Rabi oscillations and $\Omega$, as mentioned above, is the Rabi frequency, which describes the rate at which the transfer between the states is taking place. The product of the Rabi frequency and the interaction time between the light and the atom will determine the effect of the field on the atomic state. This product is commonly referred to as the pulse area. A pulse that can transfer the atom from its ground state to an equal superposition between the two states is therefore called a $\pi/2$ pulse, a pulse that transfers the same atom completely to the excited state is a $\pi$ pulse, and so on.

For an atom where the detuning between the electromagnetic field and the atomic absorption frequency is non-zero, the atom will never be completely transferred into the excited state. The probability of finding the atom in the excited state will first increase, as a function of time, but before reaching a value of unity, the probability will again start to decrease. The oscillations in this case will take place on a shorter time-scale than for the case of a resonant atom, and is described by the generalised Rabi frequency, see Equation 2.8 and Figure 1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Rabi oscillations for an atom in resonance with an applied electromagnetic field (solid line) and for an atom with a detuning of $\Delta = 2\Omega$ (dashed line). The y-axis shows the probability of finding the atom in the excited state, and the x-axis gives the interaction time between a coherent light field and the atom.}
\end{figure}
2.2. The Bloch vector model

A common way to describe and visualise the evolution of a quantum mechanical two-level system is to use the Bloch sphere. In this model, a different set of variables from those in Section 2.1 is used to describe the state of the two-level atom. First, a new variable describing the probability of finding the atom in each state is introduced:

\[ w(t) = |c_g(t)|^2 - |c_e(t)|^2, \]  

(2.11)

where \( w \) is called the inversion, taking a value of –1 when the atom is in its ground state, and a value of +1 when it is in its excited state. Further, variables describing the phase of the atomic state compared to that of the electromagnetic field are introduced as:

\[ 2 \cdot c_g(t) \cdot c_e(t)^* = u(t) - iv(t), \]  

(2.12)

where \( u \) describes the part of the atomic state that oscillates with the same phase as the applied electromagnetic field (see Equation 2.3), and \( v \) is the part that oscillates with a phase difference of 90° with respect to the electromagnetic field. The variables are normalised according to Equations 2.11 and 2.12 so that:

\[ w^2 + u^2 + v^2 = 1. \]  

(2.13)

Using these variables the possible states of the atom can thus be visualised as points on a unit sphere, called the Bloch sphere, in the \( w, u \) and \( v \) coordinate system, see Figure 2.

For an atom in the ground state, \( w \) will be equal to –1 and \( u \) and \( v \) will both be zero, which reflects the stationary nature of the energy eigenstates of the atom. This state can then be described by a (Bloch) vector pointing from the origin of the Bloch sphere along the \( w \)-axis, see Figure 2. When a resonant optical field is applied to this atom, the state of the atom will change according to Equation 2.10. In the Bloch sphere this change can be visualised as a movement of the Bloch vector on the sphere in the \( vw \)-plane. As an example, a \( \pi/2 \) pulse will transfer the atom to a state described by a unit vector along the \( v \)-axis. The action of resonant pulses can, in the Bloch vector model, be described as rotations around a pseudo-vector, representing the laser field, pointing along the \( u \)-axis. This pseudo-vector can also be used to describe the action of non-resonant pulses. In this case, the pseudo-vector will not point along the \( u \)-axis, but will be in the \( uw \)-plane, at an angle to the \( u \)-axis that reflects the detuning between the field and the atomic frequency, see Figure 3. As before, the action of the applied field on the atom is described by rotation of the Bloch vector around the pseudo-vector.
An atom in a superposition state will act as a small electric dipole oscillating at the transition frequency of the atom. The variables $u$ and $v$ are proportional to the polarisation which oscillates in and 90° out of phase with the applied field. According to Maxwell’s equations, an oscillating dipole will, emit light with a frequency corresponding to the oscillation frequency of the dipole. This light will be radiated 90° out of phase with the polarisation. This means that an atom that is transferred from the ground state to the excited state will emit light that is 180° out of phase with the applied light field. The absorption of light from the applied field by the atom can be regarded as interference between the applied light and the
light emitted by the atoms with a positive $v$ component. In a similar manner, the light from atoms with negative $v$ components will be in phase with the applied light field, which is interpreted as stimulated emission of light from the atoms.

When working with ensembles of atoms with different absorption frequencies, it is often convenient to consider the time evolution of the system in a frame that rotates with the optical frequency of the laser light. This means that atoms in a superposition state having absorption frequencies higher than that of the laser light will acquire positive phases (corresponding to clockwise rotation around the $w$-axis) and atoms absorbing at lower frequencies will acquire negative phases (corresponding to counter-clockwise rotation around the $w$-axis).
3. Rare-earth-ion-doped inorganic crystals

Elements with atomic numbers between 57 (lanthanum) and 70 (ytterbium) are called rare-earth (or lanthanide) elements. In these elements, the 4f shell of electrons is partially filled, containing one electron in the case of cerium (atomic number 58) and 13 in the case of ytterbium. The work presented in this thesis has been done using triply charged ions of some rare-earth elements, doped into inorganic crystals. In these ions, the 6s electrons and one 4f or 5d electron have been removed. The optical transitions in the ions involve the 4f electrons. These electrons are shielded from the environment by the outer-lying 5s and 5p electrons. This means that, due to the weak interaction with the environment, the ions retain many of the optical properties of free ions, even when doped into solid state hosts. When cooled to cryogenic temperatures (~4 K), rare-earth-ions doped into inorganic crystals have properties making them suitable for studying the coherent interaction between light and atoms in a way that is normally only possible using free atoms or ions. All the work described in this thesis has been performed on crystals at cryogenic temperatures. A thorough theoretical explanation of the optical properties of rare-earth-ion-doped crystals is beyond the scope of this thesis, but a short description of this type of material follows below. Excellent review articles on the optical properties of rare-earth-ion-doped crystals can be found in References 8-11. The investigations reported in this thesis have involved the elements europium (Eu), praseodymium (Pr) and thulium (Tm), see Figure 4.
3.1. Homogeneous broadening

The most peculiar optical property of the rare-earth ions is their narrow homogeneous line widths of optical transitions involving the 4f electrons. The homogeneous line width is a measure of the width of the frequency interval in which each ion can absorb light. Homogeneous line widths, $\Gamma_h$, as small as 122 Hz have been reported for europium ions doped into $\text{Y}_2\text{SiO}_5$.\textsuperscript{12} Recently, an even lower value of 50 Hz has been reported for $\text{Er:Y}_2\text{SiO}_5$ placed in a magnetic field of 7 T.\textsuperscript{13} The homogeneous line width is directly connected to the optical phase memory, $T_2$, of the ions:

$$\Gamma_h = \frac{1}{\pi T_2}.$$  \hspace{1cm} (3.1)

Due to the weak coupling to the environment, and the absence of thermal phonons at cryogenic temperatures, the value of the phase memory can often approach the limit set by the lifetime of the excited state. However, for many combinations of dopant ions and hosts, other dynamic processes may contribute
significantly to reducing the phase memory. Fluctuating nuclear and electron spins of the atoms in the crystal host will shorten the phase memory of the ions. It is desirable to have a host material where the field variations due to flips of nuclear spins are small.\textsuperscript{14} Yttrium oxides are good candidates because oxygen has zero spin and yttrium has a low magnetic moment. Lattice phonons can also reduce the phase memory, but at liquid helium temperatures the number of phonons with sufficient energy is often very low. However, at higher temperatures the contribution from phonons to the homogeneous broadening is often the dominating process. The homogeneous line width is also affected by interactions between the dopant ions themselves due to excitation or relaxation of the dopant ions in the crystal. This process is called instantaneous spectral diffusion, and has been studied extensively in rare-earth-ion-doped crystals, see e.g. References 15-18. Normally, instantaneous spectral diffusion has been considered a problem to be avoided but, as will be shown in Chapter 6 (Papers IV and V), it can, if utilised in a controlled way, also be used for quantum information processing in the crystals. The narrow homogeneous line widths of the ions have made it possible to use rare-earth-ion-doped crystals as frequency references when stabilising lasers to remarkable precision.\textsuperscript{19,20}

\subsection*{3.2. Inhomogeneous broadening}

Besides their narrow homogeneous line widths, rare-earth-ion-doped crystals also have inhomogeneous line widths that often are spectacularly narrow for solid state materials. The inhomogeneous broadening is the total frequency interval in which the ions can collectively absorb light. Another example of a system with inhomogeneous broadening is a gas experiencing Doppler broadening due to the spread in velocities of the different absorbers in the gas. Because of this and other similarities between the optical properties of gases and the rare-earth-ion-doped crystals, the latter have sometimes been referred to as “frozen gases”, see Figure 5. Whereas dynamic processes (to the first order) determine the homogeneous line widths of the ions, the inhomogeneous broadening is mainly caused by the static properties of the environment. Inhomogeneous broadening is mainly caused by strain in the crystal, but other effects can also contribute.\textsuperscript{21} The strain is different in different parts of the crystal, causing different ions to shift their frequency by different amounts depending on their specific surroundings in the crystal. The strain can originate from the solidification of the crystal, but can also be caused by chemical impurities or other defects in the crystal lattice. For rare-earth ions doped into glass, the inhomogeneous broadening is normally much greater than that for crystals, due to the large variations in the unstructured host material. Typical inhomogeneous line widths for rare-earth-ion-doped crystals range from hundreds of MHz to hundreds of GHz. The inhomogeneous line width often increases with increasing doping due to the defects in the crystal lattice that the dopant ions themselves represent.\textsuperscript{22} Because of the static nature of the inhomogeneous broadening it is, to the first order independent of temperature.
3.3. Hyperfine levels

Ions doped into crystals experience an electrostatic crystal field due to the configuration of the charged ions constituting the crystal. The symmetry of the electric potential of this crystal field is important regarding its effect on the energy levels of the ions. Calculations of the crystal field in a crystal involve group theoretical considerations based on the symmetry of the crystal lattice. The interaction between the ions and the crystal field often splits energy levels that would be degenerate for free ions. For dopant ions with nuclear spin greater than $\frac{1}{2}$, the electronic ground state of the ions is often split into hyperfine levels due to quadrupole interactions (second order hyperfine interaction) with the crystal field. The splitting is often in the range of a few MHz up to a few GHz. The hyperfine levels are doubly degenerate, but the degenerate levels can be split into two if an external magnetic field is applied. This technique was explored in this work (Papers II and III). This splitting is particularly interesting in Paper II since thulium (Tm), with a nuclear spin of $\frac{1}{2}$, has no zero field splitting of the ground state. By applying a magnetic field, the degeneracy between the two sublevels of the ground state was removed and the relaxation time between the two (Zeeman type) hyperfine levels was studied. After the acceptance of Paper II for publication, R. M. Macfarlane reported in a review paper on an experiment regarding the splitting of the ground state of Tm in YAG by the application of a magnetic field.

In Figure 6, the results of a spectral hole burning experiment in Tm:YAG at applied magnetic fields of various strengths can be seen. In the experiment, an external cavity diode laser operated at 793 nm was used to burn a spectral hole, i.e. to remove the ions absorbing at a particular frequency, in the inhomogeneous absorption line of the Tm ions. Using the electro-optical crystal placed in the cavity of the laser, the frequency of the light was chirped over 400 MHz around
the spectral hole and the transmitted signal was monitored. Each trace in Figure 6 represents such a signal for a specific value of the applied magnetic field. The increased transmission that can be seen at the centre frequency is the spectral hole, and the structures appearing symmetrically around the centre are due to the splitting of both the ground and excited states into two hyperfine levels. The structure with increased transmission (side holes) arise from hole burning from one of the ground state levels to one of the excited state levels, followed by probing from the same ground state level to the other excited level. The absence of population in the ground state will in this case lead to an increase in transmission, even when probed to a different excited state. The structures with decreased transmission (anti-holes) appear when the ions are probed from a different ground state level from the one used for the hole burning. In this case, the hole burning will result in an increased population in the ground state level with which the probe interacts, resulting in a decrease of the transmitted signal. From the positions of the side holes and the anti-holes it is thus possible to draw conclusions about the frequency of the splitting in the ground and excited states. In the experiment shown in Figure 6, the splitting in the ground state was approximately 80 MHz/T and in the excited state approximately 20 MHz/T. It should be noted that these results are only valid for the specific geometry used in the experiment, and that a different orientation of the magnetic field relative to the crystal would give other values of the splitting.
Figure 6. Spectral hole burning in Tm:YAG in external magnetic fields of various strengths. Each trace corresponds to a transmission measurement at a specific magnetic field strength. The probe pulse was scanned over 400 MHz during read-out. The transmission peak in the centre of the traces is the spectral hole and the structures appearing symmetrically around this peak are due to the magnetic field dependent splitting of the ground and excited states of the thulium ions.
4. Photon echoes

Photon echoes are the optical analogue of the spin echoes that were first studied by E. L. Hahn in 1950. The first photon echo experiments were performed using a ruby crystal and a Q-switched laser. The resemblance between spin echoes in nuclear magnetic resonance (NMR) and the optical photon echoes has been a source of inspiration, both in the development of photon echo theory, but also in proposals for a variety of applications where the photon echo process can be used. The complexity of the pulse sequences used in NMR experiments is far greater than those demonstrated at optical frequencies. This is mainly due to the fact that the applied pulses must normally have very well characterised phase and frequency contents, which is non-trivial to realise in practice in the optical domain. However, the use of ultra-stable lasers has recently made it possible to apply complicated pulse sequences, resembling those used in NMR, in photon echo experiments. In this chapter, a description of the photon echo process will be given, followed by a few examples of the many proposed applications based on photon echoes and rare-earth-ion-doped crystals. The photon echo process was used in different ways in this work (Papers I, II and III).

4.1. The photon echo process

The photon echo process can be explained using the theory described in Chapter 2 when several optical pulses are applied to a collection of atoms with a long coherence time and inhomogeneously broadened absorption lines (such as the rare-earth ions doped into crystals described in Chapter 3). Other descriptions of the two- and three-pulse photon echo processes can be found in References 30-33.

In Figure 7, the pulse sequence in a two-pulse photon echo experiment can be seen. The aim of this section is to explain the action of each of the applied pulses and thereby explain the appearance of the photon echo. The ions will be assumed to constitute two-level systems. In many applications, several energy levels of the ions are utilised, but a model based on two levels coupled with a light field is still useful, and effects due to the other energy levels can often be considered by small modifications of this model.
Before the first pulse, all the ions are assumed to be in their ground states. This simplifies the discussion, but the important factor for obtaining an output signal is actually that there exists a population difference between the ground and excited states. The effect of the first pulse is to put the ions in a superposition of the ground and excited states. To simplify the discussion, the ions will be assumed to be in an equal superposition of the two states (i.e. the pulse is assumed to be a $\pi/2$ pulse, see Section 2.2). The probability of finding the ions in the excited state will vary depending on the detuning between the absorption frequency of the ions and the carrier frequency of the optical pulse, as described in Chapter 2. For a quantitative analysis of the efficiency of the photon echo process this detuning must be taken into account. However, the aim of this section is merely to explain the existence of the echo, and to simplify the explanation, this effect will be disregarded. This means that after the first pulse, all the ions are assumed to have Bloch vectors pointing along the $v$-axis in the Bloch sphere. The ions are then left to evolve freely. This means that the state of the ions will acquire a phase at a rate which depends on their absorption frequency. With the carrier frequency of the laser as the reference, this means that ions with an absorption frequency slightly above the frequency of the laser will acquire a positive phase proportional to the detuning and the ions absorbing at lower frequencies will attain a negative phase in the corresponding way, as described in Chapter 2. The result of this is that the Bloch vectors will spread out in the $uv$-plane of the Bloch sphere. When the second pulse is applied, the state of the ions will again be rotated around a pseudo-vector pointing along the $u$-axis. If this pulse is assumed to be a $\pi$ pulse, the effect of the pulse will be that all ions will still be found in the $uv$-plane, but with a sign change of the $v$ component, see Figure 8. The ions are now again left to evolve freely, and they will acquire different phases compared with the laser frequency depending on their transition frequency. At a time after the second pulse equal to the time between the first two pulses, the Bloch vectors for all the...
ions will be aligned along the negative direction of the $v$-axis. This means that the states of all the ions will oscillate in phase at this moment in time. Since each ion in a superposition has a dipole moment associated with it (see Chapter 2), this means that the dipoles associated with all the ions will oscillate in phase and thus add up coherently. This will create a macroscopic dipole moment, which will lead to a coherent burst of light, the photon echo. As time progresses, the states of the different ions will again acquire different phases, which means that the dipoles associated with different ions will no longer add up, and the macroscopic dipole moment will therefore vanish.

Figure 8. Bloch vector diagram for the two-pulse photon echo process. a) The first pulse transfers the atoms from their ground state to an equal superposition between ground and excited states. b) During the time between the two pulses, the atoms evolve freely. Depending on their absorption frequency, they acquire different phases and therefore spread out along the equator of the Bloch sphere. c) A $\pi$ pulse reverses the sign of the $v$ component of the Bloch vector of each atom. The atoms are again left to free evolution. d) After a time corresponding to the time between the first two pulses, all the Bloch vectors become aligned along the negative $v$-axis resulting in a macroscopic dipole moment and the emission of a photon echo.
Another type of photon echo is the three-pulse photon echo, see Figure 9. In this case, the second pulse in the description above is divided into two pulses separated in time. Whereas the second pulse in the two-pulse echo sequence was assumed to be a \( \pi \) pulse, the optimal choice of pulse areas in the three-pulse echo process is for all three pulses to be \( \pi/2 \) pulses. In this case, the action of the second pulse is to create a frequency-dependent modulation of the population of ions in the ground and excited states. This can be accomplished since the second pulse will rotate the state of the ions one quarter of a cycle around the \( u \)-axis in the Bloch sphere. This means that ions with a positive \( v \) component will be transferred towards the excited state, whereas ions with a negative \( v \) component will end up closer to the ground state. This will create a periodic modulation of the population in the ground and excited states as a function of transition frequency. This modulation of the population is often referred to as a population grating. Under the action of the third pulse, ions in their ground state will be transferred to a superposition along the positive \( v \)-axis, whereas the ions residing in the excited state will be transferred to a superposition along the negative \( v \)-axis. An examination of the phase accumulation of the different ions shows that after a time corresponding to the time between the first two pulses, all the phases of the ions will be the same and an echo will be produced.

![Figure 9. Pulse sequence for the three-pulse photon echo process, where coherent interaction between three applied pulses and the material gives rise to a photon echo.](image)

A careful analysis of the photon echo process shows that the intensity of the echo signal, \( I_e \), in the three-pulse echo process can be written as:

\[
I_e \propto \sin^2(\theta_1)\sin^2(\theta_2)\sin^2(\theta_3), \tag{4.1}
\]

where \( \theta_{1,3} \) are the pulse areas of the three applied pulses. For pulses with small pulse areas and a fixed duration, the echo signal will be proportional to the product of the intensities of the three applied pulses. In the case of the two-pulse echo, the second pulse simply replaces the second and the third pulses in the equation, meaning that \( \theta_3 \) is replaced by \( \theta_2 \) in Equation 4.1 above.
Even if the upper state population has decayed between the second and third pulses in the three-pulse echo sequence, spectral features can still be stored in the ground state population and give rise to an echo after the third pulse.\textsuperscript{35,36} This population storage can take place; either by involving a third meta-stable electronic state or in the different hyperfine levels of the ground state, e.g. in europium-doped crystals.\textsuperscript{37}

It is possible to replace the two first pulses in the three-pulse photon echo process by direct periodic hole burning in the frequency domain.\textsuperscript{38} This experiment is, in my opinion, a beautiful demonstration of the relation between the time and the frequency domain and gives a strong indication that the picture of the photon echo presented above is correct.

In both the two- and the three-pulse echoes, the echo will be emitted only in one direction. This direction is determined by the phase matching condition, in the same way as for other non-linear optical processes.

### 4.2. Applications

The photon echo process can be used in spectroscopy to reveal the homogeneous line width of an absorber even if it is hidden under a broad inhomogeneous profile. The use of photon echoes with the purpose of obtaining spectroscopic information has been applied to a vast number of physical systems, see e.g. References 8 and 9. This section will, however, be focused on applications in the field of information science. The use of photon echoes in such applications was first discussed during the late 1970s and early 1980s.\textsuperscript{39,40} At first, rather simple applications such as time reversal and simple all-optical memories based on three pulse echoes were considered, but since then a large number of applications in a variety of different fields have been proposed. In this section, developments in the field of photon-echo-based memories will be briefly reviewed, some of the many proposals for signal processing using photon echo techniques will be explained, and in the last part, a more detailed description of optical pulse compression using photon echoes will be given (this is also the topic of Paper I).

#### 4.2.1. Memories

The possibility of using spin echoes in NMR for the construction of a data storage device was discussed and experimentally investigated in the 1950s.\textsuperscript{41} A photon-echo-based memory device was proposed by T. W. Mossberg in 1982.\textsuperscript{40} The photon echo memory has been argued to have the potential of commercialisation due to its capability for storage of large amounts of data in a single spatial location, its capability to store pulses with short duration and thus handle high data rates and the possibility for long storage times without the need for refreshing of the stored data.

The simplest case of data storage using photon echoes is the three-pulse echo technique described above. If the second pulse in this process is replaced by a sequence of (weaker) pulses, a replica of these pulses will be sent out after the third pulse, see Figure 10. The theoretical limit for the amount of data that can be
stored in a single spatial location is given by the ratio between the inhomogeneous and the homogeneous line widths, which for some combinations of rare-earth dopant ions and host crystals can be as high as $10^8$. Several attempts have been made to calculate the maximal storage density for a photon-echo-based storage device, and storage densities of up to Tb/cm$^2$ have been predicted. In a practical application, many parameters must be considered, such as the speed at which data are written and read from the memory, the requirements on latency and the optical power needed in the device. A problem with this approach is that high data rates are often desirable in data storage applications. This means that short pulses have to be used in the photon echo process. Short pulses normally mean that a high peak power is needed to achieve the desired pulse area of $\pi/2$ for the first and the third pulses in the photon echo process, which puts heavy demands on the laser source.

![Amplitude vs Time](image)

**Figure 10.** Optical pulse sequence used in data storage using photon echoes. The process is similar to the three-pulse photon echo process, but the third pulse is replaced by a number of data pulses.

A technique where chirped pulses are used to store the data is the so-called swept-carrier technique. This technique can be viewed as a hybrid between storage in the time and the frequency domain. In this approach the first pulse in the three-pulse echo sequence is replaced by a longer frequency-chirped pulse and the carrier frequency of the light is chirped in the same way also during the data stream. When a third chirped pulse (the read-out pulse) is sent into the crystal, a replica of the data will be sent out at each frequency after a time corresponding to the time difference between the interactions of the first pulse and the data pulses at that frequency. This can be seen in Equation 4.3 if the first and the third are set to be constant over all frequencies (corresponding to frequency chirp over all relevant frequencies). The result is then a Fourier transform of the frequency content of the data stream, i.e. a replica of the temporal shape of the data.

In the swept-carrier approach, the first pulse and the data stream can be partially overlapped in time, i.e. the first pulse does not have to end before the
data stream is switched on. An advantage of using the swept-carrier approach and overlapping the reference beam and the data stream in time is that all the data do not have to be written within the phase memory time of the photon echo material. Using a diode laser of the same type as the one used in the experiment described in Paper I, 4 kbit of data were stored at a single spatial location.

Applying a magnetic field can increase the storage time in the hyperfine levels of the ground state (see Chapter 3). This technique was used in the work described in Papers II and III, and could also be used in long-time data storage applications. Paper II presents a simple data storage experiment where the swept-carrier technique was used to show the feasibility of long-time data storage in a Tm:YAG crystal when an external magnetic field was applied, see Figure 11.

Figure 11. Storage of 16 bits of data in a Tm:YAG crystal for 200 ms. In the upper part, the amplitude and frequency of the applied pulses is shown, and in the lower part an experimental trace of the resulting echoes is shown.
4.2.2. Optical signal processing

A large number of applications of the photon echo process in all optical signal processing have been considered. In this thesis only a few will be briefly reviewed. The greatest advantage of photon echo based devices, compared with electronic devices, is the many degrees of freedom that can be utilised in their implementation. These include the ability to process information on the basis of the temporal information, the frequency content, the spatial structure (in three dimensions) or the angle of incidence of the light pulses in the photon echo material. Because of the relatively high technical complexity of a photon-echo-based device, applications in which as many of these degrees of freedom as possible are utilised will, in my opinion, have the greatest potential to compete with conventional electronics. Because of the demands placed on the equipment (cryostats, frequency-stabilised lasers, etc.) used in connection with photon echo experiments, applications where these demands do not constitute a problem seem the most promising ones.

The basis for most applications based on the photon echo process is the inherent ability to perform correlations and convolutions. For excitation pulses that are far from saturating the transitions (pulse areas significantly below $\pi/2$), the output field in a three-pulse echo process can be written as:

$$E_{\text{echo}}(t) \propto E_1(t) \otimes (E_2(t) \ast E_3(t)),$$

where $\otimes$ denotes a correlation and $\ast$ a convolution operator. The relation can also be expressed in the frequency domain:

$$E_{\text{echo}}(t) \propto \int_{-\infty}^{\infty} E_1(\omega)^* \cdot E_2(\omega) \cdot E_3(\omega) \cdot e^{-i\omega t} d\omega .$$

Using this relation either in the time or in the frequency domain, various types of signal processing can be implemented. As an example, it has been proposed that the photon echo process could be used for spectral analysis of radio frequency signals. Further, it has been proposed that the photon echo process could be used to impose a variable time delay on an optical signal. This could be used for so-called true time delay generation in radar applications in connection with phased array antennas. A number of experimental tests on the true time delay application have been performed, see e.g. References 47-49.

Several applications of the photon echo process in the field of optical communication have been considered. Spatial routing of optical beams into directions that depend on the temporal structure of the beams has been proposed. The proposal was followed by a proof of principle experimental demonstration. A similar idea is that optical header information can be extracted from a stream of data by programming the headers into the photon echo material at different angles, before the data stream is sent to the material. The existence of the pre-programmed headers in the data would result in photon echoes being sent out in directions characteristic of the different headers. A demonstration of optical
header recognition was later performed in the telecommunications window at 1536 nm, the wavelength at which most optical fibre communication takes place.\textsuperscript{53}

### 4.2.3. Pulse compression using photon echoes

Temporal compression of optical pulses using the photon echo process was first proposed and studied experimentally in a gas sample by Mossberg and co-workers.\textsuperscript{54,55} The same approach was later studied using a rare-earth-ion-doped crystal as the active medium.\textsuperscript{56} In another study, an analogous technique aimed more directly at altering the bit rate of a data stream was utilised.\textsuperscript{57} Improved pulse compression using optical pulses from an external cavity diode laser is the topic of Paper I.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{pulse_compression.png}
\caption{Pulse compression can be performed in a two-pulse photon echo process by applying appropriate frequency chirps to the optical pulses. If the second of the two excitation pulses is chirped at a rate that is twice that of the first one, all the atoms affected by the two pulses will rephase at the same time, sending out a short burst of light. The duration of this pulse is proportional to the inverse of the bandwidth covered by the chirped pulses.}
\end{figure}

In Figure 12, the amplitudes and frequency chirps needed for compression in a two-pulse echo experiment are shown. The chirp rate of the second pulse should be exactly twice that of the first pulse. The compression process can be understood in an intuitive way. In the two-pulse photon echo, the ions emit a pulse at a time after the second interaction that is exactly the same as the time between the first and the second interaction. Using the chirp rates depicted in Figure 12, the interaction with the ions absorbing light at different optical frequencies takes place at different times, but the chirps are tailored so that all ions will emit their
echo at the same time. The initial duration of the chirped optical pulses to be compressed in the process is limited by $T_2$ of the ions in the crystal, since the ions have to keep their phase memory from the first interaction until the compressed pulse is emitted as an echo. The duration of the compressed pulse is, as mentioned above, related to the bandwidth of the chirped optical pulses, but is ultimately limited by the inhomogeneous broadening of the optical transition used for the compression process.

The following derivation of the shape of the compressed pulse is similar to that given in a recent paper where the possibility of using chirped pulses in the photon echo process for spectrum analysis of signals is investigated. The two chirped input fields used in the compression sequence can be described as:

$$E_j(t) = g_j(t)A_j e^{-i\omega (t-t_j)} e^{-iK_j(t-t_j)^2}; j = 1,2;$$

where $K$ is the chirp rate of the pulse and $\omega$ is the carrier frequency of the light. The functions $g_j(t)$ describe the temporal shape of the pulses and can be used to describe e.g. a bit pattern for the first pulse. To make the calculations simpler, we assume that the arrival of the first pulse at the medium is centred around time $t=-t_1$, and the second at $t=0$, and we therefore expect the echo at $t=+t_1$. In the time domain the echo pulse is calculated using Equation 4.2 above, but with only two different input fields:

$$E_{echo}(t) \propto E_1(t) \otimes E_2(t) \ast E_2(t).$$

We start with the second field convoluted with itself and assume that the chirp of this pulse has an infinite extent in time, i.e. we assume that $g_2(t)=1$ for all times:

$$E_2(t) \ast E_2(t) \propto A_2^2 \int_{-\infty}^{\infty} e^{-i\omega \tau^2} e^{-i\omega (t-\tau)} e^{-iK_2(t-\tau)^2} d\tau =$$

$$= A_2^2 e^{-i\omega t} \int_{-\infty}^{\infty} e^{-2iK_2\tau^2} e^{i2K_2\tau t} d\tau =$$

$$= \sqrt{\frac{\pi}{2iK_2}} A_2^2 e^{-i\omega (t/2)^2}.$$

The echo is now given by:
If we now explicitly consider the compression experiment described above, and assume that the chirp rate of the second pulse is twice that of the first, the following echo field is obtained:

\[
E_{\text{echo}}(t) \propto E_1(t) \otimes E_2(t) * E_3(t) \propto \\
A_1 A_2^2 \left[ \frac{\pi}{2iK_2} \int_{-\infty}^{\infty} g_1(\tau) e^{i\alpha + i(t + \tau)} e^{-i(K_1^2 t + K_2^2 t)^2} e^{-i(\alpha(t + \tau))} d\tau \right] = (4.7)
\]

\[
= A_1 A_2^2 \left[ \frac{\pi}{2iK_2} e^{i\alpha(t - t_1)} e^{iK_2/(2)} e^{-i(\alpha t + K_2^2 t)^2} \int_{-\infty}^{\infty} e^{i(K_1 - K_2^2 t)} e^{i2K_1 t} e^{-iK_2^2 t} d\tau \right] \]

We see that the echo pulse appears at time \( t_1 \) as expected. The integral appearing in Equation 4.8 is a Fourier integral, making the echo shape proportional to the Fourier transform of the temporal shape of the first pulse, with the frequency scale given by \( 2K_1 t \). As expected, the resulting echo will therefore be shorter if the first pulse covers a wider frequency interval within its duration.

Pulse compression using photon echoes has been proposed for use in connection with data transmission in optical fibres. The idea would be to compress the data streams before sending them through the fibre, thereby enabling time multiplexing of different data streams. This would allow better utilisation of the available bandwidth of the optical fibre. At the receiving end of the fibre, the reverse process (again using photon echoes) could be employed to decompress the data. This procedure has an advantage over merely increasing the bit rate of the data stream in that it is all-optical and does not require electronics fast enough to detect the compressed data. A problem with this approach, however, is that the compressed signal is normally much weaker than the original data. In order to first compress and then decompress the data all-optically, it therefore appears to be necessary to amplify the signal before the decompression stage. The use of fibre amplifiers for amplification and regeneration of photon echoes has been investigated for the case of Pr:Y_2SiO_5. The alternative to the time multiplexing technique described above is the wavelength division multiplexing (WDM) technique, where information is transmitted at lower data rates, but in many wavelength channels simultaneously. The WDM technique has been commercialised and is being implemented in optical communications networks around the world.

Photon-echo-based pulse compression is a simple demonstration of the use of relatively high bandwidth programming of a photon echo material and indicates that more complicated optical programming at high bandwidths for other applications is feasible.

Further experiments on pulse compression using coherent transients have recently been reported and connections to general pulse shaping have been made. In Reference 60, temporally overlapped pulses with different chirp rates...
were used for compression, in a way similar to the swept-carrier data storage technique described above.
5. Delayed single-photon self-interference

In this chapter, the experiment that is reported in Paper III will be elaborated upon. Firstly, a few comments on quantum optics will be given. Then the idea behind the delayed single-photon self-interference experiment, reported in Paper III, will be described. In the next section, some comments on the experimental realisation and the work preceding the final experiment are given. Finally, this chapter ends with some general comments on the experiment and the connection between the delayed single-photon self-interference experiment and a few other proposed and experimentally realised experiments in the field of quantum optics.

For a detailed description of the interaction between light and atoms, the theory in Chapters 2 and 4 must be modified to take into account the fact that an electromagnetic field can only consist of discrete entities of energy, see e.g. Reference 4. The use of this full theory for the interaction between the quantised electromagnetic field and atoms is beyond the scope of this thesis. However, many quantum optical effects can still be understood intuitively.

5.1. Quantum optics

The wave-particle duality of light has been a central issue in the development of quantum mechanics. Young’s double slit experiment has been used as a Gedanken experiment to illustrate the possibility of single quantum objects (e.g. electrons or photons) interfering with themselves. In this experiment, a single quantum object can travel two possible paths to a detector. If measurements are made, the object will (as expected) be found in one of these paths. However, if no measurements are made, an interference pattern will arise, indicating that the object actually travelled along both paths simultaneously. This type of mysterious self-interference for single quantum objects was described by Richard Feynman as “the only mystery in quantum mechanics”. The development of quantum optics in its modern form started in 1927 when Dirac proposed that each mode of the electromagnetic field could be described using a quantised harmonic oscillator. The rapid development in experimental quantum optics during recent decades has
made it possible to experimentally test the theories of quantum mechanics and, in many cases, Gedanken experiments proposed in the early days of the development of quantum mechanics have been realised with almost no modifications.

Many experiments in quantum optics investigate effects due to single photons. However, creating true single photon states is a difficult experimental task. An alternative way of performing the experiments is to use highly attenuated laser pulses. The number of photons in a laser pulse has an uncertainty and the photon number can be approximated by a Poisson distribution, see Figure 13. This means that “identical” pulses from a laser will, when measured, not be found to contain the same number of photons. If the laser pulses are attenuated so as to contain very few photons, the contributions to the signal from pulses containing different numbers of photons can be calculated using the Poisson distribution and effects due to single photons can thereby be deduced. This was utilised when analysing the results presented in Paper III.

![Figure 13. The probability distribution for finding different numbers of photons in coherent states containing, on average, 3 photons (left) and 0.5 photons (right).](image)

**5.2. Echoes with single photons**

The possibility of a single photon acting twice on a photon echo material, thereby producing a population grating, was first suggested by Kessel and Moiseev in 1993. Their idea was that the first two pulses in the three-pulse photon echo experiment could consist of only one photon in a superposition state of the two
pulses. In the original proposal, this was to be accomplished by splitting the photon using a beamsplitter, delaying the path from one of the beamsplitter ports to the material and then overlapping the two paths at the photon echo material (see Figure 14). The delay between the two paths should be greater than the duration of the single photon wave packet, in order to separate the interaction into two events taking place at different times. After the accumulation of many interactions between single photons and the photon echo material, Kessel and Moiseev proposed that it would be possible to send in a strong light pulse and, after a time equal to the delay between the two arms of the interferometer, detect an echo. Detection of this echo would be an indication that each single photon had acted twice on the material, since two different photons would not produce a signal with this specific delay.

![Figure 14. The interferometric set-up originally proposed for use in the delayed single-photon self-interference experiment. Single photons impinging on a beamsplitter have two paths along which they can travel to the photon echo material. The delay between the two paths is greater than the length of the photon wave packet. Since the wave packets from the two paths do not overlap in both time and space, interference in the overlap region can not be detected using a normal detector. However, when a photon echo material is used for detection, self-interference of the photons will take place and an interference pattern will be formed in the material.](image)

Detailed calculations of the signal in the delayed single-photon self-interference experiment described above, involve the full theory of interaction between a non-stationary (multi-mode) quantised electromagnetic field and a collection of absorbers with inhomogeneous broadening, see e.g. References 63 and 64. Here, I will try to give an intuitive picture of the process since I believe that such a picture is very useful in gaining a better understanding of physics in general. However, quantum optics often leads to non-intuitive results, so one should be careful when drawing conclusions about the outcome of experiments based on the (incomplete) model.
Before any interaction between the photon and the material has taken place, all the absorbers are assumed to be in their ground state. After passing the beamsplitter, the photon is in a superposition of the two possible paths. When the light travelling along the shorter of the two paths has had time to interact with the material, this superposition is transferred into a superposition of a photon travelling along the other path and one excitation in the material. However, since the material consists of a large number of absorbers, the absorption process will not involve a specific absorber, but rather create a superposition of excited absorbers in the frequency interval covered by the single photon wave packet. During the delay between the two photon paths, this superposition of absorbers in the excited state will evolve freely, and the absorbers will accumulate different phases due to their different absorption frequencies (as in the normal three-pulse photon echo process). When the light travelling along the longer optical path interacts with the material, it will enhance the probability of ions at some frequencies to be in the excited state (due to constructive interference), and bring ions at other frequencies back to the ground state, depending on the phase of the wave function of the ions relative to that of the optical field. If the photon contained in the two pulses is absorbed by the ions in the crystal, the expectation value of the number of ions that can be found in their excited state is equal to one, but the probability is spread over a large number of ions. If several single photons are sent into the sample, a population grating will slowly build up, ion by ion, as for the normal three-pulse echo described in Chapter 4. Even if the ions have time to decay, there will still be a modulation in the ground state population, as long as the ions decay to a state different from their original ground state. As mentioned in Chapter 4, a population grating in one of the levels interacting with the field is sufficient to produce a photon echo signal.

The experiment is similar to Young’s double slit experiment since the photon can travel along two possible paths that are overlapped at the photon echo material, which acts as a detector. The experiment is different from a normal interference experiment since wave packets travelling along the two possible paths never overlap temporally, i.e. they are never at the same place at the same time. Because of this peculiarity, the experiment has been denoted delayed single-photon self-interference. In fact, two different types of interference will take place in the photon echo material. The delay between the photon paths will create frequency-dependent modulation of the population in the material, and the angle between the two paths will create spatial modulation of the population.

5.3. Experimental considerations

5.3.1. Photon echo material

The initial part of the work on realising the delayed single-photon self-interference experiment was focused on trying to find a photon echo material that was well suited for the experiment. Calculations of the signal strength had shown that both rare-earth-ion-doped crystals and dye-doped organic films had the
potential to be the active medium in the experimental realisation of the experiment. In the first stages of the work, dye-doped organic materials seemed to be the best choice. This was mainly due to the high oscillator strengths of the optical transitions in the dye molecules. A good candidate for the experiment seemed to be the dye aluminium phthalocyanine tetrasulphonate (APT) in organic films. Hole burning experiments on an APT sample provided by the group of G. J. Small, were performed. In this case, APT was mixed into a film made of pHEMA. Homogeneous line widths of a few GHz were observed in the experiments.

A picosecond dye laser system was also installed and preliminary echo experiments were performed on octaethyl-porphyrin (OEP) in PMMA. However, the use of picosecond laser pulses and an interferometric set-up presents a major experimental challenge. For the frequency modulations produced by the individual photons to add up coherently, the path difference between the two arms of the interferometer must be kept stable to significantly less than an optical wavelength during the whole accumulation time. According to calculations, the accumulation time required to obtain a detectable echo signal is of the order of ten
minutes. At this stage of the work, it was realised that an interferometer with this stability was probably not necessary to realise the experiment. Instead, it was suggested that pulses carved out by a modulator from a continuous laser could be used.\(^67\) In this way, the two photon paths in the original suggestion would be replaced by two pulses from the modulator. In this way, the pulses would travel the same path to the photon echo material, which means that no spatial modulation pattern will be created. If the separation between the pulses is chosen to be smaller than the coherence time of the laser, the light in the two pulses would have the same phase relation for all accumulated pulses. In fact, this condition replaces the requirement of stability of the interferometer in the original proposal. If the light in the pulses is attenuated so that the two pulses contain only a single photon, this photon would be in a superposition of being in the two pulses. This also means that this superposition can be transferred to the atoms in the materials, as in the original proposal, and that an echo signal can be created.

Using external modulators to create the pulse pairs meant that it was impossible for us to create pulses shorter than a few tens of nanoseconds. This placed constraints on the phase memory of the photon echo material that was to be used in the experiment, since the phase memory has to be considerably longer than the separation between the pulses in the pulse pairs for the photon echo process to be efficient. This ruled out the dye-doped organic materials that were tested in the early stages of the project, since their GHz-wide homogeneous line widths correspond to phase memory times of less than one nanosecond. We therefore turned our attention towards rare-earth-ion-doped crystals. At first, europium-doped crystals were considered, and the accumulation of pulse pairs containing, on average, less than 1000 photons in Eu:Y\(_2\)SiO\(_5\) was seen to give detectable echo signals. The choice of europium-doped crystals was motivated by the long relaxation time between the hyperfine levels, up to several hours, that can be found in these crystals. Calculations showed that accumulations of up to hours would be necessary for a sufficiently strong population grating to build up. The total accumulation time that can be used in the experiment is ultimately limited by the storage time of the spectral modulation pattern in the material. Two difficulties were identified in these experiments. First, the long-time frequency stability of the ring dye laser was not good enough to perform reliable accumulations for several minutes. Second, the low oscillator strength of the optical transition for europium made it difficult to reach the single-photon level while keeping the accumulation time reasonable. The solution to the first problem will be described in the next section. To improve on the second point, crystals doped with other rare-earth elements were considered. The natural choice was crystals doped with praseodymium, since e.g. Pr:Y\(_2\)SiO\(_5\) has an oscillator strength at least one order of magnitude greater than the corresponding europium doped crystal, and because praseodymium has three hyperfine levels in the ground state. However, the relaxation time between these levels is normally only around 100 s,\(^68\) which would not give us a long enough accumulation time to obtain a detectable signal. However, when an external magnetic field was applied, the hyperfine level lifetime was observed to increase significantly (see Paper III). Subsequent experiments were thus performed using Pr:Y\(_2\)SiO\(_5\) as the active material.
5.3.2. The light source

Pr:Y$_2$SiO$_5$ absorbs light at 606 nm, a wavelength that can conveniently be reached using dye lasers. The dye laser used in the experiment was a Coherent model 699-21 ring dye laser. When lasing in a single cavity mode, this laser has a short-time line width of around 1 MHz. Long-time frequency stability of the laser is obtained by locking to an external temperature-controlled reference cavity. This keeps the laser within a frequency interval of about 50 MHz on a timescale of about one hour.

The frequency separation between the fringes in the spectral population grating produced by the pulse pairs in the experiment is given by the inverse of the time between the pulses within the pairs. However, the exact location of the fringes, i.e. the phase of the modulation pattern in the frequency domain, will be determined by the relative phase of the light in the two pulses within each pair. For the spectral gratings from different pairs to add up constructively, it is therefore imperative that the relative phase between the pulses be the same for all the pairs to be accumulated. In other words, the laser used in the experiment must be phase stable, to a high degree, during the time separation between the pulses within the pairs. In a similar way, frequency drift of the laser during the accumulation sequence will also move the position of the spectral gratings, and therefore long-time frequency stability better than that set by the frequency difference between the fringes in the frequency domain is required of the laser. In the experiment reported in Paper III, a separation between the pulses in the pulse pairs of 175 ns was used. This corresponds to a fringe separation of 5.7 MHz. According to the above numbers, the short-time line width of the laser was adequate for the experiment, whereas the long-time stability had to be improved upon. This was accomplished by locking the frequency of the dye laser to a hyperfine transition in molecular iodine. A saturation spectroscopy set-up, with two counterpropagating beams was used to obtain a Doppler-free spectrum of the hyperfine levels of the iodine molecules. One of the beams (the pump) was frequency modulated using two acousto-optic modulators placed in series. The other beam (the probe) was monitored with a photodiode, and the signal was extracted using a lock-in amplifier working at the modulation frequency of the pump beam. This resulted in hyperfine lines with dispersion-shaped curves. This signal could be used as an error signal that could be sent via an electrical integrator to the frequency control input of the laser. In this way, the long-time frequency stability of the laser was improved, and the frequency drift was found to be only a few MHz as long as the laser was locked to the same iodine line.

5.3.3. Optimising the echo signal

Because of the non-linear dependence of the echo signal on the intensities of the excitation pulses, correct focusing of the excitation pulses onto the crystal is of importance in obtaining an optimal echo signal. In theory, optimal focusing of the excitation pulses is achieved when the volume of the focus is so small that even if almost all the ions within the volume contribute to the signal, this signal is close to the detection limit of the experiment. The reason for this is that tighter focusing
means that the single photons in the pulse pairs will correspond to a higher intensity which, in the non-linear photon echo process, will result in a stronger signal. On the other hand, too tight focusing will mean that the number of ions within the volume exposed to the pulses will not be large enough to produce a detectable signal. The focal spot finally chosen for the experiment presented in Paper III, was significantly larger than the optimal choice according to the above. Several different focusing conditions were investigated experimentally, and although smaller focal spots gave improved signals for short accumulation times, the one used in the experiment was found to be best for the longer accumulation sequences (up to one hour). We believe that the reason for this is that small movements (vibrations) of the crystal on longer time scales will affect the signal more if a small volume is used. If this is the case, the signal in the experiment might be improved if a more stable mounting system for the crystal were to be constructed.

Another factor that could possibly have improved the signal in the experiment is the following: If a more phase-stable laser had been available for the experiment, this would have allowed the separation between the pulses within the pairs to be chosen more freely. Together with the ability to change the applied external magnetic field, which splits the hyperfine levels in both the ground and excited states, it might have been possible to find combinations of hyperfine level splittings and pulse separations rendering substantially larger signals than those observed in the experiment reported in Paper III. The reason for this is that when the excitation pulses (in the pairs and the read-out) are short enough to cover several hyperfine levels in the ground and/or in the excited state, photon echoes can be formed on many different optical transitions simultaneously. If the time between the pulses, and thus the periodicity of the frequency modulation, is chosen carefully, the contributions from most of these different transitions could be made to interfere constructively, thus rendering a larger echo signal. Resonances of this type have been explored in echo experiment using strong pulses to extract information on the splitting between the hyperfine levels.\textsuperscript{70}

5.3.4. The detection system

To minimise the required accumulation time in the experiment, it is desirable to have a detector that can detect an echo signal containing as few photons as possible. This means that a detector with high quantum efficiency should be used. The detectors with the highest quantum efficiency, and that are normally used for detecting pulses containing few photons, are avalanche photodiodes. However, these detectors have a poor dynamic range and take a long time to recover after being saturated. This is a problem in the present experiment, since the strong read-out pulse that arrives just before the weak echo signal easily saturates the detector. In the experiment, a photomultiplier tube (PMT) was therefore used instead to detect the signal. PMTs have quantum efficiencies slightly lower than the best avalanche photodiodes, but have a much better dynamic range. Even when using a PMT as the detector, preventing the detector from being saturated by the strong read-out pulse was still a major issue. The read-out pulse used in the experiment contained of the order of a billion photons, and arrived at the detector only 175 ns
before the weak echo signal. Two acousto-optic modulators placed in series, giving an extinction of about $1:10^4$, were used as a gate in front of the detector. Electro-optic modulators were also considered, but due to the fact that the acousto-optic modulators are easier to handle, they were chosen for the experiment. Even if the read-out pulse does not saturate the photomultiplier tube, after-pulses and noise might prevent the detection of the weak signal.

5.3.5. Experimental results

In the experimental realisation of the experiment, accumulation times of up to one hour were used before the read-out pulse was applied and the echo signal was detected. The minimum number of photons per pulse pair used was 0.54 and resulted in the signal that can be seen in Figure 16. In this experiment, a total of $7 \cdot 10^9$ pulse pairs were accumulated before the signal was read out. For further details on the experiment, see Paper III.

![Figure 16. Signal obtained using excitation pulse pairs containing an average of 0.54 photons. The left part of the figure shows the result of a read-out before the accumulation sequence. The right part of the figure shows the signal obtained after the accumulation of $7 \cdot 10^9$ pulse pairs.](image)
5.4. Comments on the experiment

The delayed single-photon self-interference experiment can be interpreted as a time domain analogue of the double slit experiment, but it can also be viewed as a pure photon echo experiment. Taking the latter view, it is interesting to note that the experiment indicates that it is possible to perform the three-pulse photon echo experiment with only a single photon (at a time) acting as two of the optical fields involved in the photon echo process. This is in contrast to some other non-linear optical processes, e.g. frequency doubling, where at least one photon per interaction is needed. This means that the arrows in the energy level diagrams often used to explain non-linear optical processes should not be interpreted as interactions with different photons.

The delayed single-photon self-interference experiment can also be viewed as a time domain version of Young’s double slit experiment. In the double slit experiment, a transversal spatial modulation (the two slits) is transferred to an interference pattern when viewed in the Fourier plane of the slits (or in the optical far field). In the delayed single-photon self-interference experiment, a modulation in the time domain (the two pulses) is transferred to an interference pattern in the frequency domain, recorded by the ions in the crystal. One can argue that since the ions used as detectors in the experiment have a very narrow bandwidth, they will act as narrow-band filters and that this would mean that they will not have the temporal resolution to see the two excitation pulses. From this one might conclude that the two pulses actually do not exist, and that the ions in fact only experience one light pulse with a peculiar frequency content (corresponding to the Fourier transform of the two pulses). With this view, it is not so strange that the frequency content can be recorded by the ions in the crystal, since each ion only records the light at its specific absorption frequency. However, it is possible to transfer this view to the normal double slit experiment. In this case, the detector is placed in the Fourier plane of the two slits. If the detectors are small (spatially), they will only record a narrow band of spatial frequencies, and will therefore not be able to resolve the two slits. One would therefore have to conclude that the two slits do not exist and that the light hitting the detector merely has a somewhat peculiar modulation of its spatial frequencies. The magic in both of these experiments is revealed when a detector with a different bandwidth is used. If, in the double slit experiment, detectors that can resolve the two slits are used (this could be accomplished e.g. by moving the detectors closer to the slits), we see that the photon always travels through one of the slits and never through both of them simultaneously. If this is the case, the origin of the distribution of spatial frequencies recorded in the far field can not be explained easily. In the delayed single-photon self-interference experiment, one could use a detector with a large bandwidth (e.g. a fast photodiode), to conclude that a single photon will always be found in one of the two pulses, and never in both simultaneously. If this is really the case, the frequency pattern recorded by the ions in the photon echo material remains to be explained.

One way of circumventing the problems described above is to give up the notion of an objective reality and resort to a view where each experiment has to be analysed using the modes of the specific detector used in that experiment. This
means that we are only allowed to assign values to quantities that we can measure in a given experimental situation. Even if this view always seems to lead to the correct result regarding the outcome of experiments, many people (myself included) find it disturbing not to be able to tell what happens in each step of the experimental set-up without having to take the final method of detection into account.

Quantum mechanical interference experiments are often analysed in terms of “which-path” information. This means that if it is, even in principle, possible to extract information about which path the quantum object travelled to the detector, the interference pattern will be absent. It is therefore natural to analyse the delayed single-photon self-interference experiment in terms of which-path information. Naively, one would say that this experiment (especially in the way it was originally proposed with two spatially separated optical paths) indicates, in a rather direct way, that the photon actually travelled along both the possible paths, and that if it had taken only one of the paths, the signal would surely have disappeared. This is because the delay between the two paths is actually stored in the material, and this information can be extracted later as the arrival time of the echo signal. I, myself find it very difficult to explain how information about this delay can be transferred to the material if light did not propagate along both the possible paths to the material.

5.5. Related quantum optical experiments

In the experiment described in Paper III, a collinear geometry was used for the excitation pulses and the read-out pulse. This means that only the temporal part of the experiment originally suggested by Kessel and Moiseev was realised. However, it would still be interesting to do the original experiment with separate paths, since interference in both space and time would then be present in the same experiment. Also, if a very stable interferometer could be constructed, detecting the echo would probably be easier since the echo would be sent out in a direction different from that of the read-out pulse, which would make discrimination of the signal easier. This could make it possible to detect a signal at a lower excitation level, which would make it possible to attenuate the pulse pairs so as to contain a lower average photon number or to use shorter accumulation times before read-out.

In the original proposal for the delayed single-photon self-interference experiment, an experiment was also considered where interference could be observed without the accumulation of many pulse pairs. In this case, the read-out was proposed to take place after the interaction of a single photon with the photon echo material. The signal would then be built up by simply repeating the experiment several times and averaging the signal on the detection side. In this case, the signal (photon echo) has been predicted to have non-classical optical properties in that the expectation value of the intensity of the signal would be zero, whereas the electrical field would be non-zero. Because of the non-linear
nutation of the photon echo process, accumulation of several pulse pairs in the material before read-out is much more efficient in generating a signal than accumulating the signals from single pulse pairs, followed by read-out. For this reason, I believe that an experiment without accumulation would be very difficult to realise in practice. However, if no accumulation is to be performed, the optical properties of the photon echo material can be chosen more freely to render a higher efficiency for the photon echo process.

In other proposals, it has been suggested that the use of a three-level system, with the levels in a ladder configuration, would be advantageous for the experiment. In this case, the pulse pairs would be resonant with the transition between the two lower lying levels, and the read-out pulse would be resonant with the transition between the two upper levels. In an experiment where only two levels are used, most of the atoms will be unaffected by the pulse pairs, and be left in their ground state. The strong read-out pulse will in this case excite these atoms, and the resulting fluorescence will constitute a background at the detector. However, in the three-level scheme, the read-out pulse will only interact with the atoms that were excited by the pulse pairs, which will reduce the background.

Using attenuated laser pulses, the quantum optical properties of the signal mentioned above will be washed out. Ideally, single photon states should be used in the experiment, but due to the difficulties involved in generating single photon states experimentally, the use of squeezed states of light in the experiment is interesting since these states are easier to produce experimentally.

The use of few-photon states in connection with photon echoes and rare-earth-ion-doped crystals has also been considered in the field of quantum state storage. In quantum information processing (see Chapter 6) it is often desirable to be able to store the quantum state of e.g. a photon in a medium and then to be able to recall a photon in the same state at a later time. Ultraslow and stopped light has been experimentally investigated in Pr:Y₂SiO₅ using electro-magnetically induced transparency (EIT). Another proposal for quantum state storage is based on photon echoes in a three-level system of a Doppler-broadened optical transition in a gas.

Another experiment that is related to the delayed single-photon self-interference experiment is one where microwave fields were used to produce a two-pulse spin echo from a single electron spin in a molecule. In this experiment, a single molecule is exposed to microwaves representing first a π/2 pulse and then a π pulse for the electronic spin. The spin state of the molecule is then measured phase sensitively around the time when the spin echo is expected. The experiment is repeated a large number of times and the signal is taken as the sum of all the measurements. In this way, the normal ensemble of spins needed to produce the echo is replaced by a temporal average over all the measurements. Besides an average, inhomogeneous broadening is needed to produce an echo. For ensembles, this simply means that different members of the ensemble have different resonance frequencies. In the case of a single spin, the inhomogeneous broadening is created because, between measurements, the molecule undergoes a process which results in a random resonance frequency of the spin. This means that the spins in subsequent measurements will have
different resonance frequencies, and the inhomogeneous broadening is built up in the averaging of the different measurements.
6. Quantum information processing

The idea of using quantum mechanics in information processing was first put forward in 1980 by Benioff.\textsuperscript{78} He showed that it was possible to build a classical Turing machine using quantum mechanics. This essentially means that using a quantum mechanical system, it is possible to solve all computational tasks that can be solved on a classical computer. The first person to indicate that the use of quantum mechanics could provide a computing device more powerful than classical physics could was R. Feynman.\textsuperscript{79} He showed that a classical Turing machine could not efficiently simulate all quantum mechanical systems. He also indicated the possibility of a universal quantum simulator capable of simulating all other quantum mechanical systems efficiently. In 1985, D. Deutsch proposed the quantum Turing machine that could employ quantum parallelism to efficiently solve certain computational tasks.\textsuperscript{80} The conjecture of Feynman in 1982 that quantum computers can efficiently simulate any (local) quantum system was finally proven in 1996.\textsuperscript{81}

In this chapter, a brief introduction to quantum information processing will be give, followed by a short survey of a few of the many different physical systems that are being considered for the implementation of quantum information processing. The quantum computing scheme for rare-earth-ion-doped crystals presented in Paper IV and V is then described. The chapter ends with some reflections and considerations regarding the scheme.

6.1. Qubits and quantum gates

The basic building blocks in a classical computer are the bits and the gates. The quantum analogues are quantum bits (qubits) and quantum gates (for more elaborate descriptions of the ideas behind quantum computing see e.g. References 82-85). Qubits are made up of quantum mechanical two-level systems. As bits in a classical computer, qubits can take two values 0 and 1, but as described in Chapter 2 of this thesis they can also form superpositions of the two states. It is in these superpositions that a large part of the power of quantum computers lies. This means that a quantum register with N quantum bits can be prepared in a state where all the numbers from $[0..2^N-1]$ are represented at the same time. This is in contrast to a register in a classical computer where only one
of these numbers can be represented at a time. The bits in a classical computer are manipulated using gates acting on the bits and, in an analogous way, quantum gates are used to manipulate the state of the qubits in a quantum computer. The gates can be divided into single-qubit gates, acting locally on a one qubit, and multiple-qubit gates which are used to perform conditional logic, i.e. when the state of one qubit should depend on the value of one or several other qubits. As for a classical computer, single-qubit-gates and gates involving two qubits are sufficient to perform any computation. To implement an arbitrary single qubit gate it must be possible to perform any rotation on the Bloch sphere representing the two qubit levels. As has been described in Chapter 2, this can be accomplished in optical systems by means of interactions with coherent light pulses, but many other means of manipulating qubits are also possible (see next section). Non-trivial two-qubit gates mean that the state of one of the qubits involved in the gate should be changed according to a rule which involves the state of the other qubit. The most commonly used example of a two-qubit gate is the Controlled-NOT (C-NOT) operation, which is the quantum analogue of the XOR gate in classical computers. To implement a C-NOT gate, the state of one of the qubits (the target qubit) should be swapped if and only if the state of the other qubit (the control qubit) is $1$, see Figure 17. It has been shown that the C-NOT gate is a universal gate for quantum computing, together with many other two-qubit gates. This means that if the C-NOT gate can be implemented in combination with arbitrary single-qubit gates, all possible calculations can be described as combinations of these gates.

<table>
<thead>
<tr>
<th>Input state</th>
<th>Output state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Target</td>
</tr>
<tr>
<td>$</td>
<td>0&gt;\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>0&gt;\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>1&gt;\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>1&gt;\rangle$</td>
</tr>
</tbody>
</table>

*Figure 17. Truth table for the Controlled-NOT gate where the state of the target bit is swapped if the control bit is in the $|1>\rangle$ state.*

Naively, it would seem that the use of superpositions and the entanglement created using quantum gates would make it possible to compute e.g. a function value for all possible input values simultaneously, which in a very easy way would constitute an exponential increase in speed compared with a classical computer. However, the situation is not quite that simple. When reading out the value of the qubits, quantum mechanics tells us that even though the qubits may contain information about a large number of computations that have been performed in parallel, at the time of the read-out the qubits will collapse into a single output value. To complicate things further, this value will be a random sample of all possible values, making the device non-deterministic. This means that it is in general not possible to simply use the algorithms that have been developed to work efficiently on classical computers on quantum computers.
Instead, special algorithms utilising the special features of quantum computers must be developed. So far, a rather limited number of quantum algorithms that can solve problems faster on a quantum computer than on a classical computer have been developed. I believe that one of the reasons for this is that to develop new efficient quantum algorithms, one must relinquish normal methods of solving problems. By this, I mean that the way in which we normally solve problems is based on actions that we could ourselves take in the physical world as we experience it, and that most phenomena we encounter in our everyday lives can be described by classical physics. However, some quantum algorithms that are more efficient (require fewer computational steps) than any corresponding classical algorithm have been developed. The one that has probably attracted most attention so far is Shor’s algorithm for factoring.\(^2\) This algorithm represents an exponential increase in speed compared with the best known classical algorithm. Another remarkable algorithm is Grover’s search algorithm.\(^3\) This algorithm deals with searching an unordered set, e.g. finding the name associated with a phone number by searching in the phone book. Using a classical algorithm, there is no better option than to start from the beginning of the phone book and check the phone numbers consecutively, which will mean that the number is found after checking, on the average, half of the numbers in the book. Grover’s algorithm, on the other hand, uses quantum mechanical superpositions to perform the search, which means that only an average of the square root of the number of phone numbers must be checked before the correct phone number will be found. Apart from implementing quantum algorithms, a quantum computer could be used for efficiently simulating other quantum mechanical systems. Simulating quantum systems can not be done efficiently on classical computers, so quantum computers might be the only way for us to simulate complicated many-body quantum mechanical systems.

### 6.2. Physical systems

Quantum information processing has given rise to a new language when considering quantum mechanics. This enables people from different areas of physics to communicate using a common language. A large number of systems have been proposed as candidate systems for the experimental realisation of quantum gates. The systems and quantum computing schemes that I believe have the greatest similarities with the quantum-computing scheme in Paper IV will be briefly reviewed in this section.

#### 6.2.1. Trapped ions

One of the first detailed schemes for the implementation of quantum computing was presented in 1995 by J. I. Cirac and P. Zoller.\(^87\) In their scheme, a string of trapped cold ions constitutes the quantum computer. Two internal electronic states of the ions are used as the qubit states and each ion contains one qubit. Individual optical access to the ions is used for single qubit operations. Quantum gates involving any two ions in the string can be achieved using the collective motion of
the ions in the string. This collective motion can be excited using laser light if the laser is tuned off resonance with one of the ions by a frequency corresponding to a resonance frequency of the ion string. In this way, the motion can be excited provided that the ion at which the laser is directed is in a specific state. In this way, the state of any ion can be transferred to the state of the collective motion of the ions. In a similar way, the electronic state of another ion can be changed depending on the collective motion of all the ions. This mechanism enables coupling between qubits and makes conditional logic possible. A C-NOT gate, using the electronic state of one ion as one of the qubits and the motional state of the same ion as the other qubit, has been demonstrated in this system.88 Scalability of the system is still an issue, but the demonstration of entanglement of four ions has shown that multi-ion gates might be possible.89 This remarkable experiment was performed using a scheme where the cooling of the ions to their motional ground state is less critical than in the original scheme proposed by Cirac and Zoller.90 Recently, a simple quantum algorithm (the Deutsch-Jozsa algorithm) has been implemented using the electronic and motional states of a single calcium ion.91 Although scaling to many ions has proven to be non-trivial, grand plans exist for the construction of a large-scale ion-trap quantum computer.92,93

6.2.2. NMR

The quantum computing hardware in which the most complex qubit manipulations, in terms of the number of qubits and the number of gate operations, have been demonstrated so far, is liquid state NMR. The use of NMR for quantum computing was first proposed in 199794 and has since then made considerable experimental progress.95 In this technique, the nuclear spins of spin-½ nuclei in molecules, in a static magnetic field are used as the qubits.96 Single qubit operations are performed using RF pulses resonant with the precession frequency of the nucleus in the magnetic field. Different qubits can be addressed since they will have slightly different precession frequencies (chemical shifts) owing to their different positions in the molecule. Coupling between different qubits is possible since the precession frequency of one nucleus is sensitive to the spin of its neighbouring nuclei in the molecule. This means that if the state of one qubit is changed, the precession frequencies of the other qubits will change, which enables conditional logic to be performed between the qubits. Many of the proposed quantum algorithms have been tested using NMR, see e.g. References 97 and 98 and references therein. These tests have been performed on very simple input data, but have still provided very valuable demonstrations of both the algorithms and the experimental techniques. The most advanced demonstration so far is, in my opinion, the implementation of Shor’s factoring algorithm using a molecule with seven qubits to factor the number 15, the simplest (non-trivial) instance of the problem.99

One problem that arises in NMR and many other systems is that the coupling between qubits can not be switched on and off. This means that qubits between which coupling exists, will be coupled to each other at all times. This causes problems when conditional logic is to be performed, since interaction is only desired between the qubits involved in the quantum gate. However, this can
be solved using refocusing pulses that remove the effect of unwanted qubits. Another problem that arises in NMR is that when large molecules are used, not all qubits are positioned close enough to couple to each other. This makes it necessary to use a network of qubits, where interactions can be transferred between qubits. These and other issues make computations in NMR technically challenging, and pulse sequences consisting of hundreds of pulses are commonly used to implement the quantum algorithms. Another issue that has been discussed in relation to NMR implementation of quantum information processing is the fact that the computations are not performed on single quantum systems as in e.g. ion traps, but an ensemble of a large number of molecules is used. Further, it is (so far) not possible to prepare the system in a pure state, with all quantum systems initially in the same state. Instead, the initial state is a thermal equilibrium state, which means that the lower energy state is only slightly more populated than the upper one. However, effective pure states can be extracted from thermal equilibrium states, and it is these states that constitute the qubits. The absence of pure initial states has made people question the “quantumness” of NMR implementation, leading to a, as yet, unresolved debate about what is really required from a physical system to gain the advantages of quantum computing over its classical counterpart, see e.g. References 101-103.

6.2.3. Solid state systems

Solid state realisation of quantum computers is generally thought to be easier to scale to large number of qubits than other systems. This is to a large extent due to the fact that these systems can often be manufactured using well-established techniques in lithography etc. However, because of the complexity of solid state devices and the non-negligible coupling between the qubits and the environment, it is often difficult to achieve long coherence times for the qubits in solid state materials.

A great deal of attention has recently been directed towards research on qubit realisation in superconducting circuits. Since this system is entirely man-made, using lithography, scaling to a large number of qubits is thought to be possible once the techniques for manipulating and coupling the qubits have been developed. If two small grains of superconducting material are coupled to each other with a Josephson tunnelling junction the (excess) charge of one of the grains can be used to form qubit states. This means that the two qubit states are formed by the charge states corresponding to the existence or non-existence of one Cooper pair on the superconducting grain. Coherent oscillations have been observed between two different charge states on such a superconducting island. Signs of entanglement between two qubits have also recently been reported. One potential problem in using the charge as a qubit state is that since the qubit states are only separated by the charge corresponding to two electrons, the system is very sensitive to stray electric fields. These fields could originate from fluctuations in the applied voltages or fluctuations in the background charge distribution of the material surrounding the superconducting island. This makes it difficult, even at very low temperatures, to achieve long coherence times for the charge qubits.
Another quantum computing scheme for superconducting circuits is based on qubits consisting of persistent currents flowing in different directions in a superconducting circuit, so-called flux qubits.\textsuperscript{107} Coherent superposition between the two states has been observed experimentally.\textsuperscript{108,109} In these experiments, evidence of superposition of oppositely flowing currents of up to a few microamperes were observed. This superposition state differs from most other observed states, since it corresponds to the collective motion of millions of individual Cooper pairs, and makes this system interesting not only in the context of quantum information processing, but also in the exploration of the boundary between the microscopic and the macroscopic worlds. Flux qubits couple to the magnetic environment, but are insensitive to fluctuations in electric fields, which means that coherence times could potentially be longer than for charge qubits.

The best results so far in terms of coherence times for qubits in superconducting circuits have been obtained for circuits operating in a regime where the qubits are a combination of the two schemes described above.\textsuperscript{110,111} In such systems, the superconducting circuits were operated in regimes where coupling to both the electric and the magnetic environments was minimised.

Another proposal that has attracted considerable attention is B. E. Cane’s proposal of using the spins of phosphor atoms doped into pure silicon.\textsuperscript{112} Single qubit gates are implemented using electrodes situated on top of each atom that can shift the resonance frequencies of the precessing spins. Interaction between qubits is due to exchange interactions between electrons. The strength of this interaction can be controlled by electrodes positioned between the atoms constituting the qubits. One attractive feature of this scheme is that the many methods developed in the semiconductor industry can be used in the realisation of the scheme. Another aspect is that efforts in this field will probably benefit the semiconductor industry, even if no quantum computer is ever built. A large consortium in Australia is currently exploring the possibility of realising this scheme, see e.g. Reference 113.

Schemes involving optical manipulation of solid state qubits include e.g. quantum dots.\textsuperscript{114-116} In schemes using quantum dots as qubits, either spin states of the electrons or electron-hole pairs can be used as qubit states. These quantum states can then be manipulated using, for example, coherent light pulses, but other means of manipulation are also possible.

### 6.3. Rare-earth-ion-doped crystals for quantum information processing

In this section, some background information relevant to the quantum computing scheme presented in Paper IV will be given, together with some experimental data from initial experiments on the realisation of this scheme. In Paper IV, two different approaches were considered: one based on the use of a single ion for each qubit, and one where an ensemble of ions was used to form each qubit. In this section only the latter of the two approaches will be considered. This is due to the fact that the first approach requires the ability to detect single rare-earth ions.
Because of the low oscillator strengths of the rare-earth ions, this is a major experimental challenge, and has, to the best of the author’s knowledge, not yet been accomplished. This type of single-molecule spectroscopy is also outside of the present expertise of our research group.

6.3.1. The qubits

In this scheme, it is proposed that the qubits be addressed in the frequency domain. This means that each qubit is defined by its absorption frequency on an inhomogeneously broadened optical transition. The qubit states are chosen so as to be two of the ground state hyperfine levels of the rare-earth ions. Single qubit gates can be achieved using resonant Raman pulses, meaning that the ions in the qubit are transferred between the qubit states via the optical transition.

The requirement on the ions in the scheme presented in Paper IV is that there exist three hyperfine levels in the ground state and one excited state. However, this is normally not the case for the rare-earth ions. At zero magnetic field, both praseodymium and europium have three non-degenerate hyperfine levels, both in the ground and excited states, which makes the quantum computing scheme more complicated. If the transition probabilities between the different hyperfine levels in the ground and excited states are not the same, different ions within the qubits will experience different pulse areas for the optical pulses involved in the Raman transitions. This is because within each frequency channel constituting a qubit, there will be ions for which that specific optical frequency corresponds to transitions to all different hyperfine levels in the excited state. This means that a single qubit gate will not place all ions within the qubit in the same qubit state, which would be detrimental for further computations. The transition probabilities between the hyperfine levels in the ground and excited states have been deduced from measurements on some materials.\textsuperscript{117,118} These measurements indicate that the transitions can have quite different probabilities, at least for some combinations of dopant ions and host materials. However, the transition probabilities between the hyperfine levels in most combinations of dopants and host have yet to be measured. If materials in which the transition probabilities are different are to be used for the implementation of this scheme, this problem must be dealt with. This could possibly be done by further selection of the ions, so that only ions using the same excited state hyperfine levels in their transitions are used for the qubits. The other ions could be placed in the third hyperfine level of the ground state, called the auxiliary state. One way of achieving this would be by modifying the optical pumping scheme. Another way of selecting ions with a well-defined oscillator strength has been demonstrated experimentally using an ingenious scheme involving a sequence of pulses with pulse areas of $2\pi$.\textsuperscript{27} For ions with desired values of the oscillator strength, these pulses just rotate the state of the ions around one full circle on the Bloch sphere, but ions with other values of the oscillator strength will not end up in their ground state and will therefore eventually be transferred to another hyperfine state when the excited state decays.

A problem may arise if the transition from one of the qubit states to the upper state has a significantly different oscillator strength from that of the transition from this excited state down to the other qubit state. This would place
serious constraints on the laser source, since one of the optical fields involved in the Raman transition would have to be much more intense than the other, in order to compensate for the lower oscillator strength.

When implementing the single qubit gates, it is desirable that only the ions in the qubit are excited by the optical pulses, since spurious excitation of ions might lead to uncontrollable interactions between ions (see next section). This means that it is desirable to isolate the frequency channel used as the qubit from ions with absorption frequencies close to the qubit. This is described in Paper V, using optical pumping to create frequency intervals with (almost) no absorbing ions (called wells). The ions to be used as a qubit were then transferred back into the middle of the well, again using incoherent optical pumping. Another way of creating this type of structure is by means of coherent pulses. By acting on the ions in the well with coherent optical pulses, it has been demonstrated that any superposition between the ground and optically excited states can be obtained and detected with high accuracy.

In Figure 18 and Figure 19 two examples of qubit structures formed in rare-earth-ion-doped crystals can be seen. Figure 18 shows such a structure prepared using a ring dye laser in Eu:YAlO$_3$. Figure 19 shows the same type of structure for Tm:YAG placed in an external magnetic field. As reported in Paper II, Tm does not have any hyperfine splitting at zero magnetic field. When such a field is applied, the ground state is split into two hyperfine levels. Tm:YAG is not an obvious candidate for implementation of the quantum computing scheme since the scheme would have to be modified if only two hyperfine levels in the ground state can be used.

Figure 18. Qubit structure in Eu:YAlO$_3$ read out using fluorescence. The left curve shows a spectral well where all the ions have been removed by means of optical pumping and the right curve shows the qubit structure within the well.
Figure 19. Qubit structure in Tm:YAG placed in an external magnetic field of 3 T. In the left part, a spectral well has been burnt in the absorption profile of the thulium ions (around zero MHz). The structure of holes and anti holes are due to the splitting of the ground and exited states in the magnetic field. In the right part of the figure, the laser has been tuned to around 200 MHz and a peak has been burnt back into the middle of the well. Please note that the data has been normalised and it is not certain that the absorption is zero in the middle of the well.

6.3.2. The interaction

For two-qubit quantum gates to be achieved, interaction between the qubits is necessary. In the rare-earth-ion-doped crystals, interaction between the ions can be accomplished using the difference in permanent electric dipole moment between the ground and excited states of the ions.119,120 This means that the static electric field emanating from the ions will change when they are excited on the optical transition. This change in electric field will affect other ions that are situated close to the excited ion in the crystal, changing their absorption frequency, see Figure 20. The frequency change, $\Delta \nu$, for a neighbouring ion will be:

$$\Delta \nu = \frac{\Delta \mu_1 \Delta \mu_2}{4 \pi \varepsilon_0 \varepsilon_r r^3} \left[ (\hat{\mu}_1 \cdot \hat{r}) (\hat{\mu}_2 \cdot \hat{r}) - 3 (\hat{\mu}_1 \cdot \hat{r}) (\hat{\mu}_2 \cdot \hat{r}) \right]$$  \hfill (6.1)

where $\Delta \mu$ is the difference in dipole moment between the ground and excited state (the indices 1 and 2 refer to the two ions involved in the process), $\hbar$ is Planck’s
constant, $\varepsilon_0$ is the permittivity of vacuum, $\varepsilon$ is the dielectric constant for the crystal and $r$ is the distance between the two ions. $\hat{\mu}$ and $\hat{r}$ are unit vectors for the difference in dipole moments and the distance between the ions, respectively.

Figure 20. Schematic diagram showing the control mechanism between ions absorbing at different optical frequencies. 1. Two ions absorbing at different frequencies might be positioned close to each other in the crystal lattice. 2. By tuning the frequency of a laser to be in resonance with one of the ions, this ion can be transferred to its excited state. 3. When transferred to the excited state, the permanent dipole moment of the ion changes. This changes the electric field experienced by the other ion, causing a shift in the absorption frequency of this ion.

The dipole-dipole interaction described above can not immediately be used to construct quantum gates in rare-earth-ion-doped crystals. This is because the ions constituting each qubit are randomly positioned in the crystal, which means that the interaction between ions in different qubits will have different strengths owing to the different distances between the ions. However, if the frequency shifts imposed on the ions in one qubit upon the excitation of the ions in another qubit are greater than the width of the frequency wells in which the qubits are situated, quantum gates can readily be implemented for the two qubits (see Paper IV for more details). This means that if the ions within a qubit that are not shifted enough in frequency upon the excitation of another qubit can be removed, the remaining ions could be used in the implementation of a two-qubit gate. To accomplish this, an optical pumping scheme for the removal of the weakly interacting ions has been developed (see Paper IV). The crucial steps in this scheme are depicted in Figure 21, and result in two qubits containing only the ions between which the interaction is strong enough for quantum gates to be implemented.
Figure 21. Schematic diagram of the procedure for selecting strongly interacting ions. a) Two qubit structures have been created and both qubits have been prepared in their $|0\rangle$ states. b) Qubit 1 is excited by an optical pulse. This shifts the absorption frequencies of the ions in qubit 2 and creates a distribution of frequencies for these ions. c) The ions belonging to qubit 2 which did not experience sufficient frequency shift upon the excitation of qubit 1 are moved to an auxiliary state using coherent optical pulses. d) The ions in qubit 1 are returned to their ground state and the remaining ions in qubit 2 thus return to their original frequencies. The result of the procedure is that quantum gates where qubit 1 is used to control the state of qubit 2 can be implemented.

An important aspect of this interaction mechanism is that it is only switched on when the ions are excited on the optical transition. This means that single-qubit gates can be implemented without taking into account the interaction between different qubits. It should be noted that apart from the electric dipole-dipole interaction described above, other static interaction mechanisms, such as that due to magnetic dipole moments, could also be used to implement the scheme. Excitation-induced interactions between rare-earth ions have been studied extensively in connection with photon echo experiments. Interaction between ions has mainly been considered to be a problem, since it (seemingly) increases the homogeneous line width of the optical transition and thereby makes photon-echo-based data storage and processing more difficult to implement.

Numerical simulations have been performed to estimate the frequency shift imposed on the ions in one frequency channel upon the excitation of another frequency channel in a crystal where the ions are randomly positioned (see
Paper V). These simulations allow conclusions to be drawn about the number of ions that experience enough shift to be used in the implementation of a quantum gate. The numerical model that was used can be regarded as a Monte Carlo model, where the ions are placed at random positions in the crystal lattice, and the average field from all the ions is calculated. Several parameters, such as lattice constants, doping concentration, frequency channel width and difference in dipole moments of the ions can be varied to simulate different crystals and experimental conditions. The calculations are repeated for many probe ions in different positions in the lattice, resulting in a distribution of frequency shifts for the probe ions. This distribution mimics the different frequency shifts that are observed for ions in a real crystal.

A different way of using the dipole-dipole interaction mechanism from the one described above has been proposed. In their study, the authors propose to use the photon echo process for selecting ions with appropriate interaction strengths. This method of selecting ions is claimed to result in larger number of ions that can be used when implementing the quantum gates.

6.4. Considerations relevant for a rare-earth-ion-based quantum computer

The coherence time for the hyperfine levels is an important parameter for the quantum computer scheme presented in Paper IV. For qubits not taking part in gate operations this time limits the time available for quantum computations. When the qubits are used in quantum gates, the phase memory for the optical transition is also important since the ions spend some of their time in the optically excited state. The coherence time for the hyperfine levels has been measured for Pr:Y$_2$SiO$_5$. In another study, an external magnetic field was seen to increase the phase memory time for the hyperfine levels, and times as long as 82 ms have been reported.

The rare-earth-ion-based quantum computing scheme is similar to NMR in that it does not provide access to individual quantum systems, but utilises ensembles for the computations. At the read-out stage, only the ensemble average of the qubit states can be read out. The information contained in the ensemble average can be quite different from that in the individual systems. However, the problem is not as severe as in NMR, since rare-earth ions can be prepared in the same initial state using e.g. optical pumping. This is, as yet, not possible in NMR, although some ingenious schemes have been developed to create larger differences between the qubit states before starting the computations. It can be shown that in algorithms such as Shor’s factoring algorithm, it is possible to extract the necessary information even if only an ensemble average is available.

Ions with a distribution of different absorption frequencies are present within each frequency channel constituting a qubit, provided the frequency channels are broader in frequency than the homogeneous line width of the ions. This might be a problem when performing the gate operations as suggested in Paper IV, since the ions spend some of their time in the optically excited state.
Ions with different absorption frequencies will therefore acquire different phases, which will prevent further controlled interactions with the ions. A related problem will occur if the inhomogeneous broadening of the hyperfine levels is significant. In that case, this broadening must be taken into account for the individual qubits, but possibly also because the different qubits will acquire different phases when in superpositions between their qubit levels. Although the solution of these problems is not trivial, it seems reasonable to believe that the use of composite pulses, as in NMR, may be feasible.\textsuperscript{125} Frequency selectivity and insensitivity to variations in the Rabi frequency (the transition probability between the hyperfine levels) can be accomplished using such composite pulses.\textsuperscript{126}

The number of qubits that can be implemented with the scheme will be limited by the strength of the dipole-dipole interaction between the ions. This is because ions belonging to all the qubits must be situated close enough in the crystal in order for conditional logic between any pair of qubits to be possible. With the materials that have been considered in the present work, the number of qubits is likely to be limited to only a few. However, if a material doped with absorbers with a greater difference in dipole moment between their ground and excited states can be found, this number could be increased significantly.\textsuperscript{127}

Many combinations of dopant ions and hosts can be considered for the implementation of quantum gates according to the scheme presented in Paper IV. It should be noted that most of the materials that have been investigated within this work have been developed to suit the requirements for use in data storage and processing applications. The requirements on materials intended for use in implementing quantum gates are quite different, and it might therefore be worthwhile to consider materials that have been rejected when considered for other applications. The quantum computing scheme might also be applied to crystals doped with transition elements or to NV centres in diamond.

Apart from the scheme presented in Paper IV, a few other schemes have been suggested for the realisation of quantum information processing in rare-earth-ion-doped crystals. In one of the schemes, use of the transition dipole moment is proposed for realising quantum gates between ions.\textsuperscript{128} Further, the use of a magnetic field is proposed for shifting the frequency splitting of the ions to allow the gates to be implemented. In other schemes, it has been suggested that the coupling between ions, which is necessary for the implementation of quantum gates could be mediated by an optical cavity with a high Q value.\textsuperscript{129,130}
Acknowledgements

First of all, I would like to thank my main supervisor Stefan Kröll for guiding me through this project and for always taking time to help me with the problems I have encountered. I am especially grateful to him for giving me the opportunity to meet and work with scientists from all over the world, and for always encouraging me to broaden my knowledge in physics. I am also grateful to my other supervisor, Sune Svanberg, for his never-ending enthusiasm and help.

Furthermore, I would like to thank all the people who have worked in the photon echo group at the Division of Atomic Physics for creating a helpful and open atmosphere. I would especially like to thank Krishna Mohan for interesting discussions about physics as well as life, philosophy, Indian culture and cricket. My roommate, Lars Rippe, has been a good friend and colleague, always ready to tackle any problem over a cup of coffee. I am also grateful to Mattias Nilsson for his friendship and support. His company made the long nights spent in the lab much more fun.

I have enjoyed working in the friendly environment at the Division of Atomic Physics. Magnus, Petter, Johan, Anders, Ola, Allan and others have all helped in creating a pleasant atmosphere. I would also like to thank Åke Bergquist and Bertil Hermansson for always being patient and answering my ignorant questions regarding electronics and computers. The help of Laila Lewin, Marie Holmdahl-Svensson and Britt-Marie Hansson is also much appreciated. I would also like to express special thanks to Leif Magnusson for his generous help with the cryogenics.

I would like to thank everyone at the teaching department for giving me the opportunity to improve as a teacher. I would especially like to thank Nina Reistad, Lars Engström and Lennart Nilsson for their friendly collaboration.

I have had the privilege of working with Serguei Moiseev during his visits to Sweden. Our bowling and chess games are experiences that will definitely be remembered.

I would like to thank my family and friends for the support and encouragement they have given me. My parents have always urged me to make my own decisions, and have stood behind me as I have done so. Johan, my brother, has helped me to put things into perspective when necessary.

Finally, I would like to thank my girlfriend Cecilia. Du är bäst!
Summary of the papers

**Paper I** describes an experiment where frequency-chirped laser pulses from an external cavity diode laser were temporally compressed in a photon echo process. Compression by a factor of 450 was achieved for single pulses. Multi-pulse compression was investigated, and theoretical expressions for the pulse shapes of the compressed pulses were obtained and compared with the experimental data.

I took part in some of the experimental and theoretical work that led to the paper.

**Paper II** reports on a long-time storage mechanism for thulium ions doped into YAG when an external magnetic field is applied. Storage times of spectral features in the material of several tens of seconds were obtained, which is several orders of magnitude longer than that achieved without an external magnetic field. The mechanism enabling the long storage time is the magnetic-field-induced splitting of the ground state into two hyperfine levels. The splitting of the levels in the ground and excited states was investigated as a function of the applied magnetic field for field strengths up to 5 T.

I participated in all the experiments and data evaluation. I also wrote the manuscript.

**Paper III** presents an accumulated photon echo experiment in which the excitation pulses were attenuated so as to contain less than one photon on average. At such low light levels, effects due to the quantisation of the electromagnetic field have to be taken into account. The signal strengths obtained are compared with theoretical predictions both for the case when at least one photon is required in each of the excitation pulses and for the case when one photon can be shared between the two pulses. The experimental data seem to support the suggestion that a single photon can act as two of the optical fields involved in the photon echo process.

I designed the experiment for demonstrating the proposed idea and was the main responsible for the experimental work and the data analysis. I also wrote the manuscript.
Paper IV describes a scheme for the implementation of quantum gates in rare-earth-ion-doped crystals. It is proposed that the individual qubits are formed using two of the hyperfine levels of the ions. Different ions can be addressed using their different absorption frequencies on an inhomogeneously broadened optical transition. Coupling between different qubits, enabling the implementation of quantum gates, is achieved using the dipole-dipole interaction between ions in the crystal. Further, a method for selecting groups of ions where this interaction has sufficient strength is presented. This enables working quantum computers to be extracted from the randomly positioned ions in the crystal.

I contributed to the development of the scheme presented in the paper. In particular, I developed the method of selecting strongly interacting ions. I also wrote the manuscript.

Paper V describes the first steps in assessing the viability of the scheme presented in Paper IV. Ions absorbing within a narrow frequency channel were prepared in one of the qubit states. Interaction between different frequency channels was observed and compared with predictions from numerical simulations.

I was responsible for the numerical simulations of interaction between ions. I participated in the planning of the experiments and wrote part of the manuscript.
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