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This thesis presents two sources of extreme ultraviolet (XUV) radiation based on high-order harmonic generation (HHG) in gases. The sources were developed for experiments requiring high-flux harmonic beams or HHG pulses at high-repetition rate. These were used experimentally to image nano-scale objects. The high-flux HHG source was used for digital in-line holography, and the high-repetition rate source for photoemission electron microscopy. In addition, a conceptual design for a high-flux gas beamline for a large scale facility, Extreme Light Infrastructure - Attosecond Light Pulse Source, is described.

The work focuses on the construction and development of the driving laser systems and the HHG sources, as well as on the optimization of their performance. The thesis describes the two lasers used to drive the HHG sources: a high-power laser system and a newly built optical parametric chirped pulse amplification (OPCPA) system. The two systems are both based on the chirped pulse amplification technique, but the amplification process is carried out in different ways. The high-power laser system is based on linear amplification in Ti:Sapphire while the OPCPA system uses nonlinear amplification via difference frequency generation.

Furthermore, the use of multi-color driving fields to manipulate the generation process, both from the microscopic and the macroscopic points of view, was investigated. The combination of the fundamental field with its second harmonic in a non-collinear geometry allows us to probe and control macroscopic properties. The addition of low-order odd harmonics in a collinear geometry results in an enhancement of the single atom response.
What happens on a time scale unavailable to the human eye? How often have we wondered about this while admiring nature or discussing a sport event in which a referee took a dubious decision? To solve the puzzle we could use a camera to record a movie and simply replay it frame-by-frame.

A similar question bothered painters and horse race fans in the middle of the nineteenth century: whether a galloping horse at any instant has all four feet off the ground? The answer was provided by a British photographer, Eadweard Muybridge, using innovative cameras. He took a series of images to freeze a horse at consecutive instants of time during a gallop. His cameras were able to snap an image in only six milliseconds ($6 \times 10^{-3}$ seconds), fifty times faster than a blink of an eye. During that time a mechanical shutter was opened, allowing the light to pass to a photosensitive element. His photographs solved the mystery, and provided inspiration to artists, scientists, and the emerging art of the motion picture.

Today’s challenges

Nowadays the Muybridge experiment can be carried out with readily available cameras. The shutters of modern cameras can be open during only 0.1 millisecond (sixty times shorter than in the Muybridge camera). This tool can help every one of us answer questions about motion in nature. However, in laboratories we would like to trace the movements of much faster and incomparably smaller objects, far beyond the capability of the Muybridge camera. This need is driven by
fundamental questions in modern biology, chemistry, and physics, in particular: *How to control the motions of electrons in atoms or molecules?*

To observe the movements of these kinds of objects, we have to use a different strategy than Muybridge, since no mechanical shutter can move sufficiently fast. Instead, we can record an image by illuminating an object with a flash of light which lasts for a shorter time than the observed event – exactly the same way as taking a picture with a flash in commonly used cameras.

Femtosecond flashes of light (1 femtosecond = $10^{-15}$ second), which are generated using laser pulse technology, allow the study of the motion and disintegration of molecules. However, observation of an electron on its natural time scale requires a pulse with duration of a few tens of attoseconds (1 attosecond = $10^{-18}$). This duration is so short that comparing it to a second is like comparing a second to the age of the universe. How do we make such a pulse?

**Atto-tools**

Over the last three decades scientists have developed a technique called high-order harmonic generation to make these pulses. The generated beam is like a laser beam: well collimated and coherent. The laser pulse driving the generation process is extraordinary itself. It is already a very short pulse, with a duration of femtoseconds, and peak power of the order of terawatts ($10^{12}$ Watts). When such a pulse interacts with an atom it rips the electron away, leaving the atom in an ionic state. Under certain conditions the electron may come back into the parent atom, and by interacting with it, a photon may be emitted. The emitted photons have much shorter wavelengths than to the laser photons, lying in the ultraviolet or soft X-ray spectral ranges. The bunch of emitted photons lasts only a few tens of attoseconds.

Sources based on this technique have an important drawback: poor efficiency in their conversion of energy. A highly energetic laser beam has to be used in order to obtain only a moderate energy of the generated radiation. For 1 Joule of energy in the driving field only 0.00001 Joule is generated, corresponding to a conversion efficiency of $10^{-5}$.

**The atto-tools presented in the thesis**

To construct efficient high-order harmonic sources we looked at the process from the microscopic and macroscopic points of view. We enhanced the response of one atom to an intense laser field and developed a technique to involve as many atoms as possible in the process.

The results of the work are two sources of high-order harmonics, built at the Lund Laser Centre (LLC). Each of the sources is driven by an advanced laser system. One is based on the traditional chirped pulse amplification (CPA) method, and the second on optical parametric chirped pulse amplification (OPCPA). The later technology only recently became available for attosecond science. We have shown how novel, high-repetition rate, high-order harmonic sources can be realized with the new laser amplification technique.

The experience gathered during the construction of the HHG sources in Lund was used to design a beamline under a pan-European project, Extreme Light Infrastructure
(http://www.eli-hu.hu/). The beamline will provide powerful attosecond pulses for the European scientific community.

**Future**

John Tisch, from Imperial College London, UK, has stated "At the moment our work is like that of a movie cameraman, recording the movements of the electrons. One day, we would like to become like movie directors, making the electrons move where we want. If we could do this, we could control chemical reactions, design new materials, and create faster, more efficient electronic devices".

Nowadays, it is hard to find applications of atto-tools in everyday life. Our work towards the creation of an efficient and simple table-top source of XUV radiation which is readily accessible for scientists might help them to become movie directors in the atto-world. Perhaps our tools will lead to breakthroughs in medicine or chemistry. In the future we might have similar difficulty imagining our lives without atto-tools as is it now difficult to imagine life without cinematography.
**Populärvetenskaplig sammanfattning**


**Dagens utmaningar**

Muybridges experiment kan nu utföras med lättillgängliga kameror. Slutarna i moderna kameror kan öppnas under endast 0,1 millisekund (60 gånger kortare än i Muybridges kamera). Detta verktyg kan hjälpa var och en av oss att svara på frågor som vi har om rörelser i naturen. Men i laboratorier vill vi kunna registrera rörelser av mycket snabbare händelser och ojämförligt mindre objekt, långt bortom kapaciteten av Muybridges kamera. Detta behov är drivkraften i fundamentala frågor i modern biologi, kemi och fysik, särskilt: *Hur kan vi kontrollera rörelse av elektroner i atomer och molekyler?* För att observera riktigt snabba förflyttningar, måste vi använda en annan strategi än Muybridge, eftersom ingen mekanisk slutare kan röra sig så snabbt. Vi kan ta bild genom att belysa ett föremål med en ljusblixt, kortare än den observerade händelsen - exakt på samma sätt som när man tar en bild med blixt i vanliga kameror, men här med ännu kortare blixtar.

Femtosekundlbjuslixtar (1 femtosekund = 10⁻¹⁵ sekund), som genereras med hjälp av laserpulsteknik låter oss studera atomära rörelser i molekyler. För att observera elektroner på sin naturliga tidskala krävs ljusblixtar (laserpulser) av endast några tiotals attosekunders (1 attosekund = 10⁻¹⁸ sekund) varaktighet. Dessa blixtar är så
korta så att jämföra dem med en sekund är som att jämföra en sekund med universums ålder. Men hur skapar man sådana pulser?

**Atto-verktyg**


Källor som baseras på denna teknik har en betydande nackdel, nämligen relativt dålig effektivitet för omvandling av energi. För att erhålla en rimlig puls energi av den alstrade strålningen, måste kraftiga laserstrålar användas.

**Atto-verktyg presenterade i doktorandarbetet**

För att konstruera effektiva harmoniska källor har vi tittat på processen från både mikroskopiska och makroskopiska synvinklar. Vi har optimerat atomära responsen på ett intensivt laserfält och utvecklat en teknik för att få så många atomer som möjligt att samverka i processen.


**Framtiden**

John Tisch, från Imperial College London, UK, sade "Just nu är vårt arbete som hos en filmfotograf, registrering av rörelse av elektroner. En dag, vill vi bli som filmregissörer, som säger till elektronerna att röra sig dit vi vill. Om vi kunde göra det, skulle vi kunna kontrollera kemiska reaktioner, designa nya material och skapa snabbare, mer effektiva elektroniska aparater".

This thesis is based on the following publications, which will be referred to by their roman numerals in the text.

I Temporal and spatial effects inside a compact and CEP-stabilized, few cycle dual-stage OPCPA system at high repetition rates

II Compression of TW class laser pulses in a planar hollow waveguide for applications in strong-field physics

III A high-flux high-order harmonic source

IV Carrier-envelope phase dependent high-order harmonic generation with a high-repetition rate OPCPA-system

V Conceptual Design Report for a gas HHG beamline at ELI-ALPS
   C. M. Heyl, P. Rudawski, F. Brizuela, P. Johnsson, C. L. Arnold, and A. L’Huillier.
VI Efficient high-order harmonic generation boosted by below-threshold harmonics

VII Macroscopic Phase Effects in Noncollinear High-order Harmonic Generation
C. M. Heyl, P. Rudawski, F. Brizuela, J. Mauritsson, A. L’Huillier.

VIII Digital in-line holography on amplitude and phase objects prepared with electron beam lithography

IX Imaging localized surface plasmons by femtosecond to attosecond time-resolved Photoelectron Emission Microscopy - "ATTO-PEEM"
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPA</td>
<td>Chirped Pulse Amplification</td>
</tr>
<tr>
<td>OPCPA</td>
<td>Optical Parametric Chirped Pulse Amplification</td>
</tr>
<tr>
<td>OPA</td>
<td>Optical Parametric Amplification</td>
</tr>
<tr>
<td>NOPA</td>
<td>Non-collinear Optical Parametric Amplification</td>
</tr>
<tr>
<td>HHG</td>
<td>High-order Harmonic Generation</td>
</tr>
<tr>
<td>ELI-ALPS</td>
<td>Extreme Light Infrastructure - Attosecond Light Pulse Source</td>
</tr>
<tr>
<td>Ti:Sapphire</td>
<td>Sapphire doped with Titanium</td>
</tr>
<tr>
<td>PEEM</td>
<td>PhotoEmission Electron Microscopy</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-Coupled Device</td>
</tr>
<tr>
<td>MCP</td>
<td>MicroChannel Plate</td>
</tr>
<tr>
<td>LLC</td>
<td>Lund Laser Centre</td>
</tr>
<tr>
<td>GV</td>
<td>Group Velocity</td>
</tr>
<tr>
<td>GVD</td>
<td>Group Velocity Dispersion</td>
</tr>
<tr>
<td>GD</td>
<td>Group Delay</td>
</tr>
<tr>
<td>GDD</td>
<td>Group Delay Dispersion</td>
</tr>
<tr>
<td>TOD</td>
<td>Third-Order Dispersion</td>
</tr>
<tr>
<td>FOD</td>
<td>Fourth-Order Dispersion</td>
</tr>
<tr>
<td>CEP</td>
<td>Carrier to Envelope Phase</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-Width at Half-Maximum</td>
</tr>
<tr>
<td>SVEA</td>
<td>Slowly Varying Envelope Approximation</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous Wave</td>
</tr>
<tr>
<td>ML</td>
<td>Mode-Locking</td>
</tr>
<tr>
<td>KLM</td>
<td>Kerr-Lens Mode-locking</td>
</tr>
<tr>
<td>SI</td>
<td>Spectral Interferometry</td>
</tr>
<tr>
<td>DCM</td>
<td>Double Chirped Mirror</td>
</tr>
<tr>
<td>SPIDER</td>
<td>Spectral Phase Interferometry for Direct Electric-field Reconstruction</td>
</tr>
<tr>
<td>D-scan</td>
<td>Dispersion scan</td>
</tr>
<tr>
<td>AC</td>
<td>Autocorrelation</td>
</tr>
</tbody>
</table>
Abbreviations

SFG/DFG  Sum/Difference Frequency Generation
SHG     Second Harmonic Generation
KDP     Monopotassium phosphate
BBO     Beta Barium Borate
BiBO    Bismuth triborate
LBO     Lithium-Barium Oxide
FWM     Four Wave Mixing
THG     Third Harmonic Generation
SPM     Self Phase Modulation
GRIN    Gradient-index lens
CVBG    Chirped Volume Bragg Grating
GRISM   Assemble of GRating and prISM
Nd:YAG  Yttrium Aluminium Garnet doped with Neodymium
Nd:YVO₄  Yttrium Vanadate doped with Neodymium
ASE     Amplified Spontaneous Emission
DAZZLER Acousto-optic programmable dispersive filter
OPO     Optical Parametric Oscillator
PVWC    Poynting Vector Walk-off Compensation
TPM     Tangential Phase-Matching
TDSE    Time-Dependent Schrödinger Equation
SAP     Single Attosecond Pulse
DOG     Double Optical Gating

Electromagnetic spectrum

Wavelength

10 pm
100 pm
1 nm
10 nm
100 nm
1 μm
10 μm
100 μm
1 mm

Frequency

30 EHz
3 EHz
300 PHz
30 PHz
3 PHz
300 THz
30 THz
3 THz
300 GHz
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Twenty seven years have passed since the discovery of the high-order harmonic generation (HHG) process [1, 2]. Sources based on this phenomenon have led to a number of groundbreaking experiments in the field of attosecond science [3], such as the observation of valence electron motion [4] or the measurement of ionization time delays [5, 6]. In addition, there is a growing interest in the fields of high-resolution imaging [7], free-electron-laser seeding [8], and nonlinear optics in the soft X-ray region [9, 10].

To a large extent, successful applications depend on further progress in HHG technology. HHG sources deliver pulses with interesting, sometimes unique, characteristics such as attosecond pulse duration [11, 12], high spatial coherence [13], excellent beam quality [14], a wide range of photon energies from VUV to X-ray [15–19], and up to µJ pulse energies, even for single attosecond pulses [20].

It is important to generate such harmonics with laser fields of the highest quality, since distortions are transferred to the harmonics (in fact, they are somewhat amplified by the nonlinear process). Laser beam distortions and spatio-temporal effects in general, reduce focusability, which leads to a reduced HHG conversion efficiency. For single attosecond pulse generation, the fundamental pulses must have reproducible electric fields (stable carrier envelope phase and energy) and short pulse durations (often below 5 fs).

In recent years, applications of HHG sources have grown considerably, raising new problems and requiring further development of HHG sources and their driving laser systems (for example, the development of a high repetition rate or tunability of the driving central wavelength). Thus, what at the beginning could be seen as a simple relation High-power lasers → HHG sources → Applications, nowadays is an interaction between these three inseparable components of the attosecond field.

High-flux HHG sources are obviously interesting for attosecond science, opening the possibility to perform attosecond-pump – attosecond-probe experiments. Other types
of experiments will strongly benefit from HHG sources operating at high-repetition rates. Examples of such experiments are those requiring coincidence detection of two or more particles per laser shot [21] or time-resolved photoemission electron microscopy (PEEM) [22, 23]. Since the first use of HHG, the driving laser systems have used chirped pulse amplifiers (CPAs) based on amplification in population-inverted media, usually sapphire doped with titanium (Ti:Sapphire). These are limited in repetition rate to a few kHz. Presently, there is a great interest in optical parametric chirped pulse amplifiers (OPCPAs). These systems, which are based on optical parametric amplification (OPA) can amplify few-cycles pulses at a MHz repetition rate, in a very compact table-top design [24–28].

Examples of applications which drive the development of HHG sources are presented in Papers VIII and IX. These applications aim to combine attosecond temporal resolution with observation of nano-scale objects (this has so far been demonstrated on the femtosecond time scale [29]). Paper VIII presents digital in-line holography experiments on test amplitude and phase objects, whereas Paper IX shows imaging of localized surface plasmons by photoemission electron microscopy. The two applications use the sources developed in this work and described in this thesis. We will now take a closer look at the two techniques and their requirements.

**Imaging with HHG**

Imaging of microscopic objects, with dimensions down to a few nanometers, is limited by many factors, such as the properties of imaging systems, beam quality, and fundamentally, by diffraction. The smallest possible focal spot size obtained by an optical element (with numerical aperture $NA \approx 1$) is approximately equal to half the light wavelength. Hence, imaging of nano-scale objects requires light with a wavelength of approximately a few nanometers – in the X-ray range – combined with high-quality imaging systems.

HHG provides short wavelength radiation (the shortest wavelength reported is below 1 nm [30]). At the outset of this thesis work, we used an HHG beam to image nano-structures on SiN membranes using a digital in-line holography setup (Paper VIII). A HHG beam from high-power laser system was tightly refocused by a multilayer coated Schwarzschild objective. The multilayer coating selects a narrow part of the emitted bandwidth, centered around $37 \text{ nm}$ (the 21\textsuperscript{st} harmonic of $800 \text{ nm}$). An object was placed a few millimeters behind the focus of the harmonic source and the resulting interference pattern was recorded by a multichannel plate (MCP) detector imaged by a visible-light CCD camera. The object was reconstructed numerically both in amplitude and phase from the reconstructed hologram [31, 32].

Another approach to image nano-scale objects is described in Paper IX, which is a book chapter presenting a report on electron microscopy using HHG. Instead of recording photons, electrons emitted by the photoelectric effect are detected. The spatial resolution that can be obtained is potentially much better than with optical methods, since the electron de Broglie wavelength is much smaller than the light wavelength. Typical resolution achieved with photoemission electron microscopy is of the order of nanometers. In the experiment, HHG is used as a source to emit electrons from the metallic surfaces (for example, from Ag nanowires on an Au surface). The electrons are then accelerated by external electric fields, which act as an objective lens, projecting an image of the nanostructures onto an MCP detector.
The two applications place contradicting requirements on the HHG pulse energy. Biological or chemical samples imaged using holographic experiments might be easily affected by the light pulse. Nevertheless, a high quality hologram can be recorded in a single-shot experiment using an ultrashort pulse which may subsequently lead to the destruction or modification of the sample. The requirement for single-shot operation is stringent when nano-scale imaging is combined with time-resolved studies. Besides single-shot operation, the interaction efficiency of the light with the sample is usually low in the XUV spectral range, hence the photon number carried by the beam has to be high to be detectable. On the other hand, in PEEM experiments, the interaction between the emitted electrons’ space charge imposes a limit on the number of these electrons per shot, and thus on the intensity of the HHG radiation [22, 33]. Nevertheless, to obtain an image of good quality a large total number of electrons has to be recorded, over many shots. The two applications thus require systems with very different pulse energies and repetition-rates. Whereas holography needs a high-pulse energy at a low-repetition rate, PEEM benefits from a high-repetition rate system with moderate pulse energy.

When nano-scale imaging is combined with the attosecond time resolution provided by scanning pump-probe interferometric setups, both experiments require high stability and reproducibility of the generated pulses. Hence compact and long-term stable systems with implemented pointing or energy stabilizations, as well as a vibration damping support, are desired.

Aim and Outline

With these applications in mind, the goal of my Ph.D. project was:

*to develop new high-order harmonic sources for high-flux and high-repetition rate experiments. The driving lasers for those sources will be the high-energy TW laser operating at 10 Hz repetition rate at the Lund Laser Center, and a newly developed optical parametric chirp pulse amplification (OPCPA) laser with a repetition rate of 200 kHz.*

The work is presented in nine publications referred in the thesis as *Papers I to IX*. The publications are based on two HHG systems, which were constructed during the Ph.D. project. One is operated at a 10 Hz repetition rate and provides high-energy HHG pulses (described in *Paper III*) and the second is operated at a 200 kHz repetition rate and delivers broad low-energy harmonic pulses (presented in *Paper IV*). The first system was used for holography experiments (*Paper VIII*), the second system for PEEM experiments (*Paper IX*).

HHG requires constant development of the driving lasers. In the case of our high-power laser system, the path from the last amplifier to the HHG setup was significantly rebuilt, leading to better beam and pulse quality, and higher output energy. Furthermore, the system output was post-compressed in a planar waveguide setup to a duration of less than 15 fs with high throughput (*Paper II*). The second system, a high-repetition rate OPCPA, was built as a collaborative project with a laser company, VENTEON Laser Technologies GmbH (see *Papers I and IV*).

The experience gathered during the construction of the intense HHG setup in Lund
was used to design a beamline for the ELI-ALPS\textsuperscript{1} project. The conceptual design is presented in \textit{Paper V}. The beamline, based on generation of HHG in gases, will provide single attosecond pulses as well as pulse trains, with high HHG energies.

In general, HHG sources suffer from low-conversion efficiency. Thus, experiments using a driving field mixed with several colors were carried out to overcome this problem. The single atom response was enhanced by shaping the driving field using low-order harmonics (\textit{Paper VI}). Moreover, a two-color field interacting with the generation medium in a non-collinear geometry was used to probe and optimize the macroscopic properties of the generation process (discussed in \textit{Paper VII}).

The thesis is structured as follows. Chapter 2, \textit{Ultrashort Laser Pulses}, gives the background and mathematical description of ultrashort optical fields generated from laser sources or HHG setups. Chapter 3, \textit{Pulse Amplification}, discusses the linear and nonlinear amplification techniques used in this work, with their advantages and drawbacks. Chapter 4, \textit{High-order Harmonic Generation}, presents the basics of the high-order harmonic generation process (both from the microscopic and macroscopic points of view), as well as the two HHG systems. Chapter 5 summarizes the work and gives a brief outlook.

\footnotesize{\textsuperscript{1}Extreme Light Infrastructure - Attosecond Light Pulse Source.}
Ultrashort Laser Pulses

An ultrashort laser pulse is an electromagnetic field, generally in the visible to the extreme ultraviolet (XUV) region, in which the width of the envelope is in a range which varies from picoseconds \(10^{-12}\) s to femtoseconds \(10^{-15}\) s, and currently reaches down to tens of attoseconds \(10^{-18}\) s \[11\]. This definition of "ultrashort" or "ultrafast" is not strict. The progress in the field is so significant that what is called ultrafast in 2014 will most likely not be ultrafast in 50 years time. Progress is not only towards generation of shorter and shorter pulses, but also requires new pulse detection and amplification methods.

Development is strongly driven by applications, both in basic and applied science. The availability of femtosecond pulses created a new field of chemistry, called femto-chemistry, that led to the award of the Nobel Prize to Ahmed Zewail in 1999 \[34, 35\]. Moreover, the pulse peak powers allow the study of nonlinear optics in the perturbative (below multi-photon ionization) and the non-perturbative (high-order harmonic generation) regimes. The nonlinear processes induced by the pulses are applied in multiphoton fluorescence microscopes \[36\] and in THz generation \[37\].

The aim of this chapter is to give an introduction to the spatial and time/frequency description of ultrashort pulses (Sections 2.1 and 2.2) as well as their propagation in linear optical media (Section 2.3), so as to provide a background for the following chapters. The description can be applied for pulses generated by mode-locked lasers as well as for attosecond radiation obtained from the HHG process. We will describe ultrashort pulses using Gaussian shapes both in space and time/frequency. An exhaustive description, including shapes other than Gaussian, can be found in references \[38–40\].

The second part of the chapter focus explicitly on the laser pulses, describing their spatial and temporal couplings (Section 2.4), their generation method (Section 2.5), and the pulse duration measurement methods used in the thesis (Section 2.6). The last section (Section 2.7) discusses nonlinear effects, whose use enables the possibility to manipulate the pulse parameters, as was frequently done in this thesis work.
2.1 Spatial characterization

Ultrashort pulses are described in the spatial domain using a Gaussian beam, in which the electric field is equal to

\[ E(x, y, z) = \frac{A}{iz_R w(z)} w_0 \exp \left( -\frac{(x^2 + y^2)}{w^2(z)} \right) \exp \left( -i \left( k z - \frac{k(x^2 + y^2)}{2R(z)} + i\xi(z) \right) \right), \]

where \( w_0 \) is the beam radius at the waist, \( A \) is a constant, \( z_R = \pi w_0^2 / \lambda \) is the Rayleigh range, and \( k \) is the length of the \( z \) component of the wave vector. The beam radius, \( w(z) \), defined at \( 1/e^2 \) (corresponding to 86% of the total power), is equal to

\[ w(z) = w_0 \sqrt{1 + \left( \frac{z}{z_R} \right)^2}, \]

the wavefront curvature is

\[ R(z) = z \left( 1 + \left( \frac{z_R}{z} \right)^2 \right), \]

and, \( \xi(z) \), the Gouy phase

\[ \xi(z) = \arctan \left( \frac{z}{z_R} \right), \]

represents a retardation of the beam phase with respect to a plane wave. It is equal to \(-\pi/2\) (+\(\pi/2\)) at a distance \( z = -\infty \) (\( z = +\infty \)).

The Rayleigh range, \( z_R \), describes a distance from the beam waist, over which the beam intensity falls to half its value at the waist. At this range the wavefront curvature is at its largest. The Rayleigh range is inversely proportional to the wavelength, thus a beam with a longer wavelength has a shorter Rayleigh range than a beam with a shorter wavelength. For example, if we assume \( w_o = 100 \) \( \mu m \), \( \lambda = 800 \) nm, then \( z_R = 0.4 \) m whereas at \( \lambda = 20 \) nm \( z_R = 1.6 \) m. The confocal parameter, \( b \), is equal to \( 2z_R \).

The intensity of a Gaussian beam (see Figure 2.1), is equal to

\[ I(x, y, z) = \frac{1}{2} \epsilon_0 c |E(x, y, z)|^2, \]

and is at a maximum at \( x, y \) and \( z \) equal to 0, decaying as \( 1/(1 + z/z_R)^2 \) along \( z \) axis. In the equation, \( c \) is the speed of light in the vacuum and \( \epsilon_0 \) is the permittivity of free space.

The far field divergence half angle of the beam can be approximated by

\[ \theta \approx \frac{w_0}{z_R}, \]

and the product

\[ 2w_02\theta = \frac{4\lambda}{\pi}, \]
Figure 2.1: A normalized Gaussian beam intensity, with beam parameters labelled.

is invariant for Gaussian beams. Thus a beam with a small beam waist will diverge more than a beam with a large beam waist.

If a Gaussian beam, with parameters $w_0$ and $z_R$, is focused by a lens, the beam waist at the focus is equal to

$$w'_0 \approx \frac{w_0}{\sqrt{1 + \frac{z_R^2}{f^2}}}$$

(2.8)

where $f$ is the focal length of the lens.

2.2 Time-frequency characterization

In the time domain, complex electric field of ultrashort pulses is described as

$$E(t) = \varepsilon(t) \exp(i\omega_0 t) \exp(-i\phi(t)),$$  

(2.9)

where $\varepsilon(t) = \sqrt{2I(t)/(\epsilon_0 c)}$ is the real field envelope, $I(t)$ is the time dependent intensity, $\omega_0$ is the carrier angular frequency (often identified as the frequency at the pulse peak), and $\phi(t)$ is the phase. The instantaneous angular frequency is defined as

$$\omega_{\text{inst}}(t) \equiv \omega_0 - \frac{\partial \phi(t)}{\partial t}.$$  

(2.10)

The frequency description of the pulse can be obtained via the Fourier transform of the optical field

$$E(\omega) = \mathcal{F}(E(t)) = \int_{-\infty}^{\infty} E(t) \exp(-i\omega t) dt = \varepsilon(\omega) \exp(-i\Phi(\omega)),$$  

(2.11)

where $\varepsilon(\omega) = \sqrt{4\pi S(\omega)/(\epsilon_0 c)}$ is the spectral envelope, $S(\omega)$ is the spectral intensity, and $\Phi(\omega)$ is the spectral phase. The spectral phase distortion corresponds to a delay, called the group delay (GD), defined as

$$t_{GD}(\omega) \equiv \frac{\partial \Phi(\omega)}{\partial \omega} + t_0,$$  

(2.12)
for the pulse centered at $t_0$.

The spectral and the temporal phase can be analyzed by Taylor expansion in the vicinity of the pulse center or the central frequency. The temporal phase expanded around the pulse center ($t_0 = 0$) is equal to

$$
\phi(t) = \phi_0 + \frac{\partial \phi(t)}{\partial t} \bigg|_{t_0} t + \frac{1}{2} \frac{\partial^2 \phi(t)}{\partial t^2} \bigg|_{t_0} t^2 + \frac{1}{6} \frac{\partial^3 \phi(t)}{\partial t^3} \bigg|_{t_0} t^3 + ..., \quad (2.13)
$$

whereas in the spectral domain, the spectral phase expanded around $\omega_0$ is equal to

$$
\Phi(\omega) = \Phi_0 + \frac{\partial \Phi(\omega)}{\partial \omega} \bigg|_{\omega_0} (\omega - \omega_0) + \frac{1}{2} \frac{\partial^2 \Phi(\omega)}{\partial \omega^2} \bigg|_{\omega_0} (\omega - \omega_0)^2 + \frac{1}{6} \frac{\partial^3 \Phi(\omega)}{\partial \omega^3} \bigg|_{\omega_0} (\omega - \omega_0)^3 + ... \quad (2.14)
$$

The zero-order phase, $\phi_0$ or $\Phi_0$, is the "carrier to envelope phase" (CEP, see Figure 2.2 a-b), which is the same in both domains, since the Fourier transform is linear. The first-order temporal (spectral) phase corresponds to a shift in frequency (time), which is also a simple consequence of the Fourier transform $\mathcal{F}(E(t - \tau)) = E(\omega) \exp(-i\omega\tau)$ and the inverse Fourier transform $\mathcal{F}^{-1}(E(\omega - \omega_0)) = E(t) \exp(i\omega_0 t)$. The first-order temporal phase shifts $\omega_{\text{inst}}$ (in addition to $\omega_0$) according to Equation 2.10. The second-order temporal (spectral) phase represents a linear ramp of frequency in time, called linear chirp. The second-order phase has opposite sign in the temporal and spectral domains. Positive linear chirp (Figure 2.2 c-d) refers to a linear increase of the instantaneous frequency with time. Higher-order phase components give rise to nonlinear changes in the instantaneous frequency. A pulse with a third-order phase is shown in Figure 2.2 e-f.

The pulses shown in Figure 2.2 have a Gaussian shape, described by

$$
E(t) = E_0 \exp \left(-2\ln 2 \left(\frac{t}{\Delta \tau}\right)^2\right) \exp(i\omega_0 t) \exp(-i\phi(t)), \quad (2.15)
$$

where $\Delta \tau$ is the pulse duration at the full-width at half-maximum (FWHM). The Fourier transform is also a Gaussian function.

The relation between spectral bandwidth and pulse duration depends on the pulse shape. In case of a Gaussian pulse, the product of the two quantities is such that

$$
\Delta \omega \Delta \tau \geq 2.76. \quad (2.16)
$$

When $\Delta \omega \Delta \tau = 2.76$ the pulse is called Fourier-limited or transform-limited. For example, a 5 fs transform-limited pulse will have a bandwidth, $\Delta \omega$, of 0.55 PHz ($10^{15}$ Hz) that corresponds to a spectral bandwidth of 187 nm for a central wavelength of 800 nm. Such pulses have only a few cycles of the carrier frequency enclosed by the envelope, and in the following we will refer to these as few-cycle pulses.

### 2.3 Pulse propagation

Propagation of an ultrashort pulse in a medium changes its phase and amplitude. While the influence of propagation can often be neglected for pulses with durations longer than 100 fs, for a few-cycle pulse even propagation through air has to be taken
Figure 2.2: Gaussian pulses in the spectral (left) and the temporal (right) domain. a) Normalized spectral intensity (solid blue line) and constant phase $\Phi = \pi$ (green, dashed line), b) Real electric field in time for two values of CEP $\phi_0 = 0$ (red line) and $\phi_0 = \pi$ (blue line), c) Normalized spectral intensity and spectral phase with only a second-order contribution, d) Corresponding real electric field and phase in time, e) Normalized spectral intensity and spectral phase with only a third-order contribution, d) Real electric field and phase.

into account. This is a consequence of the large pulse bandwidth, which can reach hundreds of nanometers (see Section 2.2) as well as the frequency dependent response of linear (and nonlinear) media. The medium may act on the amplitude through absorption or amplification (see Chapter 3), and on the phase through dispersion. A pulse with an initial phase, $\Phi_{ini}(\omega)$, and an amplitude $A_{ini}(\omega)$ at the output of the medium is equal to

$$E_{out}(\omega) = A_{ini}(\omega) \exp(-\Lambda(\omega)L) \cdot \exp(-i(\Phi_{ini}(\omega) + k(\omega)L)),$$

(2.17)

where $\Lambda$ is the absorption coefficient, and $L$ is the medium length. It is customary to Taylor expand $k(\omega)$ around the central frequency.
2.3 Pulse propagation

\[ k(\omega) = k_0(\omega_0) + \frac{\partial k}{\partial \omega} \bigg|_{\omega_0} (\omega - \omega_0) + \frac{1}{2} \frac{\partial^2 k}{\partial \omega^2} \bigg|_{\omega_0}(\omega - \omega_0)^2 + \frac{1}{6} \frac{\partial^3 k}{\partial \omega^3} \bigg|_{\omega_0}(\omega - \omega_0)^3 + \ldots \quad (2.18) \]

A monochromatic wave, with frequency \( \omega_0 \), propagates in a medium at a velocity equal to \( c/n(\omega_0) \), called phase velocity, \( v_p \). Similarly a pulse, propagating in a non-dispersive medium and with a carrier frequency \( \omega_0 \), propagates with the phase velocity, \( v_p \) (see Figure 2.3a). In a dispersive medium higher components of the \( k(\omega) \) Taylor expansion are not negligible. If only the first-order term is considered, the pulse propagates at a group velocity (GV), \( v_g (v_g = \left[ (\partial k/\partial \omega)|_{\omega_0} \right]^{-1}) \) and the pulse envelope is delayed by \( t_d = L/v_g \) with respect to a pulse propagating in a non-dispersive medium (see Figure 2.3b).

![Figure 2.3](image)

**Figure 2.3:** Sketch of the propagation of a transform limited pulse, with a 5 fs duration and a spectral bandwidth centered at 800 nm, through 1 mm of BK7 glass, assuming contributions from different dispersion orders: a) pulse propagating through vacuum, b) the wave vector is a linear function of frequency, c) the wave vector is a quadratic function of frequency. Plots a-c are shown in a frame moving at the phase velocity.

The first-order component in Equation 2.18 not only delays the pulse, but also changes its CEP. This effect is due to different group and phase velocities in a medium. The CEP after propagation through the medium is equal to

\[ \Phi_0(L) = \Phi_0(0) + \left( \frac{L}{v_p} - \frac{L}{v_g} \right) = \Phi_0(0) + \frac{L\omega_0^2}{c} \frac{dn}{d\omega} \bigg|_{\omega = \omega_0}. \quad (2.19) \]

The CEP dependence as a function of material insertion was used in *Paper IV* to investigate high-order harmonic generation as a function of the driving pulse CEP.

If the quadratic component in Equation 2.18 is not negligible (see Figure 2.3c) then, as is shown in Section 2.2, the group delay changes linearly with frequency, and
in the time domain, the pulse acquires a positive linear chirp. The chirp introduced by most materials is positive for wavelengths in the visible and NIR, $\frac{\partial^2 k}{\partial \omega^2} \big|_{\omega_0}$ is the group velocity dispersion (GVD). Note that $k(\omega)L$ gives the spectral phase (see Equation 2.14) introduced by the propagation through the medium. $L/v_g$ is called the group delay (GD), GVD · $L$ the group delay dispersion (GDD). Higher-orders are called third-order and fourth-order dispersion (TOD, FOD) and so on. The refractive index is often characterized by combinations of phenomenological fit functions, called the Sellmeier equation.

For pulse durations of tens of femtoseconds, it is usually sufficient to describe the medium’s influence on the phase by taking into account only the group velocity and the group velocity dispersion. For very short pulses <10 fs, higher order dispersion must be included.

2.4 Space-time coupling

The description of ultrashort pulses independently in the time and the space domains, as was presented in sections 2.1 and 2.2, is only possible in the case of pulses for which the slowly-varying envelope approximation (SVEA) [39] applies (see Section 2.2). However, the spatial properties may affect the temporal ones and vice versa. For pulses with a spectral bandwidth of hundreds of nanometers in the visible part of the spectral range, an interplay between space and time domains simply results from pulse propagation. As an example, consider a Gaussian beam away from the focus. According to Equation 2.6, longer wavelengths diverge more than shorter ones. Consequently, the spectrum shifts from short wavelengths on the optical axis to long ones at distances away from the optical axis [39] (Figure 2.4a). Thus, the pulse duration varies in the transverse plane. This effect, which is very difficult to compensate, is an example of distortion induced by space-time coupling. Other types of spatio-temporal couplings are introduced upon reflection or refraction of ultrashort pulses by optical elements. In this section, these effects are briefly and qualitatively described (see references [38, 41] for a more exhaustive description).

The most common type of spatio-temporal distortion is the spatial chirp, defined as change of central wavelength over the transverse coordinates. A spatial chirp can be introduced by propagating through a tilted dispersive medium (Figure 2.4b). Even when the element is placed perpendicularly to the pulse propagation axis, a spatially-chirped pulse propagating through a dispersive element experiences another well known spatio-temporal distortion called pulse-front tilt (Figure 2.4c). This is due to different spatial portions of the beam having different group velocities.

Both effects, spatial chirp and pulse-front tilt, are consequences of transmission through (or reflection from) angularly-dispersing elements, such as prisms or diffraction gratings. These components change the propagation direction for different frequency components. This property is used in pulse compressors and pulse stretchers to introduce or compensate temporal chirp. In principle, angular dispersion introduced by one component should be exactly compensated in the setup by another angularly dispersing element. Unfortunately, this is only true for perfect alignment. Imperfect alignment results in spatial chirp and/or pulse-front tilt, which severely deteriorates the pulse properties. For example, when a pulse with pulse-front tilt is focused, the pulse becomes longer and its peak intensity is strongly reduced, which is undesirable
Figure 2.4: Spatio-temporal effects: a) distribution of spectral components due to wavelength-dependent divergence, b) spatial chirp, c) pulse-front tilt, d) pulse-front distortion due to propagation through a single lens.

... for most applications. It is therefore important to measure and carefully compensate a pulse-front tilt. One method implemented in the present thesis for the alignment of our high-power CPA system (see Section 3.2.4) uses an inverted field interferometer [42], where the pulse-front tilt is encoded as a fringe contrast. The inverted field interferometer was built to measure the spatio-temporal distortion of the system output beam.

Focusing systems for ultrashort pulses can introduce other, and more complex spatio-temporal distortions. The use of simple lenses leads to strong temporal distortion [43, 44], due to differences in the group and phase velocities (see Section 2.3). Since the lens thickness varies with distance, \( r \), from the element’s optical axis, different radial parts of the pulse will exhibit different delays with respect to the wavefront. While the lens may produce a perfect spherically converging wavefront, the pulse front exhibits deformation, and in particular, a delay of the central part of the beam relative to the boundary (Figure 2.4d). Additional distortion may arise due to higher order effects such as GDD, as well as lens aberrations, such as spherical, astigmatic, or chromatic aberrations.

Pulse-front distortion and chromatic aberrations can be avoided if the ultrashort pulse is focused with an achromatic lens or a mirror. From the alignment point of view, focusing with an achromatic lens (such as that used in Paper IV) is much simpler than with a paraboloidal or toroidal mirror. However, the lens introduces a large GDD because it has large amounts of material, which will stretch the pulse in time, and needs to be precompensated in order to keep the pulse short.

2.5 Pulse generation

Femtosecond laser pulses are generated by phase synchronization of modes created in a laser resonator, using a technique called mode-locking (ML) [45–47]. Usually, the modes, with random phase, compete for gain. Hence the laser output, in the absence
of other measures, is narrowed independently of the gain bandwidth. This mode of operation is called CW (or continuous wave).

When the phase relation between the modes is fixed, the modes interfere constructively leading to creation of a short pulse [39], whose intensity is equal to

\[ I(t) = I_0 \left( \frac{\sin(N\Delta\phi(t)/2)}{\sin(\Delta\phi(t)/2)} \right)^2, \]

where \( \Delta\phi(t) \) is the phase difference between modes, equal to \( \Delta\phi(t) = 2\pi\nu_F t \). The modes' frequency separation is equal to \( \nu_F = c/2d \), where \( d \) is the cavity length. The equation shows that the pulse peak power increases and the time duration decreases with an increasing number of interfering modes. Thus it is desirable to use a gain medium with a broad bandwidth in order to amplify many modes simultaneously.

![Figure 2.5: Ti:Sapphire absorption (green line) and emission (red line), data from reference [48].](image)

In the earliest femtosecond laser systems dye solutions were widely employed. Dyes could provide a gain bandwidth up to approximately 100 nm (Rhodamine 6G), but due to maintenance problems such as parameter degradation, and the dyes' carcinogenicity, solid state materials were preferable. The most popular solid state gain medium, providing the broadest gain bandwidth (from 600 nm to 1000 nm), is Ti:Sapphire [49] (see Figure 2.5).

In this work, two femtosecond sources have been used as front-end pulse generators for the laser systems, which are described in details in Chapter 3. Both generators are based on passive mode-locking. To synchronize the modes, additional losses are passively introduced for CW operation, whereas for ML operation losses are kept low. This selectivity is obtained by means of a nonlinear effect, called self-focusing (for details see Section 2.7). This effect creates intensity-dependent lensing in the gain medium, changing the size of the ML beam with respect to CW beam. An aperture set in the resonator at the point where the two beams differ the most in diameter can favor ML operation over CW. The pump beam diameter in the gain medium can serve as an aperture, if the beam's size in ML operation is well matched with the size of the pump spot. This is called soft aperturing.

A typical z-shaped cavity used in generators is shown in Figure 2.6. The cavity contains an active medium at the Brewster angle, two curved mirrors to match the spatial modes of the pump and signal beams, and a dispersion control unit. Dispersion
compensation is needed to balance the acquired phase of a broadband pulse during one round trip in the resonator. Such a unit can be a prism compressor, as illustrated in Figure 2.6. For oscillators emitting pulses with a duration of a few femtosecond specially tailored chirped mirrors are more common.

![Figure 2.6: Typical geometry of a femtosecond resonator cavity; M - mirror, OC - output coupler, L - pump focusing lens.](image)

In an ultrafast oscillator, the pulse circulates in the cavity and each time it reaches the output coupler (OC in Figure 2.6) it is partly transmitted through it. Thus, a train of femtosecond pulses is observed at the output, with pulses separated in time by

\[ T_{\text{rep}} = \frac{c}{2d}. \]  

(2.21)

Due to intracavity dispersion the phase and group velocity are not equal. Hence, the output pulses have different zero-order phases as is illustrated on the right of Figure 2.6. Furthermore, the CEP often experiences random fluctuations as the pulse propagates through an optical setup due to environmental influences on the medium’s refractive index, for example, from thermal effects, or because of vibrations.

Experiments performed with ultrashort, few-cycle pulses often require measurement and stabilization of the CEP. High-order harmonic generation depends nonlinearly on the pulse’s electric field, and consequently is strongly affected by the pulse CEP, as is presented in Paper IV. The CEP has to be actively stabilized in order to deliver repeatable pulses to an experiment. In special cases the CEP can be passively stabilized by the help of a parametric process [50, 51]. The measurement of the CEP is discussed in the following section.

### 2.6 Laser pulse measurement in the spectral and temporal domains

The availability of methods to fully characterize an ultrashort laser pulse is crucial for many applications. Direct measurement using electronic devices is not possible, since the pulse duration is significantly faster than the rise time of any photodetector. Moreover, even if an appropriate detector did exist, it would only provide information about the pulse intensity. It is essential to characterize both the intensity and the
phase in either the temporal or the spectral domain, using the concepts outlined in Section 2.2.

Here, the different characterization techniques used to measure the pulse duration of the two laser systems presented in Chapter 3 are described. For a detailed review of ultrashort laser pulse characterization see references [38, 52].

**Spectral Interferometry**

Many of these methods originate from spectral interferometry (SI), and are based on spectrally interfering the pulse to be measured with a known reference pulse with the same spectral width. Let us denote by $\Phi(\omega)$ and $S(\omega)$ the spectral phase and intensity of the pulse to be determined, and by $\Phi_r(\omega)$ and $S_r(\omega)$, those of the reference pulse. The two pulses, delayed with respect to each other by a small constant value $\tau$, are detected by a spectrometer. They interfere and the interference signal is

$$SI = S_r(\omega) + S(\omega) + 2\sqrt{S_r(\omega)S(\omega)} \cos (\omega\tau + \Phi_r(\omega) - \Phi(\omega)).$$  \hspace{1cm} (2.22)

If the two pulses are identical (self-referencing interferometry) $\Phi_r(\omega) - \Phi(\omega) = 0$ and the detected spectrum, modulated by a factor $\cos (\omega\tau)$, does not provide any information about the phase. Nevertheless, this technique can be used to measure a phase introduced by an optical component, if such a component is placed in one arm of the interferometer (see Figure 2.7a). For example, we used the technique to characterize double chirped mirrors (DCMs) in our OPCPA system compressor (see Paper I).

**Figure 2.7:** Sketch of the detection setups used for: a) spectral interferometry, b) SPIDER, c) CEP measurement, f-to-2f interferometer.

The phase of the pulse can be extracted by spectral interferometry if one of the pulses is frequency shifted by a factor $2\pi f$. The interference signal becomes
\[
SI = S(\omega) + S(\omega) + 2\sqrt{S(\omega)S(\omega)} \cos(\omega\tau + \Phi(\omega + 2\pi f) - \Phi(\omega)).
\] (2.23)

The technique called SPIDER (spectral phase interferometry for direct electric-field reconstruction) is based on this principle [53]. A sketch of the technique is presented in Figure 2.7b. An input pulse is divided into two pulses (A and B). Pulse A is additionally divided in an interferometric setup into two pulses, A1 and A2. A1 is delayed with respect to A2 by a constant \(\tau\). The pulse B propagates through a piece of glass, and due to dispersion becomes linearly chirped (see Section 2.3). The three pulses (A1, A2 and B) nonlinearily interact in a sum frequency generation (SFG) crystal. The delay, \(\tau\), defines the frequencies of the B pulse, with which the A1 and A2 interact (see Figure 2.7b). If the shift in frequency is small enough, then \(\Phi(\omega + 2\pi f) - \Phi(\omega)\) can be related to the group delay as

\[
t_{GD}(\omega) = \frac{\Phi(\omega + 2\pi f) - \Phi(\omega)}{2\pi f} \approx \frac{\partial \Phi(\omega)}{\partial \omega}.
\] (2.24)

A commercial implementation of the technique\(^1\) was used to characterize our two laser systems (see Papers I, II, and IV and Chapter 3).

The SPIDER technique is unable to measure the CEP (see Section 2.2), although another modification of a spectral interferometer can be used. To understand the principle of such a measurement, we examine the frequency comb generated in an oscillator (see Section 2.6). The frequencies of the longitudinal modes are

\[
f_n = \frac{\omega_n}{2\pi} = nf_{\text{rep}} + f_{\text{CEP}},
\] (2.25)

where \(f_{\text{rep}} = 1/T_{\text{rep}}\) is the repetition rate (see Figure 2.6) and \(f_{\text{CEP}}\) is the frequency offset related to the CEP by

\[
f_{\text{CEP}} = \frac{\Phi_0 f_{\text{rep}}}{2\pi}.
\] (2.26)

To determine \(\Phi_0\), the pulses which contain more than an octave of frequencies propagates through a nonlinear crystal. The crystal doubles the lower frequency part of the pulse, at \(\omega_1\), to \(2\omega_1\), which spectrally interferes with the part of the pulse at this frequency [54]. The second harmonic of the \(n^{th}\) mode is equal to

\[
2f_n = \frac{2\omega_n}{2\pi} = 2nf_{\text{rep}} + 2f_{\text{CEP}}.
\] (2.27)

The spectral interference fringes created when the two pulses interfere allow us to determine the CEP according to

\[
SI = 2S(\omega) + 2S(\omega) \cos(\omega\tau + \Phi_0 - 2\Phi_0).
\] (2.28)

The detection setup presented in Figure 2.7c is called an f-to-2f interferometer. Optionally, instead of detection in the spectral domain, the CEP can be measured in the time domain by analyzing the beat frequency between the two signals [55].

For a pulse which does not have an octave spanning spectrum, and hence does not initially contain the required frequencies, the spectral bandwidth has to be broadened

\(^1\)VENTEON | PULSE: FOUR SPIDER
by self phase modulation (see Chapter 2.7) in an optical medium (such as a \( BaF_2 \) crystal) [56].

Two f-to-2f interferometers are built into our OPCPA system. The first is based on detection in the time domain and the second uses detection in the spectral domain. CEP measurements for long term CEP stabilization are described in \textit{Paper I}.

\textbf{D-scan}

Another technique to characterize ultrashort pulses is called d-scan (the abbreviation stands for 'dispersion scan'). The technique, developed in Lund [57, 58], is based on recording spectra from second harmonic generation (SHG) while modifying the pulse spectral phase. The phase is then iteratively reconstructed from the scan. During the measurement, the pulse chirp changes from negative to positive (or vice versa) reaching, at certain point, the shortest duration. The experimental setup, shown in Figure 2.8, is very simple, since negatively chirped pulses are easily produced at the output of the laser chain. The setup contains a medium with a variable amount of dispersion, for example, a pair of wedges, a thin SHG crystal, and a spectrometer. The technique was used to characterize the pulses from our OPCPA system (\textit{Paper IV}).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{d-scan.png}
\caption{Sketch of the d-scan experimental setup.}
\end{figure}

\textbf{Autocorrelation}

The above presented techniques are based on detection in the spectral domain. In the time domain, the simplest available technique is autocorrelation. Experimentally, it is very similar to SI. The first-order autocorrelator differs from SI only by the detection method. Here, the spectrometer is replaced by a photodiode. A first-order autocorrelation yields only the pulse coherence time, which by Fourier transformation can be related to the pulse spectrum. To gain more information from autocorrelation measurements, a second-order autocorrelation (\( AC^{(2)} \)) has to be implemented. In the AC setup, presented in Figure 2.9a, a pulse is first divided into two replicas, and one part is variably delayed. The two pulses are overlapped in a SHG crystal. The signal is detected by a photodetector. The measurement yields three components

\begin{equation}
AC^{(2)} = \int \left| (E(t) + E(t - \tau))^2 \right|^2 dt = C_0(\tau) + 4\text{Re}(C_1 \exp i\omega_0 \tau) + 2\text{Re}(C_2 \exp i2\omega_0 \tau),
\end{equation}

where \( \tau \) is the delay. The first component, \( C_0(\tau) \), is the intensity autocorrelation

\begin{equation}
A_c(\tau) = \int I(t)I(t - \tau) dt,
\end{equation}
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which does not provide information about the phase, but allows the estimation of the pulse duration assuming a certain pulse shape. For a Gaussian shaped pulse the pulse duration is equal to \( \Delta \tau = \sqrt{2} \Delta t \), where \( \Delta t \) is the FWHM of the autocorrelation trace\(^2\).

The other two components, \( C_1 \) and \( C_2 \), which are centered at the carrier frequencies \( \omega_0 \) and \( 2\omega_0 \) respectively, carry information about the phase. This measurement is called interferometric autocorrelation.

The most common autocorrelators use several pulses for the measurement, since the delay, \( \tau \), must be scanned. These autocorrelators are only suited for pulse sources with a high repetition rate, since in order to obtain good statistics many pulses and small time steps are necessary. The measurement is based on an assumption that all pulses have the same amplitude and phase. To characterize low-repetition rate sources a single-shot version of the intensity autocorrelator [59] can be used. In a single shot autocorrelator the two pulses interact non-collinearly in the SHG crystal, leading to geometrical time-to-space mapping (see Figure 2.9b). The introduced delay is distributed along the transverse coordinate (zero delay corresponds to the center of the two beams). A commercial implementation\(^3\) of the single-shot autocorrelation technique has been used for daily characterization of the high-power CPA system.

Autocorrelation based on SHG (or any second order process), always leads to a symmetric function, thus introducing ambiguities. For example, the measurement of an asymmetric pulse such as a pulse with 3\(^{rd}\) order phase distortion (see Figure 2.2 in Section 2.2), cannot distinguish between positive and negative phase values. Similarly an additional pulse can be diagnosed, but it is impossible to predict whether it is before or after the main pulse.

In all measurements using a nonlinear frequency conversion, it is assumed that the nonlinear process has a phase-matching bandwidth broader than the pulse being measured. In general, the optical components which are used should not affect the measurement, although it is possible to measure their influence carefully and subtract it from the final results.

\(^2\)For another frequently used pulse shape, sech\(^2\), the relation is \( \Delta \tau = 1.543 \Delta t \), which gives more optimistic values of pulse durations.

\(^3\)Amplitude Technology Bonsai.
2.7 Ultrashort, perturbative nonlinear optics

When a light wave passes through a medium, it interacts with the electrons of the constituents of the medium. In case of a weak field the medium response is linear and electrons oscillate with the driving field frequency. On the other hand, for a strong field (of the order of $\sim 10^8 \text{ V/m}$) the response of the medium becomes nonlinear and the electron starts to oscillate at new frequencies. This new source radiates a new wave, which co-propagates and, in general, interacts with the incident light. In this section further interactions of the generated waves will be neglected. This assumption, called the first Born approximation [39], is accurate when the amplitude of the new wave is small. Note that this approximation breaks down when the efficiency of the nonlinear process is high, for example in optical parametric amplification (see Paper I).

The response of the medium is described by the induced polarization, which can be expanded as

$$P(E) = P^L + P^{NL} = \epsilon_0 (\chi^{(1)} E + \chi^{(2)} E^2 + \chi^{(3)} E^3 + ...),$$

where $\chi^{(1)}$ is the linear susceptibility, $\epsilon_0 = 1/\mu_0 c^2$ is the electric permittivity of free space, $\mu_0$ is the vacuum permeability, and $c$ is the speed of light in vacuum.

Generally, all materials exhibit nonlinear optical phenomena, but the required peak power necessary to observe these effects depends strongly on the microscopic structure of the medium. The induced nonlinear polarizations, for media where $P^{NL} \propto \chi^{(2)} E^2$ and $P^{NL} \propto \chi^{(3)} E^3$, are shown in Figure 2.10 (a) and (b), respectively. In the first case, the induced polarization is an asymmetric function. A positive field induces a higher material response than the negative one. Thus, since the input wave is symmetric, the asymmetric response has to be a consequence of the medium’s microscopic structure. A centrosymmetric medium (such as a noble gas) is not able to create a second-order material response. This feature is valid for all even-order effects, and plays an important role in the generation of low-order perturbative harmonics as well as high-order nonperturbative harmonics (discussed in Chapter 4).

![Figure 2.10](image-url)

**Figure 2.10:** E-field (red line) and induced polarization (blue line) for: a) $P^{NL} \propto \chi^{(2)} E^2$ and b) $P^{NL} \propto \chi^{(3)} E^3$. 

The interaction of intense waves with a non-centrosymmetric medium can lead to a number of nonlinear effects (see Figure 2.11a). Two waves, with angular frequencies $\omega_1$ and $\omega_2$, propagating through the medium can generate a third wave with a frequency that is the sum (sum frequency generation, SFG) or the difference (difference frequency generation, DFG) of the individual frequencies. DFG is the fundamental process in optical parametric amplification (OPA) as will be discussed in Chapter 3. When the two incoming waves have the same frequency the third wave is generated with the double frequency (second harmonic generation, SHG). Direct SHG in a KDP crystal was used in Paper I to convert the output from an IR fiber amplifier to visible radiation, and in Paper V (also see Section 4.4.1) where the SHG wave was non-collinearly mixed with the fundamental wave for HHG. A combination of SHG and consecutive SFG mixing with the fundamental light was used in Paper VI to generate a third harmonic wave.

![Figure 2.11: Nonlinear effects schematically: a) $P(E) \propto \chi^{(2)}$ and b) $P(E) \propto \chi^{(3)}$. The dashed lines for the upper levels indicates virtual states.](image)

Four wave mixing (FWM) induced by $\chi^{(3)}$, includes processes where three input waves (with angular frequencies $\omega_1$, $\omega_2$, and $\omega_3$) generate the fourth wave $\omega_4 = \omega_1 \pm \omega_2 \pm \omega_3$. If the three frequencies are equal, $\omega_1 = \omega_2 = \omega_3$, the process is called third harmonic generation (THG). Another important third-order phenomenon is the optical Kerr effect, in which the medium’s refractive index changes proportionally to the incident field intensity

$$n = n_0 + n_2 I,$$  \hspace{1cm} (2.32)

where $n_0$ is the intensity independent refractive index, and $n_2$ is the nonlinear refractive index. $n_0$ is dimensionless, while $n_2$ is given in cm$^2$/W and is of the order of $10^{-16}$ cm$^2$/W (Sapphire). For example, the beam from the high-power laser system presented in Section 3.2.4, propagating through a Sapphire window at full power (25 TW) in a beam of 4 cm diameter, changes its refractive index by a value of $1 \times 10^{-8}$. Even such a small modification of the refractive index has many consequences, such as self-focusing and self phase modulation (SPM).

Self-focusing is a consequence of the beam’s spatial intensity distribution and its rotational symmetry. The refractive index is modified to a greater extent on-axis than off-axis, so that the medium behaves as a focusing lens, in a way similar to a gradient-index (GRIN) lens.

---

Footnote: Monopotassium phosphate

20
Figure 2.12: Nonlinear effects induced by the third-order susceptibility: a) self-focusing, also called Kerr-lensing, with a Gaussian beam; b) SPM, where the blue line is a normalized field intensity and the red line shows the variation of the instantaneous frequency proportional to $\partial I(t)/\partial t$.

SPM is a consequence of the optical Kerr effect with a time-dependent intensity, and is especially important for ultrashort pulses with high peak powers. The time-dependent phase due to SPM can be written as

$$\phi_{SPM}(t) = n_2 I(t) \omega_0 L/c.$$  \hfill (2.33)

Thus, the instantaneous frequency, defined by Equation 2.10, is modified, and new frequencies appear in the spectrum. As is shown in Figure 2.12b, the instantaneous frequency is shifted to low frequencies at the leading edge of the pulse, and towards high frequencies at the trailing edge.

SPM is frequently used to spectrally broaden fundamental pulses in post-compression setups. We used the process to post-compress the output of the high-power laser system in a planar waveguide, as is presented in Paper II (see also Section 3.2).

The expansion of the induced polarization does not stop after the third-order. Higher-order susceptibilities lead to a broad range of effects, among which, generation of higher-order harmonics is the most common. The influence of low-order odd harmonics ($3^{rd}$ to $7^{rd}$) generated in a centrosymmetric medium on the non-perturbative HHG process is discussed in Paper VI.

**Macroscopic effects**

To be efficient, nonlinear frequency conversion phenomena require to add coherently the emission from many microscopic sources. The generated waves have to be in phase to add constructively (i.e. they must be phase-matched). This requirement is a manifestation of the momentum conservation law, which for mixing of three waves is

$$\Delta k = k - k_{\omega_1} - k_{\omega_2} = 0,$$ \hfill (2.34)

where $k_{\omega_i}$, with $|k_{\omega_i}| = n_i(\omega_i)\omega_i/c$ are the wave vectors, and $\Delta k$ is the wave vector mismatch. For $\Delta k \neq 0$ the conversion is limited. Let us consider for example SHG. The second harmonic intensity in presence of a mismatch, $\Delta k$, is equal to

$$I_{2\omega} \propto d_{eff}^2 I^2 \omega L^2 \sin^2 \left( \frac{\Delta k L}{2} \right),$$ \hfill (2.35)
where $L$ is the medium length, and $d_{\text{eff}}$ is the effective nonlinear susceptibility\(^5\). The normalized second harmonic intensity, shown in Figure 2.13, quickly decreases from the maximum at $\Delta k = 0$, to zero at $\pm 2\pi/L$ and efficient generation is obtained over the coherence length

$$L_{\text{coh}} = \frac{\pi}{|\Delta k|}, \quad (2.36)$$

which is typically of the order of a few micrometers.

![Figure 2.13: Normalized intensity of a second harmonic field.](image)

In the case of second harmonic generation, phase-matching requires that the fundamental and second harmonic waves have to propagate at the same speed. In general, this requirement is difficult to achieve due to dispersion. A solution to this problem is to use anisotropic media. In an anisotropic medium the refractive indexes $n_x$, $n_y$, and $n_z$ are generally not equal and the wave velocity depends on the propagation direction $v = c/n(\theta)$. For uniaxial crystals\(^6\) (see Figure 2.14) the refractive indexes $n_x = n_y = n_0$ are called ordinary and $n_z = n_e$ extraordinary. The refractive index of the extraordinary wave propagating at an angle $\theta$ with respect to the $z$-axis (also called the optical axis, OA) can be found using a formalism of the refractive index ellipsoid. An ellipsoid of a negative uniaxial crystal is shown in Figure 2.14 (the inset shows an ellipsoid for positive uniaxial crystal). The nonlinear crystal is called negative or positive depending on whether $n_e$ is smaller or larger than $n_0$.

The refractive index of a wave propagating at an angle $\theta$ with respect to the optical axis, can be found by taking a cross-section through the center of the ellipsoid perpendicular to the propagation vector $\mathbf{k}$ of the wave. In general, the cut has the shape of an ellipse, whose axes correspond to the refractive indexes.

Depending on the propagation direction, three cases can be distinguished (see Figure 2.14): a) a beam propagating parallel to the optical axis always propagates as an ordinary wave with index $n_o$; b) if the propagation direction is perpendicular to the optical axis the wave is either extraordinary with index $n_e$ (for polarization along the OA), or ordinary (for polarization perpendicular to the OA); c) if the wave propagates at an angle $\theta$ to the OA, and the polarization is not perpendicular to the OA, its index of refraction is angle dependent.

\(^5\)These expressions assume non-depleted and slowly-varying fundamental field.

\(^6\)For the experiments presented in this work only uniaxial crystals were used, such as KDP or BBO, for which $n_e = n_y \neq n_z$. Further discussion will be based on this type of crystals.
Figure 2.14: Refractive index ellipsoid, for negative uniaxial crystals, $n_e < n_0$ (the inset shows an ellipsoid for positive uniaxial crystals, $n_e > n_0$). The three cases (a), (b) and (c) correspond to an optical wave propagating parallel, perpendicular and at an angle to the optical axis (OA). The propagation of the waves in these three cases is discussed in text. The bottom row shows a cross section of the ellipsoid cut perpendicular to the wave vector, the projection direction is indicated by the green arrows.

$$n_e(\theta) = \frac{n_0 n_e}{(n_0^2 \sin^2 \theta + n_e^2 \cos^2 \theta)^{1/2}}.$$  \hspace{1cm} (2.37)

Therefore, the phase-matching condition can be fulfilled by adjusting the refractive index (i.e velocity) of waves taking part in the process. For example, a fundamental ordinary wave with a central wavelength of 800 nm can be efficiently converted to the second harmonic in a KDP crystal, if it propagates at an angle of 44.9° to the optical axis. In this case, the second harmonic propagates as the extraordinary wave. This choice of wave polarization is called Type I phase-matching ($o + o \rightarrow e$), which is one of many possible phase-matching types. In addition to Type I, a Type II phase-matching is often used, in which the second harmonic is ordinary polarized in the medium ($o + e \rightarrow o$), while the two fundamental waves have ordinary and extraordinary polarization [60].

The extraordinary wave propagating in an anisotropic crystal experiences a spatial walk-off effect. This effect, which is very important for conversion efficiency in any frequency generation process, has a particular influence on optical parametric amplification, as will be discussed in the following chapter. It arises from the fact that the direction of power flow of the wave, described by the Poynting vector, $\mathbf{S} = \mathbf{E} \times \mathbf{H}$, is different from the propagation direction defined by the wave vector $\mathbf{k} = \mathbf{D} \times \mathbf{H}$. This is due to non-parallel $\mathbf{D}$ and $\mathbf{E}$ vectors in anisotropic media (in contrast, $\mathbf{D} \parallel \mathbf{E}$).
Figure 2.15: Power flow and beam propagation in an anisotropic medium, the red represents the driving field propagation direction (ordinary wave in the medium), and the blue the second harmonic propagating as an extraordinary wave and experiencing a walk-off in the $S$ direction.

in an isotropic medium). The Poynting angle (see Figure 2.15), $\rho$, between these two directions typically takes values in the range $1 - 3^\circ$. 
Chapter 3

Pulse Amplification

Femtosecond pulses have found applications in the physical, chemical, and biological sciences, as well as in industry [61]. The high degree of interest has stimulated the development of femtosecond sources. Nowadays, commercially available Kerr-lens mode-locked (KLM) oscillators [62] provide pulses with central frequencies from the visible to the FIR and transform-limited duration owing to excellent intracavity dispersion management [63–66]. Commonly, the sources provide excellent quality beams ($M^2 < 1.2$), with high repetition rates (tens of megahertz), and stable electric fields (reproducible CEP and energy).

The majority of applications require pulse energies higher than those achieved after initial generation (which are of the order of nJ). Therefore, ultrashort pulses need to be amplified. Generally, two amplification methods exist, based on linear or nonlinear processes. Linear amplifiers are based on stimulated emission from a population-inverted medium, while nonlinear types use a nonlinear interaction with another beam in a crystal. The description given here aims to answer the question: how are the properties of the generated ultrashort pulses preserved by the two amplification methods?

The content of the chapter is articulated around two laser systems installed at the Lund Laser Centre: a high-power, low-repetition rate Ti:Sapphire chirped pulse amplifier, and a high-repetition rate Optical Parametric Chirped Pulse Amplifier. Both systems were used and partly developed by the author for HHG experiments: the Ti:Sapphire CPA for the work presented in Papers III, VI – VIII, and the OPCPA for Papers I, IV, and IX. In this chapter, after a general introduction to chirped pulse amplification (Section 3.1), two techniques will be presented: i) CPA in population-inverted gain media, with a focus on Ti:Sapphire (Section 3.2) and ii) OPCPA (Section 3.3).
3.1 Chirped Pulse Amplification

Regardless of the chosen method, the amplification process has a fundamental limit imposed by the pulse peak power. The increasing power in each amplification step may easily reach the damage threshold of the amplifier’s optical components. Even before any damage occurs, nonlinear effects perturb the amplification process and affect the pulse characteristics. To cope with these problems a technique called chirped pulse amplification (CPA) [67, 68] is used. The pulse is stretched in time, to reduce the peak power, is amplified, and is then compressed back to its original duration (see Figure 3.1).

![Figure 3.1: The CPA method. The stretcher and compressor are those used in our OPCPA system (see Section 3.3.3). DCM - double chirp mirror.](image)

The two systems presented in the thesis are CPA based. The systems use different combinations of stretcher-compressor, what illustrates possible solutions. Detailed discussions of possible stretcher and compressor arrangements can be found in reference [38]. Pulse stretching may be implemented either by introducing a negative or positive linear chirp (see Section 2.2). In the normal dispersion regime, negatively chirped pulses shorten during propagation through materials, thus positively-chirping stretchers are usually chosen. The key feature of the setups is a frequency dependent optical path length, which, in order to achieve a positive (negative) chirp, is longer (shorter) for longer wavelengths. Positive chirp can be simply introduced by pulse propagation through an optical medium. This effect is used in our OPCPA system (see Section 3.3.3). The pulses are stretched by propagation through a wedge pair and compressed by double chirped mirrors (DCMs) [69, 70] (see Figure 3.1).

However, these type of stretchers may not be sufficient due to their low stretching factor. Hence, for systems with a stretching factor >100 000, such as our 10 Hz high-power laser (see Section 3.2.4), a combination of an Öffner triplet stretcher [71] and reflection grating compressor [72, 73] can be used. The combination has a few
drawbacks, mainly that it has a long optical-path-length (which affects the stability of the pulse CEP), relatively small bandwidth, and a low transmission (approximately 60%). Thus, its applicability in broadband table-top systems is limited.

Another combination of stretcher-compressor is built into the fiber amplifier part of the OPCPA system. This requires a compact setup as well as high throughput. It was achieved by using a chirped volume Bragg grating (CVBG) [74, 75] for the stretcher. The compressor is another CVBG, with the same dispersion characteristic but with opposite sign, in the first amplifier and a GRISM (an assembly combining a prism and transmission grating) [76] in the second.

3.2 Chirped pulse amplification in population-inverted media

Stimulated emission in a population-inverted medium, employed in laser oscillators, can also be used in amplifiers to further increase the energy. To preserve the pulse bandwidth, the gain media must have properties matched to the pulse’s spectral characteristics (the gain bandwidth should be at least as large as the pulse bandwidth).

3.2.1 Principle

Population inversion in Ti:Sapphire is obtained by pumping the medium, usually longitudinally, with a green laser (for example, with Nd:YAG or Nd:YVO\textsubscript{4} frequency-doubled radiation). The pump pulse energy, which arrives prior to a signal pulse, is stored in the medium for a duration of approximately 3\,\mu\text{s}. If the input pulse to be amplified has a time duration much shorter than any excited state lifetime involved in the amplification process, it can fully extract that energy [77, 78]. The gain of a lossless amplifier of length \(l\), calculated for a pulse with a fluence \(J\) in \(s\) is equal to

\[
G = \frac{J_{\text{sat}}}{J_{\text{in}}} \ln \left( G_0 \left( \exp \left( \frac{J_{\text{in}}}{J_{\text{sat}}} \right) - 1 \right) + 1 \right),
\]

(3.1)

where \(J_{\text{sat}}\) is the saturation fluence (\(J_{\text{sat}} \sim 1\,\text{J/cm}^2\) for Ti:Sapphire), and \(G_0 = \exp(g_0l)\) is the small signal gain, where \(g_0\) is the gain coefficient. The gain depends on the pump properties, absorption by the medium, spectral content, time duration, energy, pump geometry, and also on the doping concentration [77]. \(g_0\) takes values between 0.05 and 0.2\,cm\textsuperscript{-1}.

For a weak input pulse \((J_{\text{in}}^{\text{in}} < J_{\text{sat}})\), which does not affect the population inversion, \(G \approx G_0\) and the pulse energy grows linearly. For a higher input pulse fluence \((J_{\text{in}}^{\text{in}} >> J_{\text{sat}})\) the gain is approximated by

\[
G \approx 1 + \frac{J_{\text{sat}}}{J_{\text{in}}} g_0 l.
\]

(3.2)

In these conditions, called saturated amplification, the signal pulse extracts the total stored energy in the medium. Saturated amplification ensures the maximum conversion efficiency. Furthermore, the signal pulse output energy is much less dependent on pump and signal power fluctuations than in amplifiers working below saturation. The majority of long pulse amplifiers (with pulse duration >10\textsuperscript{-9}\,s) are therefore operated in the saturation regime. Saturated amplification in femtosecond CPA systems is not desirable, since the gain saturation influences the temporal pulse profile. In
an amplifier a pulse is amplified more at the front than at the back, since the pulse front reduces the gain. Thus a chirped pulse with wavelengths distributed under the envelope experiences a wavelength selective amplification (i.e. gain narrowing). Nevertheless, the saturation regime has very clear advantages, and is often chosen as the last amplification step in CPA amplifiers.

The main drawback of the amplifiers based on stimulated emission is the amplification of the optical radiation background, and especially spontaneously emitted photons. The process of amplified spontaneous emission (ASE), schematically presented in Figure 3.2, lasts from the arrival of the first pump photons to the time when all of the energy is extracted. ASE significantly reduces the gain [38], often long before the arrival of the pulse to be amplified. Moreover, it creates a nanosecond duration background, which co-propagates with the main pulse, and is further amplified in succeeding amplification stages.

![Figure 3.2: Schematic representation of amplification via stimulated emission and amplification of spontaneous emission.](image)

ASE can be partly eliminated by using various types of filters in the spatial or temporal domain. One of the solutions, employed in high-field plasma physics, is to use a plasma mirror [79], or to control the main pulse polarization state with respect to the background (for example, by a Pockels cell and polarizers).

3.2.2 Multipass geometry

In general, the small signal gain in stimulated emission CPA is a factor of between two and five. Thus, single pass amplification is not very efficient. To increase the pulse energy by several orders of magnitude, many passes through the amplifier are necessary. This can be realized in a multipass configuration or in a cavity.

![Figure 3.3: a) Multi-pass and b) regenerative amplifiers.](image)
In the former case (Figure 3.3a) the pulsed beam angle with respect to the active medium axis, changes for each pass. The amplifier is called multi-pass amplifier (also bow-tie or butterfly). The drawback of the design is a limited number of passes (all the passes have to overlap with the pumped volume in the crystal) and difficulty of alignment, whose complexity increases as the number of passes increases.

In the second design, called a regenerative amplifier, which is presented schematically in Figure 3.3b, a Pockels cell (PC) is used to control the pulse polarization state. The gain medium is placed between two mirrors, creating a resonator. A vertically polarized pulse enters the regenerative amplifier by reflection off a polarizer (P1) and propagates towards a quarter-wave plate ($\lambda/4$), a Pockels cell (PC), and a mirror. In the first pass, the PC and the waveplate rotate the pulse polarization to keep the pulse in the amplifier (the pulse is transmitted through the polarizer, P1). The voltage of the Pockels cell is changed before the pulse’s second pass through the cavity (for a 2 m long amplifier, approximately 10 ns). This voltage is maintained for the time necessary to obtain good amplification (typically 10 - 20 passes). The voltage is then changed again, so that the pulse polarization becomes vertical and the pulse is reflected out from the regenerative amplifier.

Both types of amplifiers were used in the high-power laser system used in the present work (Papers II, III, VI, VII, VIII).

### 3.2.3 Temporal and spatial effects

Typical amplification factors in high-power laser systems reach $10^6$ and even as high as $10^9$. In this section we will discuss to what extent the pulse properties are preserved during amplification.

In order to keep the input pulse duration, the amplifier, i.e. the gain medium and optical components, must act over a flat bandwidth, which must, as a minimum, be equal to the pulse bandwidth. In general, this requirement is fulfilled for optical elements but not for the gain medium (see Figure 2.5).

In the present work, the oscillator which is the front-end of the high-power system has a bandwidth of 50 nm. Even though the bandwidth is significantly smaller than the Ti:Sapphire bandwidth a gain narrowing is observed, even with external compensation (for details see Section 3.2.4). This is a consequence of higher amplification of the wavelengths at the center of the gain bandwidth than those at the edges. This effect, shown in Figure 3.4, is boosted n-times, for n-pass amplifiers, thereby significantly narrowing the pulse bandwidth. A pulse with 5 fs initial duration is more than 20 fs-long at the amplifier output.

Gain narrowing can be reduced by using a spectral filter, which suppresses wavelengths at the peak of the amplification bandwidth. Such a filter can be a multi-layer mirror [80, 81], an assembly of a birefringent crystal and polarizers (Lyot filter [82]), or an acousto-optic programmable dispersive filter (DAZZLER) [83].

Other effects limiting amplifier performance, are due to inhomogeneities in the deposited heat. The heat, from the pump beam, modifies the medium mainly due to three mechanisms: i) a change of the medium’s refractive index via the thermooptic effect, ii) a thermally-induced mechanical stress (photoelastic effect), and iii) the bulging of the gain medium faces. The three effects lead to distortions of the output beam wavefront. In the case of longitudinal pumping, the heat distribution creates a lensing effect, similar to the Kerr lensing presented in Section 2.7. The deposited heat
3.2.4 High-power, low-repetition rate system at LLC

The high-power Ti:Sapphire CPA system has been the main workhorse at the Lund Laser Centre (LLC), since 1992. The system has been constantly developed during the author’s Ph.D. project. It generates and amplifies near-IR pulses to energies as high as 1 J, with a duration 40 fs. The peak power thus reaches 25 TW. It is used for generation of high-intensity high-order harmonics (as described in the following chapter and Paper III), and also for high-intensity experiments, such as acceleration of electrons and protons. These experiments are not discussed in this thesis. The arm used for HHG experiments has been rebuilt by the author. A spatial filter and active beam pointing stabilization were added. Furthermore, this arm of the system was mounted on rigidly connected optical tables. The upgrade led to higher output energy, better beam quality and better pointing stability, which was essential for post-compression and efficient HHG.

The system front-end (Figure 3.5) is a passively mode-locked oscillator based on Kerr-lens mode locking (see Section 2.5). The oscillator produces pulses at an 80 MHz repetition rate, with a spectral bandwidth of 50 nm centered at 800 nm. Directly after the oscillator the repetition rate is reduced to 10 Hz by means of a Pockels cell and a Glan polarizer (PP in Figure 3.5). After the pulse picker, pulses are preamplified...
in a multipass setup with six passes through a gain medium. The preamplification is carried out in order to reduce ASE and thereby increase the pulse temporal contrast. Subsequently, the pulses are transmitted through a DAZZLER, which controls the amplitude and phase of the pulse spectral components. The DAZZLER is used to partially pre-compensate for the gain-narrowing in the system. The pulses are then directed to the Öffner triplet-type stretcher [71]. Elongated to approximately 300 ps, they are then amplified in a regenerative stretcher (through ten passes) to an energy of $\sim 6 \text{ mJ}$. Different polarizers (P1 and P2) are used for injection and extraction. In both steps a $\lambda/2$ voltage ($\sim 7 \text{ kV}$) is applied to the Pockels cell. The pulses are temporally cleaned by two Pockels cells and Glan polarizers before being guided to a multipass amplifier. Passing through the medium five times leads to a pulse energy of $\sim 350 \text{ mJ}$.

![Figure 3.5: Schematic of the high power, low-repetition rate system. PP - pulse picker, D - DAZZLER, PC - Pockels cell, P1, P2 - polarizers.](image_url)

The 350 mJ pulse is divided into two independent arms. The part driving the HHG setup, $\sim 200 \text{ mJ}$, passes a spatial filter with a conical pinhole mounted in a
3.3 Optical parametric chirped pulse amplifiers

The first demonstration of parametric amplification in a nonlinear medium [92], was carried out shortly after the invention of the laser [93]. At that time, nonlinear optics was mostly limited by phase-matching and birefringent crystal technology. Until the introduction of the CPA technique in 1985 [67], and the first OPCPA [94], the parametric amplification method was slowly developed by only a few laboratories. Since then, it has been introduced and applied in a growing number of laboratories worldwide [95, 96].

The technique has many advantages. Problems described in the previous section, which are encountered when using amplification in population inverted media, including ASE, gain narrowing, and thermal beam deterioration, thermal lensing, either fade away, or are strongly reduced. Moreover, the range of possible central wavelengths is only limited by crystal transmission [95], and extends from the UV to the FIR. Very often at values, for which amplification in the population inverted media is not possible [97]. OPCPA can amplify an ultrashort pulse (as short as 3.9 fs [98]) at a large range of repetition rates from a few Hz [99] to hundreds of kHz [24, 27].

This section deals exclusively with a femtosecond OPCPA amplifying radiation centered around 800 nm, the maximum of the Ti:Sapphire gain curve (see Figure 2.5). Such a system is described in Papers I and IV and was installed in Lund in the summer of 2012. The fundamentals of OPA are described, indicating similarities and

vacuum chamber (see Figure 3.5). The radiation is focused by a 1.7 m focal length lens at the pinhole waist (500 µm). To avoid damaging the pinhole, the beam position fluctuations are actively compensated. The pulsed beam with 30 mm diameter directed to the grating compressor has an energy of 190 mJ and a 30 nm FWHM bandwidth. The pulse re-compression leads to 45 fs duration and 100 mJ energy.

Post-compression in a planar hollow waveguide

To counteract the relatively long pulse duration of the Ti:Sapphire amplifier, a number of post-compression schemes have been proposed. Post-compression of energetic pulses relies on nonlinear spectral broadening, mostly due to self phase modulation (for details see Section 2.7) and plasma blue-shift, usually followed by compression with chirped mirrors. Efficient spectral broadening is achieved in waveguides, such as hollow capillaries [88], planar hollow waveguides [89], or in self-guiding filamentation [90].

In our setup, the broadening takes place in a gas-filled planar hollow waveguide [89, 91] (see Figure 3.6a) instead of ordinary hollow capillary [88]. This guiding geometry is chosen because of the high transmission of the setup, reaching 80%, and because a high input energy could be used.

Guiding takes place in one dimension, whereas the other the pulse propagates freely. The pulse is coupled into the waveguide by a metallic cylindrical mirror with a focal length of 2 m, and after the waveguide, recollimated with a similar mirror. The pulse is compressed by a set of double chirp mirrors (8 bounces from Layertec commercial mirrors and 4 from custom-made VENTEON DCMs). The pulse spectrum and duration measurement before and after post-compression (using Ar gas at 400 mbar) are shown in Figure 3.6 (a) and (b), respectively. The setup together with the post-compression results are described in detail in Paper II.
Figure 3.6: a) Post-compression setup, RR - retro reflector, DCM - double chirped mirrors; b) Pulse spectrum before (black line) and after (red line) post-compression; c) Pulse duration after post-compression.

differences between the parametric and population inverted amplifiers, and the spatial and temporal effects associated with this type of amplification.

3.3.1 Principle

An optical parametric amplification is a difference frequency generation process, as was described in Section 2.7. In the process, the energy of an intense pump wave, with a frequency $\omega_p$, is transferred to a weak signal wave (also called the seed), with a frequency $\omega_s$ (see Figure 3.7). Due to energy conservation, a third wave is generated, called the idler, with a frequency $\omega_i$

$$\omega_i = \omega_p - \omega_s. \quad (3.3)$$

In a special case, called degeneracy, the idler and the seed have the same frequency. One pump photon is split into two equal photons (this is the opposite of SHG). The idler wave generation can be considered as an intrinsic parasitic process, since part of the pump energy is transferred to the idler. The idler can also be considered as another amplifier output, which may be used in applications. The number of photons in the idler beam is comparable with the number in the amplified signal, and the frequency bandwidth is as broad as that of the signal, although it is usually centered in the near-IR [96]. Moreover, if the signal wave is generated directly from the pump
3.3.1 Principle

wave (for example through white-light generation), the idler is free of CEP variation\(^1\) [50, 51].

![Diagram of Optical Parametric Amplification](Image)

**Figure 3.7:** Optical Parametric Amplification.

OPA is characterized by a very high pump-to-signal optical conversion efficiency, reaching \(\sim 30\%\) (see reference [100] and *Paper I*). Moreover, the parametric gain\(^2\) after a crystal with length \(L\), defined as

\[
G = \frac{1}{4} \exp(2\Gamma L),
\]

(3.4)
can reach \(10^6\). In Equation 3.4, \(\Gamma\) is the gain coefficient dependent on the pump intensity, the effective nonlinear coefficient, the refractive index, and the wavelengths of the interacting waves.

Amplification in the parametric process takes place only for a phase-matched bandwidth, when both pump and signal waves temporally and spatially overlap. This can be seen both as an advantage and a drawback of the process. An advantage, because in the case of perfect pump-signal overlap the pump energy is only transferred to the signal and corresponding idler waves. A drawback, since the perfect overlap conditions have to be preserved over a long time and with a high accuracy (spatially a few \(\mu m\) and temporally a few fs) to obtain a stable ultrashort pulse source. Hence all possible mechanical vibrations, and temperature and humidity variations, should be eliminated.

If the overlap conditions are not fulfilled, not only is the gain reduced, but in addition, photons created by spontaneous down conversion of the pump (called superfluorescence), will also be amplified [101]. Superfluorescence amplification is a problem in high-gain high-energy OPA systems. Fortunately, it can be avoided in ultra-broadband OPCPA, if the following conditions are fulfilled [102]: i) the gain is of the order of \(10^3\); ii) an appropriate pump-seed delay is chosen; iii) spatial filtering is used in the case of multi stage OPCPA; and iv) the seed energy exceeds 1 nJ.

To reduce superfluorescence, the first stage of the Lund OPCPA system is seeded by 2.5 nJ (and the second by \(\sim 3 \mu J\)), the signal is spatially cleaned between the

---

\(^1\)The nonlinear conversion preserves the CEP up to a constant. Signal resulting from the pump (broadened by the SPM process) has a phase equal to \(\Phi_{\text{pump}} + \pi/2\). The OPA phase relation is \(\Phi_{\text{idler}} = -\pi/2 + \Phi_{\text{pump}} - \Phi_{\text{signal}} = -\pi\).

\(^2\)The gain calculation is based on a collinear geometry, neglecting pump depletion, and assuming perfect phase matching [96].
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stages, and to preserve the time overlap between pump and signal waves over a long period, automatic pump-signal delay stabilization is implemented (see Paper I).

Superfluorescence can also be used similarly to spontaneous emission in the case of a laser oscillator. If a nonlinear crystal is enclosed in an optical resonator the superfluorescence will be further amplified. These types of nonlinear oscillators are called optical parametric oscillators (OPO) [103].

3.3.2 Collinear and non-collinear geometries

Optical parametric amplifiers allow for an increase of signal energy from the nJ level obtained from an oscillator, to µJ or mJ level after a single pass through a nonlinear medium. To reach a high gain the crystal’s nonlinear effective coefficient has to be high. Thus, borate group crystals are often used, such as BBO\(^3\), BiBO\(^4\) or LBO\(^5\). BBO has a high effective nonlinear coefficient of 2.2 pm/V, a low hygroscopicity, a transparency range from 190 nm to 3500 nm, and a high damage threshold > 7 GW/cm\(^2\). The following discussion is based exclusively on this crystal, which is used in the Lund OPCPA system.

Most often, Type I phase-matching is used (see Section 2.7). The extraordinarily polarized pump beam propagates at an angle \(\theta\) to the crystal optical axis, whereas the signal and idler are ordinarily polarized. This phase-matching gives the largest bandwidth with respect to other phase-matching configurations [96].

The simplest OPA geometry is the collinear one, presented schematically in Figure 3.8a. The phase-matching bandwidth is proportional to

\[
\Delta \nu \propto \left( \frac{1}{L} \right)^{1/2} \left| \frac{1}{v_{gs}} - \frac{1}{v_{gi}} \right|^{-1},
\]

(3.5)

where

\[
\left| \frac{1}{v_{gs}} - \frac{1}{v_{gi}} \right|^{-1},
\]

(3.6)

is the group velocity mismatch between the signal and the idler waves. Thus, the largest bandwidth is expected at degeneracy. In general, the phase-matching bandwidth in the collinear geometry is rather small, approximately a few tens of THz. Hence the shortest pulse duration, assuming perfect compressibility, is in the range of 30 fs.

A method to extend the phase-matching bandwidth, i.e. to minimize the difference between the idler and signal group velocity, is to use a non-collinear geometry, as is shown in Figure 3.8b. The signal and pump beams propagate at an angle, \(\alpha\) (called the non-collinear angle), which gives an additional degree of freedom for optimizing the amplification.

The phase-matching condition can be obtained from the vector equation \(\Delta \mathbf{k} = \mathbf{k}_p - \mathbf{k}_s - \mathbf{k}_i\). Projecting this equation onto the signal wave vector and perpendicular to it, we obtain

\(3\)Beta barium borate.
\(4\)Bismuth triborate.
\(5\)Lithium-barium oxide.
3.3.2 Collinear and non-collinear geometries

\[ \Delta k_{||} = k_p \cos \alpha - k_s - k_i \cos \beta, \quad \text{and} \quad \Delta k_{\perp} = k_p \sin \alpha - k_i \sin \beta, \quad (3.7) \]

where \( \beta \) is the angle between the idler and the signal (see Figure 3.8c). Both quantities should vanish for the process to be phase-matched. A mathematical transformation of these two equations, which can be found in references [96, 104], leads to a simple equation connecting the idler and signal group velocities

\[ v_{gs} = v_{gi} \cos \beta. \quad (3.8) \]

Thus the process can be phase-matched if the signal group velocity and the idler group velocity projection onto the signal are equal.

The phase-matching bandwidth in this geometry reaches more than 400 nm, around a non-collinear angle of ±2.4°, as is shown in Figure 3.9. In this range, the amplification is constant over the bandwidth, and so gain narrowing is negligible. The shortest pulse obtained using this geometry reaches a duration of 4 fs [98, 105]. A non-collinear geometry was implemented in the Lund OPCPA system for both stages. The phase-matching presented in the figure corresponds to the first stage configuration (for details see Section 3.3.3).

As is shown in Figure 3.8, the idler wave is strongly angularly dispersed. Therefore, to use the idler for an applications is difficult, although several setups have been proposed for compensation of the spatio-temporal distortion [106, 107].

Due to the symmetry of the generation process, the signal wave can propagate either at an angle \( \theta + \alpha \) or \( \theta - \alpha \) to the optical axis. The two geometries, called Poynting vector walk-off compensation (PVWC) and tangential phase-matching (TPM) are presented in Figure 3.10 (a) and (b) respectively.

The PVWC geometry is often more advantageous than TPM. The extraordinarily polarized pump wave spatially walks-off towards the signal (see Section 2.7). Thus this geometry ensures better spatial overlap between the two waves. The Poynting angle in a BBO OPA pumped at 515 nm with a seed at 800 nm is \( \rho = 3.1^\circ \) while \( \alpha = 2.4^\circ \). However, the PVWC geometry has a drawback in systems based on BBO. The signal
Figure 3.9: Phase-matching bandwidth for a 515 nm pump beam propagating at an angle \( \theta = 24.35^\circ \) through a BBO crystal with length 0.3 mm. Propagates at an angle equal to \( \theta + \alpha \approx 26^\circ \), which is the phase-matching angle for Type I collinear SHG at \( \lambda \approx 890 \) nm. This is why TPM is often chosen in parametric amplifiers, especially in case of loosely focused beams. In this geometry, the spatial overlap is preserved over the crystal length [108] in spite of the spatial walk-off (the pump energy propagates at an angle \( \alpha + \rho \) away from the signal). In our system, due to tightly focused interacting beams and long BBO crystals, PVWG is used for both stages.

Further increases in the phase-matching bandwidth can be accomplished by multi-stage setups with a phase-matching angle detuned for each stage, or with different central frequency waves for the pump [28].
3.3.3 High-repetition rate system at LLC

This section presents the Lund OPCPA system, which is an example of amplification in the non-collinear geometry at high-repetition rate. The system was developed in cooperation with VENTEON, first in Hanover, where the company is situated, and later in Lund, where the system was moved in the summer of 2012. I have participated in the development since March 2012 (including a three months secondment to VENTEON).

The system, schematically shown in Figure 3.11, is composed of three parts: a Ti:Sapphire oscillator, a two stage non-collinear optical parametric amplifier (NOPA), and a fiber amplifier. The oscillator produces a spectrum spanning more than an octave at 80 MHz repetition rate, which supports the generation of CEP stable pulses with duration below 5 fs. The pulse CEP is measured by an f-to-2f interferometer and a correction signal is sent to CEP stabilization electronics. The signal modulates the oscillator pump power as well as the position of a pair of intracavity wedges. The main part of the oscillator spectrum serves as seed for both the OPCPA and the fiber amplifier, which assures low time jitter between pulses interacting in the NOPA stages.

The ytterbium doped fiber amplifier, a CPA system itself, is seeded by the oscillator spectral content centered at 1030 nm with a 10 nm bandwidth, at an energy of 40 pJ.
The fiber seed is stretched in a chirped volume Bragg grating (CVBG, 27 ps/nm) to \( \sim 250 \) ps. The stretched pulse is pre-amplified in a three stage fiber preamplifier. The preamplifier also includes two fiber-based pulse pickers, one electro-optical and one acousto-optical, which are used to control the repetition rate from 80 MHz to 200 kHz. After pre-amplification, the pulses are divided into two independent main amplifier arms. Each arm is composed of a photonic crystal rod-type fiber (NKT, DC 285/100, PM-Yb-ROD) and an independent compressor. In the first amplifier arm, the pulse is pre-compressed, prior to amplification, since the final compressor (a CVBG) can only remove the dispersion introduced by the stretcher. In the second amplification stage the compressor is an assembly of a prism and transmission grating (GRISM). The two amplification stages, after compression, provide 20 and 23 W average power, respectively. The outputs are frequency doubled in BBO crystals with 6.5 and 8.9 W second harmonic power corresponding to 27 and 44 \( \mu \)J energy per pulse (at 200 kHz).

The two 515 nm beams pump the two NOPA stages. The seed wavelength spans a range from 650 to 1020 nm with an energy of 2.5 nJ. In each NOPA stage, the delay between the seed and the pump is controlled by a manual translation stage (PSDC in the Figure). Additionally, the first NOPA stage consists of a motorized delay stage used for an automatic delay stabilization. A large amplification bandwidth is obtained for a non-collinear angle of \( \alpha = 2.43^\circ \) and a phase-matching angle of \( \theta = 24.35^\circ \) in a 5 mm BBO crystal aligned for Type I phase-matching. The second stage also employs Type I phase-matching in a 5 mm BBO crystal. However, the angles are slightly detuned with \( \alpha = 2.36^\circ \) and \( \theta = 24.2^\circ \). Both stages work in the PVWC geometry, and their seed pulse durations are matched to the duration of the pump by propagation of the seed through a pair of wedges. The signal wave is amplified at a repetition rate of 200 kHz to 4.5 \( \mu \)J in the first stage and to 15 \( \mu \)J in the second. The final compressor uses a pair of DCMs (-120 fs\(^2\)). After 16 bounces from the mirrors the pulses reach a duration below 7 fs. The compressor was optimized by appropriately chosen DCM mirrors, from a set of commercial and custom-made mirrors, whose dispersion properties were measured by spectral interferometry. A small part of the compressed beam, less than 60 mW, is sent to the second f-to-2f interferometer. A slow interferometric measurement is fed back to the fast oscillator CEP stabilization loop for correction of slow CEP changes. The compressed pulses have an energy of 10 \( \mu \)J which at a 200 kHz repetition rate corresponds to 2 W average power.

### 3.3.4 Temporal and spatial effects in OPCPA

As was shown in the previous sections, parametric amplification can preserve the input spectrum. Moreover, if the pump intensity is much higher than the seed intensity, the phase-matched frequency components preserve the initial phase [104]. Unfortunately, retaining the spatial properties is more difficult, mostly due to spatial walk-off effects and parasitic nonlinear effects, such as second harmonic generation from the part of the signal radiation in the PVWC geometry. Additionally, if the beam is tightly focused in a nonlinear medium, the phase-matching properties might change along the propagation direction due to the large variation in the wave-vector directions.

All these effects were experimentally and theoretically investigated for the Lund OPCPA. The results are discussed in Paper I. The main conclusions of the simulation are summarized here.
The theoretical investigation was carried out with help of a simulation code developed by Lang et al. [108]. The simulation considers ordinary and extraordinary beams inside a nonlinear crystal, as a function of time and two spatial dimensions (in the plane which contains the beams). It includes linear and nonlinear propagation effects such as: diffraction, focusing, phase-matching, and walk-off effects. Various cascade nonlinear effects observed experimentally in the parametric amplification can be identified (see Figure 3.12).

The geometry of the wave vectors in the main OPA process is shown schematically in Figure 3.12b. The 515 nm pump (feature A) interacts nonlinearly with the broadband seed (between 0.27 - 0.46 PHz, feature B), which propagates at $\alpha = 2.43^\circ$. Due to energy conservation an angularly-dispersed idler wave is generated in the NIR part of the spectrum (D). Since the geometry is PVWC, the signal is phase-matched for the parasitic SHG conversion at 0.7 PHz (C). Moreover, part of the idler wave is frequency doubled to the visible region (E). In addition to the main DFG process and parasitic SHG, further cascade effects can be recognized. The idler (D) interacts with the doubled signal (C) via a DFG process resulting in a new wave (F) (C is a pump and D is a signal, see Figure 3.12c). Also visible in Figure 3.12a are wave (G) (the SFG between F and the IR part of the signal, the wave vector geometry for this is shown in Figure 3.12d), and the superfluorescence amplification (H) with its corresponding idler (I) (see Figure 3.12e). No clear explanation had been found for (J).
**Figure 3.12:**

a) Numerical simulation compared with experimental results for the OPCPA system at the first parametric stage. The shaded area indicates the visible part of electromagnetic spectrum. The inset shows a photograph taken from a screen behind the first BBO crystal with a hole for the pump light, where CL indicates the plane of the simulation; b) wave vector geometry of the main DFG process (A-pump = B-signal + D-idler) and second harmonic conversion of signal (C) and idler (E); c) parasitic DFG and SFG processes, superfluorescence amplification (A-pump = H-signal + I-idler), DFG (C-pump = D-signal + F-idler) and SFG (G = B + F).
High-order harmonic generation is a process which creates coherent extreme ultraviolet (XUV) radiation by nonlinear interactions between an intense laser field and atoms. The process, discovered by two groups in France [2] and the United States [1] in the late 1980s, led to the construction of small-scale laboratory sources of XUV radiation. The sources have evolved significantly over the years and their applications resulted in many groundbreaking experiments, mostly due to the generation and measurement of attosecond light pulses [109]. Examples of applications are the observation of valence electron motion [4], the measurement of ionization time delays [5, 6], or nonlinear optics in the soft X-ray spectral range [9, 10].

HHG was achieved under various conditions, such as in high-pressure gas jets [110], gas cells [111], semi-infinite media, and gas-filled capillaries [112]. Conversion efficiencies of $10^{-7}$ in neon [111], $10^{-5}$ in argon [113], and slightly below $10^{-4}$ in xenon, were obtained. The low conversion efficiency leads to moderate XUV pulse energy, with the highest reported to date being $10 \mu J$ [114]. The low energy output significantly limits the range of applications.

The aim of this thesis was to construct efficient HHG sources with two different characteristics: one with high peak power (Paper III) and one with a high repetition rate (Paper IV). The first source provides intense high-order harmonics generated by loosely focusing high-energy Ti:Sapphire laser radiation into a gas filled cell. The second source is driven by a novel OPCPA laser and delivers attosecond pulses at a rate of 200 kHz rate. A conceptual design of an HHG gas beamline for the large scale facility ELI-ALPS\footnote{Extreme Light Infrastructure - Attosecond Light Pulse Source.} is presented in Paper V.

This chapter presents a basic description of HHG from the microscopic (Section 4.1) and macroscopic (Section 4.2) points of view. The sources are described in Section 4.3. The last section (Section 4.4) presents HHG from multi-color fields (Papers VII and VI).
4.1 Single-atom response

4.1.1 Three-step model

High-order harmonic emission from a single atom is described by the semi-classical three-step model [115, 116], as is shown in Figure 4.1. In each half-cycle, an electron first tunnels through the atomic potential barrier distorted by an intense laser field. In the second step, the freed electron is accelerated away from the parent ion and then at later stage, when the electric field reverses sign, towards it again. For a linearly polarized laser field, the electron may return to the vicinity of the parent ion, and there is a finite probability that it will recombine, leading to emission of an XUV photon.

The electron’s trajectory depends on the time of its emission into the continuum. An electron tunneling out in the first quarter of the field’s cycle never comes back to the parent ion, as is marked in black in Figure 4.2a. A photon can be emitted when the electron leaves the atom in the second quarter of the field’s cycle as is indicated by the colored lines in Figure 4.2. This is repeated every half-cycle of the laser field. A given photon energy, (see Figure 4.2b), can be generated in two main trajectories, which differ by the time spent in the continuum. These trajectories are called short and long to express the electron excursion time. The maximum photon energy is defined by the cut-off law [117]

\[ E = 3.17U_p + I_p, \]  

where \( U_p \) is the ponderomotive energy and \( I_p \) is the atomic ionization potential. The ponderomotive energy is the average electron kinetic energy, equal to

\[ U_p = \frac{e^2E_0^2}{4m_e\omega} = \frac{e^2\lambda^2I}{8\pi^2m_e\epsilon_0c^3}, \]  

where \( e \) is the electron charge, \( \omega \) and \( \lambda \) are the central angular frequency and wavelength\(^2\), and \( m_e \) is the electron mass. The equation shows that the maximum photon energy

\(^2\)In the previous chapters, \( \omega_0 \) and \( \lambda_0 \) were used as central frequency and central wavelength of a broadband pulse and \( \omega \) and \( \lambda \) were variables. Here, it is more convenient to denote by \( \omega \) and \( \lambda \) the central frequency and central wavelength of the fundamental field.
energy increases with increasing driving wavelength and laser intensity. The HHG sources driven by MIR OPCPA systems allow the generation of HHG in the keV X-ray region [30, 118, 119].

![Graph 1](image1)

**Figure 4.2:** a) Electron trajectories (rainbow colors) for the first plotted half-cycle of the 800 nm field (blue solid line). The trajectories which never cross zero are in black. The colors indicate the return energy of the electron following the corresponding trajectory. b) A half-cycle of the 800 nm field and the return energy of electrons as a function of ionization time. The color scale is unified for both plots.

The short and long trajectories contribute to HHG radiation with different phase properties [120], and they therefore feature different spatial and spectral characteristics, as well as different phase-matching, as will be discussed in Section 4.2. The divergence is smaller and the harmonic bandwidth narrower for the short trajectory contribution than for the long one [121].

Although the three-step model gives insights into HHG emission, a quantitative description requires more advanced quantum mechanical calculations [122], including a more realistic treatment of the atomic system.

The emission from one half-cycle has a continuous spectrum, whose highest photon energy, expressed by Equation 4.1, depends on the generation medium. Experimentally observed HHG spectra generated in gaseous media are schematically presented in Figure 4.3. The spectral amplitude for the low-order harmonics below the ionization threshold decreases rapidly with increasing photon energy. In the region called the plateau, the harmonic intensity remains approximately constant before dropping at the cut-off.

The large emitted bandwidth from each half-cycle supports the production of an attosecond pulse [123–125]. Techniques based on interferometry [109] or streaking [126] allow pulse duration to be measured down to a few tens of attoseconds [11].

### 4.1.2 Multi-cycle HHG

The previous section describes emission only from one half-cycle. In case of the HHG setups presented in this work, the driving wave contains several half-cycles, and most
of them contribute to the generation of an XUV burst of light. Multi-cycle generation leads to a HHG spectrum, due to spectral interferences.

Let us consider for example the case of a square pulse with $N$ identical generating sub-cycles. The emitted attosecond pulses contain the same spectral components i.e. with amplitude $S_N(\Omega)$ and constant phase difference, $\Delta \Phi$, except for a $\pi$-shift between consecutive pulses.\(^3\)

The spectrum resulting from the interference of these $N$ pulses can be written as

\[ S_N(\Omega) = S_s(\Omega) \left( \frac{\sin(N \Delta \Phi / 2)}{\sin(\Delta \Phi / 2)} \right)^2. \]  

(4.3)

The phase difference, $\Delta \Phi$, of waves generated in consecutive IR half-cycles is equal to $\Omega T/2 + \pi$, where $T = 2\pi/\omega$. In the case of a large number of waves the maximum is

\(^3\)This neglects phase-matching effects, and especially time-dependent ionization.
obtained when the denominator is zero
\[
\sin(\Delta \Phi/2) = 0 \Rightarrow \Delta \Phi/2 = n\pi, \quad (4.4)
\]
and the maxima are obtained at frequencies \(\Omega = (2n-1)\omega\), where \((2n-1)\) is an odd number. In other words, constructive interference occurs at the odd harmonics of the fundamental frequency\(^4\).

In Figure 4.4 the spectrum corresponding to two (red) and ten (blue) pulses is presented. The spectral bandwidth of each harmonic is inversely proportional to the number of the interfering pulses. For a low number of pulses, secondary maxima can be observed between the main peaks. The number of maxima, \(N_m\), is related to the number of the pulses, \(N_w\), \([127]\) by
\[
N_m = N_w - 2. \quad (4.5)
\]

**Figure 4.5:** a) Return energy of the short trajectory electrons (solid line with rainbow colors) as a function of the ionization time. The fundamental is a 5 fs pulse with carrier wavelength of 800 nm and CEP \(\approx 4\) rad (blue solid line); b) Corresponding HHG spectrum. The color scale is the same in both graphs. The origin of different spectral components is indicated by the numbers I, II, III.

In a more realistic situation, for a few-cycle pulse, the emission differs from one half-cycle to the next. As is shown in Figure 4.5, the spectral content of the emission corresponding to the short trajectories (shown in rainbow colors in the figure) varies. The highest photon energy is obtained for the half-cycle with the highest amplitude. This gives the possibility to restrict the emission to only this half-cycle by spectral filtering of the continuous spectral region indicated as part I in the figure. This method to produce single attosecond pulses is called amplitude gating \([12]\). Another technique

\(^4\)In case of two interfering pulses, \(N = 2\), the equation 4.3 simplifies to \(S_N(\Omega) = S_s^2(\Omega)4\cos^2(\Phi/2)\).
used to gate the emission to only one half-cycle is polarization gating \cite{128}. The technique takes advantage of the dependence of the HHG emission on the driving light’s ellipticity (the probability of an electron recombination decreases with increasing ellipticity). A single attosecond pulse can be generated by using a driving pulse with a linear polarization lasting for one half-cycle.

In region $II$, where two pulses contribute, the interference depends on the CEP of the fundamental pulse. The spectral amplitude and phase of the attosecond pulses depend on the intensity, and changes with the CEP. When the CEP, varies the position of the spectral peaks changes. The harmonic peaks return to their position, $\Omega = (2n - 1)\omega$, after a CEP variation equal to a multiple of $\pi$. Phase distortions of the fundamental wave or emitted radiation lead to more complicated interference patterns, as discussed in reference \cite{129}.

*Paper IV* discusses HHG driven by the short pulses of our OPCPA system. The generated high-order harmonic spectrum as a function of CEP is shown in Figure 4.6. The CEP was changed by translating a pair of wedges. The harmonics are spectrally broad and overlap with each other. The intensity of the harmonics depends on the CEP in a complex manner. The interpretation of the interference pattern is presented in *Paper IV*.

![Figure 4.6: HHG spectrum as a function of glass insertion generated by the interaction of a 8 fs pulse from the OPCPA laser system (see Section 3.3.3) with argon gas.](image)

### 4.2 Macroscopic effects

#### 4.2.1 Phase-matching

Efficient HHG requires constructive addition of all sources in the generation volume \cite{130, 131} (see Figure 4.7). This can be described by introducing the coherence length $L_{coh} = \pi/\Delta k$, similarly to perturbative nonlinear optics (see Section 2.7). To maximize the emission, the wave vector mismatch, $\Delta k$, must be minimized. For a given harmonic order $q$, $\Delta k$ is equal to

$$\Delta k = qk_\omega - k_{q\omega}, \quad (4.6)$$
where $k_\omega$ and $k_{q\omega}$ are the wave vectors of the induced polarization, at frequency $q\omega$, and harmonic field, respectively\(^5\). In a non-guiding geometry, $\Delta k$ is a function of time and space with four contributing terms

$$\Delta k = \Delta k_g + \Delta k_n + \Delta k_p + \Delta k_d,$$

(4.7)

where $\Delta k_g$ is the Gaussian beam phase gradient, $\Delta k_n$ and $\Delta k_p$ are due to the neutral and plasma dispersion, respectively, and $\Delta k_d$ is the wave vector mismatch resulting from the dipole phase. In general, phase-matching is obtained if the four components compensate each other for all radial and longitudinal positions during the pulse \([132]\).

The Gaussian beam phase gradient is the derivative of the Gouy phase (see Equation 2.4 in Chapter 2). This gradient depends on the spatial coordinates and always takes negative values, with a minimum at the beam focus, where it is equal to $-q/z_R$. Since the Rayleigh range increases with focal length, this contribution is small for a loosely focused beam.

The wave vector mismatch resulting from neutral dispersion is positive. A neutral medium has a higher refractive index for an IR driving field than for XUV harmonic radiation. The medium is always partially ionized. Thus, the refractive index has an additional contribution equal to

$$n_{el} = 1 - \left(\frac{\omega_p}{\Omega}\right)^2 \text{ where } \omega_p = \sqrt{\frac{e^2 N_{el}}{\epsilon_0 m_e}},$$

(4.8)

where $\Omega = \omega$ for the fundamental and $\Omega = q\omega$ for the $q^{th}$-harmonic. $n_{el}$ is smaller for the IR field than for the high-order harmonic field. The wave vector mismatch gained

---

\(^5\)In the literature, phase-mismatch is sometimes defined as $\Delta k = k_{q\omega} - qk_\omega$. This definition leads to opposite signs of the wave vector mismatch components.
4.2.1 Phase-matching

during propagation through such a medium is always negative. In the equation \( N_{el} \)
is the electron density, while \( e \) and \( m_e \) are the electron charge and mass, respectively. Both \( \Delta k_n \) and \( \Delta k_p \) depend linearly on gas pressure.

The dipole phase gradient is the partial derivative of the phase gained by the electron in the continuum [120]. The phase varies approximately linearly with the laser intensity and can be expressed as

\[
\phi(\Omega, I) \approx -\alpha(q\omega)I.
\] (4.9)

The proportionality constant, \( \alpha \), depends on the harmonic order, \( q \), and the electron trajectory. \( \alpha \) can be determined by solving the time-dependent Schrödinger equation (TDSE) [133] or by using the strong field approximation [134]. \( \Delta k_d \) is negative before the focus and positive after the focus.

\( \Delta k_d \) is significantly different for the long and short trajectories. For the \( 27^\text{th} \) harmonic, in argon \( \alpha = 5.1 \times 10^{-14} \text{ cm}^2/\text{W} \) for the short trajectory and \( 19.2 \times 10^{-14} \text{ cm}^2/\text{W} \) for the long [135]. Thus, phase-matching is achieved in different conditions for the two trajectories. Figure 4.8 shows the total wave vector mismatch \( \Delta k \) is calculated on-axis as function of the \( z \) coordinate. For short trajectories (Figure 4.8a), the phase-matching condition \( (\Delta k \approx 0) \) is achieved behind the laser focus, where \( \Delta k_g \) compensates \( \Delta k_d \).

\[
\Delta k_g \text{, } \Delta k_d \text{, } \Delta k_n + \Delta k_p \text{, } \Delta k
\]

\begin{figure}
\centering
\includegraphics[width=\textwidth]{phase-matching.png}
\caption{Phase-matching for short (left column) and long trajectories (right column). The upper row shows the wave vector mismatch contributions and their sum. The bottom row presents the conversion factor \( \text{sinc}^2(\Delta kL/2) \). Calculation in argon for the \( 27^\text{th} \) harmonic and an ionization degree of 2\%.}
\end{figure}
In the same conditions the long trajectories (Figure 4.8b) are not phase-matched on-axis. Partial phase-matching for long trajectories can be obtained off-axis, and as a consequence the long trajectory beam is ring-shaped. Different spatial shapes of the two contributions as well as a larger divergence angle for the long trajectories [135], allow the spatial selection of only the short trajectory beam for further applications [136].

As indicated at the beginning, phase-matching is a time-dependent process, due to time-dependent ionization and dipole phase. \( \Delta k_p \) increases during the laser pulse. Driving HHG with intensities above \( 10^{15} \) W/cm\(^2\) leads to phase-matched generation at the pulse front and to depletion of the complete medium at the pulse tail. Hence, a careful choice of the generation conditions, allows for gating of HHG to only half an optical cycle, and thus to generate a single attosecond pulse (SAP) [137]. This method was proposed as a gating technique for SAP production in the conceptual design of the gas HHG beamline at ELI-ALPS (see Paper V).

The phase-matching terms are dependent on the setup parameters, the geometry, and the generation medium. The Gaussian beam phase gradient varies with the gas cell position relative to the laser focus and the Rayleigh range. The neutral and plasma dispersion can be controlled by the gas pressure and the degree of ionization, which depends on the intensity. The dipole phase gradient changes with the driving pulse energy as well as the position with respect to the laser focus. Control of these parameters allows for the optimization of the harmonic radiation. Moreover, a change of one parameter often influences many phase-matching terms. Therefore, the optimization requires an iterative procedure, where all setup parameters are readjusted accordingly. This procedure was automatized for the high-intensity HHG source, and is presented in the following section.

**Phase-matching in tight focusing**

In the tight focusing geometry, for which \( z_R \) is of the order of tens of micrometers, phase-matching is dominated by \( \Delta k_g \). In addition, the volume in which an intensity of the order of \( 10^{14} \) W/cm\(^2\) (required for HHG) is obtained, is very small. Hence, the pressure required for efficient HHG has to be high, of the order of a few bars [138]. In practice, it is complicated to operate a gas jet with a pressure of several bars in a vacuum. The maximum pressure is limited by pumping capacity and optimum phase-matching is difficult to achieve (see Paper IV).

**Phase-matching in loose focusing**

The phase-matching conditions in the loose focusing geometry are discussed in Paper III. The loose focusing geometry can be defined as a geometry where the Rayleigh range is longer than a few tens of millimeters. We can neglect the dipole phase contribution, which is small for a loose geometry. We assume that we are close to the focus. The HHG amplitude is maximized when the plasma dispersion and Gouy phase gradient are compensated by the neutral dispersion, which can be written as

\[
|\Delta k_n(p_{\text{match}})| - |\Delta k_g| - |\Delta k_p(p_{\text{match}}, r_{\text{ion}})| = 0,
\]

where \( r_{\text{ion}} \) is the ionization degree. For certain \( r_{\text{ion}} \) phase-matching is achieved at a given \( p_{\text{match}} \). Figure 4.9 shows the variation of \( p_{\text{match}} \) in argon as a function of the
degree of ionization for three harmonic orders and two different focusing geometries \((f_\# = f/D = 100 \text{ and } 400 \text{ where } D \text{ is the beam diameter})\). Phase-matching can only be achieved at a low degree of ionization, of the order of a few percent.

![Graph](image)

**Figure 4.9:** Phase-matching pressure as a function of ionization degree. The pressure is plotted for two focusing geometries and three harmonics. The calculations were carried out for generation in argon with a driving pulse with 800 nm central wavelength and 45 fs duration.

For attosecond pulse generation the phase-matching pressure should be approximately constant for a broad range of high-order harmonics, therefore an even lower ionization degree is required than for the optimization of a single harmonic. As a rule of thumb, the optimum value is approximately \(n_{ion}^{max}/2\) (see Figure 4.9) for the highest harmonic in the considered attosecond bandwidth (\(\sim 2\% \) in the figure).

Using a loose focusing geometry is a way to increase HHG in setups driven by high-energy femtosecond systems. There is a significant increase in the interaction volume over which the intensity required for the HHG process is reached. The transverse dimension increases as a linear function of the focal length, whereas the longitudinal dimension scales with the square of the focal length [138]. Scaling of HHG is further discussed in part 4.2.3.

### 4.2.2 Absorption-limited generation

Once phase-matching is achieved the photon number increases as the square of the medium length, leading to a high conversion efficiency. However, harmonics are generated in the spectral region which spans from the VUV to the soft X-rays. Radiation emitted in this region is strongly absorbed by most media including the generation gas.

Following the work of Constant *et al.* [140], the number of photons emitted on axis\(^6\) is equal to

---

6 Assuming a constant atomic response over the generation volume for a certain harmonic \(q\).
4.2.3 Scaling HHG

Once absorption-limited and phase-matched emission is established, a further increase of the signal can be achieved by scaling up the generation process. This requires an appropriate change of the setup parameters in order to preserve the phase-matching conditions and the intensity required for HHG. The scaling laws were developed for loose focusing in Paper III (see also similar consideration for tight focusing in [138]) and were used in Paper V to predict optimal generation conditions for the gas beamline to be constructed at the ELI-ALPS facility.

We consider the focal region ($\Delta k_d = 0$) and assume Gaussian shaped fundamental and HHG beams. To indicate the linear dependence of $\Delta k_n$ and $\Delta k_p$ on gas pressure, these two terms can be written as $p\partial(\Delta k_{n,p})/\partial p$, where $\partial(\Delta k_{n,p})/\partial p$ is pressure independent. Equation 4.7 can be written as
4.2.3 Scaling HHG

Figure 4.11: Number of photons as a function of medium length for $L_{abs} = 100\,\text{mm}$ and three values of $L_{coh}$. The double dashed line indicates the photon number increase in the absence of absorption.

$$\frac{\Delta k_g f^2}{f^2} + p_{\text{match}} \left( \frac{\partial (\Delta k_n)}{\partial p} + \frac{\partial (\Delta k_p)}{\partial p} \right) = 0,$$

(4.13)

where $\Delta k_g f^2$ is independent of the focal length. Simple mathematical transformations lead to

$$p_{\text{match}} f^2 = -\frac{\left( \Delta k_g f^2 \right)}{\left( \frac{\partial (\Delta k_n)}{\partial p} + \frac{\partial (\Delta k_p)}{\partial p} \right)}.$$  

(4.14)

Thus phase-matching conditions are focal-length invariant if the product $p_{\text{match}} f^2$ is constant, or in other words, if $p_{\text{match}}$ scales as $1/f^2$. The change of focal length requires also a change of the fundamental pulse energy to maintain the required intensity. Using Gaussian optics, the intensity at the focus is

$$I_0 = \frac{E_f}{\tau \pi w_0^2} = \frac{E_f \pi}{4 \tau \lambda^2 f^2 \#},$$  

(4.15)

where $E_f$ is the fundamental pulse energy, and $D$ is the beam diameter before focus. The pulse energy has to change proportionally to $f^2$ in order to keep the intensity constant. Scaling of phase-matching pressure and the required fundamental pulse energy with focal length is presented in Figure 4.12 for the 21st harmonic.

Since the scaling preserves the conversion efficiency ($\eta$), the HHG energy

$$E_h = \eta \cdot E_f,$$

(4.16)

also scales as $f^2$. Here, $E_f$ is the driving pulse energy. A conversion efficiency as high as $10^{-5}$ has been reported [114, 141], which led to an energy of 1 $\mu$J. Using the scaling method, a change of focal length by a factor of 4 leads to a 16 times higher HHG energy 16 $\mu$J.
4.3 Experimental realization of HHG

In this section two HHG systems are presented. The systems were constructed and developed during the thesis. The first system is the high-intensity HHG source, described in Paper III. The system is driven by the high-power low-repetition rate laser system presented in Section 3.2. The second HHG source, driven by the OPCPA laser, works at a high-repetition rate (described in Section 3.3) and is presented in Paper IV.

The two sources are constantly under development. Thus the following description corresponds to their status when the experiments presented in the thesis were carried out. Detailed descriptions of the HHG sources can be found in the articles.

4.3.1 High-intensity HHG source

The high-intensity HHG source consists of three sections: generation, diagnostic, and application (see Figure 4.13). All sections are mounted on a vibration damping support, which provides high stability for pump-probe experiments.

High-order harmonics are generated by loosely focusing a high-energy laser beam into a noble gas. The beam can be focused either by a lens or a mirror (with focal lengths up to 10 m). Figure 4.13a shows the setup configured for 4 m focusing with a lens, and Figure 4.13b presents a possible configuration with a 6 m focal length. The spatio-temporal distortions introduced by long focal length lenses (see Section 2.4), are negligible due to the large radius of curvature of lenses with such focal lengths. Immediately after the focusing optics the fundamental beam enters vacuum. The focused beam interacts with a noble gas confined in a cell. The gas is released at the repetition rate synchronized with the laser system (10 Hz) by a piezo-electrical valve [142, 143]. The position of the generation medium with respect to the laser focus can be adjusted by means of a translation stage.

The generation chamber is designed to work simultaneously with up to two gas cells. Cells mounted in series were used for the enhancement of the HHG process (see Figure 4.12: Phase-matching pressure and fundamental pulse energy as a function of $f_{#}$). The dependence is calculated for the 21st harmonic, assuming an intensity of $1.5 \times 10^{14}$ W/cm$^2$. 

Figure 4.12: Phase-matching pressure and fundamental pulse energy as a function of $f_{#}$. The dependence is calculated for the 21st harmonic, assuming an intensity of $1.5 \times 10^{14}$ W/cm$^2$. 

4.3.1 High-intensity HHG source

The high-intensity HHG source consists of three sections: generation, diagnostic, and application (see Figure 4.13). All sections are mounted on a vibration damping support, which provides high stability for pump-probe experiments.

High-order harmonics are generated by loosely focusing a high-energy laser beam into a noble gas. The beam can be focused either by a lens or a mirror (with focal lengths up to 10 m). Figure 4.13a shows the setup configured for 4 m focusing with a lens, and Figure 4.13b presents a possible configuration with a 6 m focal length. The spatio-temporal distortions introduced by long focal length lenses (see Section 2.4), are negligible due to the large radius of curvature of lenses with such focal lengths. Immediately after the focusing optics the fundamental beam enters vacuum. The focused beam interacts with a noble gas confined in a cell. The gas is released at the repetition rate synchronized with the laser system (10 Hz) by a piezo-electrical valve [142, 143]. The position of the generation medium with respect to the laser focus can be adjusted by means of a translation stage.

The generation chamber is designed to work simultaneously with up to two gas cells. Cells mounted in series were used for the enhancement of the HHG process (see
4.3.2 High-repetition rate HHG source

The high-repetition rate HHG source, shown in Figure 4.14, uses a tight focusing geometry. The setup consists of two parts: generation and characterization, which are separated by a small conically expanding hole for differential pumping. A negatively chirped fundamental pulse enters the vacuum through an anti-reflection coated window.
High-order Harmonic Generation (Wi, see Figure 4.14). The pulse phase is tuned by a pair of AR coated wedges (W). The beam diameter is expanded by an all-reflective telescope (T). The fundamental beam in the generation chamber is focused with an achromatic lens (L) into argon gas provided through a jet (J).

![Figure 4.14: The HHG setup; W - wedge, T - reflective telescope, Wi - vacuum entrance window, L - achromatic lens, J - argon gas jet, DP - differential pumping hole, F - motorized filter mount, G - diffraction grating, MCP - microchannel plate with phosphor screen.]

The fundamental field and high-order harmonic radiation co-propagate through the differential pumping hole (DP) to the characterization chamber, where a home-built XUV spectrometer is placed. The XUV can be separated from the fundamental by metallic filters, such as 200 nm thick aluminum and titanium filters installed in a motorized filter mount (F). The XUV spectrometer provides spatially resolved harmonic spectra by dispersing the beam with a diffraction grating onto a microchannel plate (MCP) detector. The MCP, coated with a CsI layer, can detect radiation up to 250 nm. The MCP phosphor screen is imaged with a CCD camera. The spectrometer is calibrated based on the transmission curves of the metallic filters [139].

4.4 HHG driven by multi-color field

The generation process presented in the previous section is based on the assumption that HHG is driven by a single-color field, usually with carrier frequency of 800 nm. In the two following sections, experiments are presented, where the driving field is modified either by addition of its second harmonic or of low-order odd harmonics [144]. The resulting sub-cycle control allows us to enhance the single atom response (Paper VI) or to optimize phase-matching (Paper VII). In the case of $\omega/2\omega$ experiments even harmonics are generated. Experimentally, HHG using several colors can be controlled by variation of the relative intensity and phase between the fields.

4.4.1 Two-color, $\omega/2\omega$ driven HHG

A two-color field composed of waves with carrier frequency $\omega$ and its second harmonic, $2\omega$, is described as
where \( \phi(\omega) \) and \( \phi(2\omega) \) are the phase of the fundamental and second harmonic fields, and \( r \) is the amplitude ratio. HHG by a two-color field is illustrated in Figure 4.15.

\[
E = E_0 \sin(\omega t + \phi(\omega)) + r E_0 \sin(2\omega t + \phi(2\omega)),
\]

(4.17)

**Figure 4.15:** One and two-color HHG: a) driving field and b) HHG spectra.

The advantages of two-color driven HHG have been pointed out by many groups [145]. One of the very important applications of \( \omega/2\omega \) driven HHG is the possibility to reduce the number of 'recollision' events to once per fundamental pulse cycle, due to the broken symmetry of the process. This relaxes slightly the conditions for isolating a single attosecond pulse and is often added to gating techniques. A combination of \( \omega/2\omega \) and polarization gating (see section 4.1.2), called double optical gating (DOG) [146], has been proposed in Paper V.

We have also investigated (Paper VII) the possibility of controlling phase-matching of the HHG process using two colors and a non-collinear geometry. The odd and even harmonics are generated by different combinations of photons absorbed from the two driving fields. Each combination leads to an emission at a different angle. Denoting \( m_1 \) and \( m_2 \) the number of photons absorbed from the fundamental and second harmonic fields, the \( q^{th} \) harmonic frequency is equal to

\[
q\omega = m_1 \omega + m_2 2\omega,
\]

(4.18)

where \( m_1 \) and \( m_2 \) can be chosen positive and negative corresponding to a sum or difference frequency generation. \( m_1 + m_2 \), which reflects the number of absorbed photons, has to be odd in order to satisfy parity conservation. This photon picture [147], shown in Figure 4.16a, has a corresponding wave picture, where the two waves interfere at the focus creating an intensity pattern to which the medium responds nonlinearly. The intensity pattern at the focus and a far-field HHG spatial profile are shown in Figure 4.16b.

To investigate two-color non-collinear HHG generation, we used a Michelson interferometer (Figure 4.16c). The fundamental field is frequency-doubled and the \( \omega \) and \( 2\omega \) fields are separated by a dichroic mirror. The mirror has high reflectivity at 400 nm and high transmission at 800 nm. The two fields are recombined by the same type of mirror. The delay is roughly adjusted by a manual translation stage, while a sub-cycle delay is introduced by rotation of a thin glass plate. The two beams are
shifted in the transverse direction and focused by a 2 m focal length mirror. They cross at the focus at a small angle.

The non-collinear generation leads to an additional phase-matching factor which can be used to optimize the collective HHG emission, as is described in Paper VII. This factor can be either positive, for sum frequency generated harmonics, or negative for difference frequency generation (Figure 4.16). The $q$-harmonic wave vector generated by the DFG process is longer than that generated by SFG (orange and green wave vectors in the figure). Thus, depending on the sign and magnitude of the collinear wave vector mismatch (see Section 4.2), HHG can be phase-matched on the SFG or DFG side. Moreover, the non-collinear part of the wave vector mismatch can be used to probe the value of the wave vector mismatch in the collinear geometry for each harmonic (see Equation 4.6).

Interference effects arising at small non-collinear angle are also presented in Paper VII.

### 4.4.2 Multi-color driven HHG

The additional degree of freedom given by a combination of $\omega$ and $2\omega$ fields allows the control of the single atom response [148] as well as the phase-matching of the generation process. In a similar manner, HHG can be controlled by other harmonic fields. The fundamental field entering a HHG medium generates all harmonics up to
the cut-off, including rather intense below-threshold low-order frequencies (see Section 4.1.1). These harmonics can be used to modify the sub-cycle fundamental field, thus influencing the HHG process.

We consider the two-color field ($\omega/3\omega$), since the $3\omega$ field should have the largest impact on the generation, because it has the highest field amplitude among all the generated harmonics. The total field can be written as

$$E = E_0 \sin(\omega t) + rE_0 \sin(3\omega t + \Delta \phi), \quad (4.19)$$

where $\Delta \phi$ is the relative phase between the fundamental and third harmonic fields, and $r$ is the amplitude ratio.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.17.png}
\caption{HHG with: a) a single-color field, and a two-color field ($\omega/3\omega$) with relative phase equal to b) 1 rad and c) 4 rad. The first half-cycle of the field is divided into three parts indicating times of tunneling for electrons that do not lead to HHG (no recombination) and electrons with long and short trajectories.}
\end{figure}

The addition of the third harmonic field changes the driving field strength. When the relative phase between the $\omega$ and $3\omega$ fields is equal to 1 rad, the total field has a higher amplitude when the electrons corresponding to the short trajectories are born. The field increase at the instant of ionization leads to an enhanced tunneling probability. Moreover, ionization of electrons that do not lead to HHG (no recombination),
High-order Harmonic Generation

and of electrons traveling on long trajectories, are suppressed. At a the relative phase between the $\omega$ and $3\omega$ fields equal to $4 \text{ rad}$, the effect is reversed leading to suppression of the short trajectory contribution.

**Proof of principle**

As a proof of principle, we have performed experiments using $\omega$ and $3\omega$ fields [144] (see Figure 4.17). The $3\omega$ field is generated using nonlinear crystals and the $\omega$ and $3\omega$ are combined using an interferometer.

The setup presented schematically in Figure 4.18 is a Michelson-type interferometer, where the first part of the interferometer is a two-color $\omega/2\omega$ interferometer (see Figure 4.16). In this part, half of the fundamental field is doubled and the relative delay between $\omega$ and $2\omega$ is compensated by a manual delay stage. Furthermore the IR field polarization is rotated. The two colors overlap in a Type I KDP crystal for sum frequency generation. An addition of $\omega$ and $2\omega$ leads to generation of a third harmonic wave with an efficiency of $\sim 1\%$. The generated wave is recombined with the second part of the fundamental field by a dichroic mirror. The mirror has high reflectivity at 267 nm and high transmission at 800 nm. The sub-cycle delay is introduced by rotation of a thin glass plate placed in the IR beam. The two beams are sent to the high-intensity HHG setup described in Section 4.3.1. The beams enter vacuum via an uncoated UV-enhanced fused silica window. The window introduces a difference in a group delay for the two colors. The delay is compensated in the interferometer. The beams are focused in a pulsed gas cell by a metallic mirror. The enhancement results are presented in Figure 4.20c (see also *Paper VI*).

![Figure 4.18](image.png)

**Figure 4.18:** Two-color $\omega/3\omega$ interferometer; BS - 50:50 beam splitter for 800 nm, DM1 - dichroic mirror with HR@ 400 nm and HT@ 800 nm, DM2 - dichroic mirror with HR@ 267 nm and HT@ 800 nm, SHG - KDP crystal for Type I second harmonic generation, SFG - KDP crystal for Type I sum frequency generation, $\lambda/2$ - half wave plate for 800 nm.

**Dual cell**

A similar effect can be obtained in a much simpler setup. Low-order harmonics can be generated using a gaseous medium instead of a crystal. The medium is placed few centimeters before the HHG cell situated at the laser focus (see Figure 4.19). The
relative phase between the fundamental and low-order harmonic fields is adjusted by controlling the pressure of the gas in the first cell.

The setup has important advantages with respect to the interferometric setup. First the full energy of the fundamental beam can be used (not half as in the case of the interferometric setup). Second, the time and space overlap between the fundamental and the low-order harmonic fields is inherently preserved. In the interferometric setup the overlap is easily affected by the environment (vibration, mechanical drift, temperature changes). Note that it has to be stable at the sub-cycle level, since very small changes in relative phase difference can lead to suppression instead of enhancement of the HHG field.

Experiments using argon gas in the first cell and neon in the second cell are presented in Figure 4.20a. The experimental results are well reproduced by a calculation using the strong field approximation for the single atom response to the two-color field combined with a simulation of the generation of low-order harmonics in the 1st cell. For comparison, results obtained with the interferometric setup are also shown.

The lack of high-order harmonics generated from the argon cell when neon harmonics are enhanced allows us to exclude the interpretation that the enhancement is an effect of single-photon ionization [149–152]. Also, other possible effects leading to enhancement (e.g. field reshaping) were ruled out by an experimental investigation of the fundamental field passing the first cell. Spectral measurements for varying gas pressure allow us to eliminate the field reshaping due to SPM as well as plasma de-focusing.
Chapter 5

Summary and Outlook

The thesis presents two sources of XUV radiation based on high-order harmonic generation installed at the Lund Laser Centre. The sources were constructed for experiments requiring high-flux harmonic beams (source presented in Paper III) and HHG pulses at high-repetition rate (see Paper IV). The work focuses on the construction and development of the sources and the driving laser systems as well as on the optimization of their performances (see Papers I and II). Moreover, a conceptual design of a high-flux gas beamline for a large scale facility, ELI-ALPS, is presented in Paper V.

The two HHG systems were applied to experiments which imaged nano-scale objects. The high-flux HHG source was used for digital in-line holography (Paper VIII), and the high-repetition rate source for photoemission electron microscopy (Paper IX). In addition, the use of multi-color driving fields to manipulate the generation process, both from the microscopic and macroscopic points of view, was investigated. The combination of the fundamental field with its second harmonic in a non-collinear geometry allowed us to probe and control macroscopic properties of HHG (see Paper VII). The addition of low-order odd harmonics in a collinear geometry resulted in an enhancement of the single atom response (Paper VI).

The thesis describes the driving lasers of the two HHG sources: the high-power 10 Hz laser system and a newly built OPCPA system. The amplification techniques used in the two lasers are described. OPCPA systems have the potential to replace Ti:Sapphire lasers as drivers for HHG sources. This is especially true at high-repetition rate, where traditional amplifiers are limited.

The two sources are constantly developed and their performances improved. The high-repetition rate system profits from the feedback of the application in electron microscopy. To optimize the source for the application, we extensively investigated the dependence of the generated XUV spectrum on CEP of the fundamental pulses. Also to assure long term stability of the system, we built a soft-shell clean-room.

The mutual interaction between the OPCPA laser system, HHG source, and PEEM led to the first improvement of the spatial resolution of recorded images with respect to previous experiments using a 1 kHz repetition-rate HHG setup at LLC (see Paper IX).

PEEM carried out with this source (providing a relatively high number of photons) was limited in resolution due to strong space-charge effects, when a sample was placed
at the focus of the XUV. Thus, the photon number per shot had to be artificially reduced by approximately a factor of 300. The large attenuation combined with the 1 kHz repetition rate resulted in a low average number of photo-emitted electrons available for detection, and hence, in a long acquisition time for a PEEM images. Therefore, the obtained resolution was at the level of 200 nm [22] (the fundamental limit of our PEEM is 20-50 nm). A PEEM image of 200 nm thick Ag nanowires taken by using this source is shown in Figure 5.1a.

![Figure 5.1: PEEM images of 200 nm thick Ag nanowires taken with: a) 1 kHz repetition rate HHG system (400 s exposure time) and b) 200 kHz OPCPA system (3 s exposure time).](image)

The same type of nanowire was imaged by using HHG radiation obtained with the OPCPA laser (see Figure 5.1b). The exposure time was decreased by more than a factor of ten while an image quality improvement by a factor of 2-3 was observed. Future studies are necessary to confirm that using the high repetition rate HHG source we can reach the resolution limit of our electron microscope.

Furthermore, steps have been taken towards combining the high spatial resolution of the PEEM with attosecond time resolution. For this purpose an IR-pump – XUV-probe setup is under construction. The setup will be a Mach-Zehnder-type interferometer with the splitting and recombination realized by holey mirrors. First tests show that the energy provided by the OPCPA system is sufficient even if 50% of the laser power is taken from the generation arm into the probe arm. Nevertheless, an upgrade of the OPCPA system is planned, which should significantly increase the laser energy, and make pump-probe applications much easier. Furthermore, as was presented in Paper I, a beam amplified by the OPA process is exposed to parasitic nonlinear conversions and spatio-temporal distortions, which might lead to a reduced HHG efficiency. Thus, a combination of spatio-temporal diagnostics together with simulations is foreseen to address the problem. It is also planned to increase the pressure in the gas jet in order to achieve phase-matching.

The high-power HHG source has been recently rebuilt to facilitate very loose fo-
cusing geometry. Now, a focusing geometry of 9 m is used, which according to the scaling described in this thesis allows the exploitation of a higher laser pulse energy. First experimental measurements give a HHG pulse energy in Ar above the 11th harmonic of approximately 2 µJ. Simultaneously, the setup is prepared for high-intensity applications. For this purpose a refocusing system based on a Wolter-type assembly of two toroidal mirrors has been installed. The setup is able to focus the XUV radiation to a spot size of 3 µm. Using the above values, an intensity of $4 \times 10^{14}$ W/cm² per harmonic pulse could be reached, assuming 20 fs duration, and 30% transmission through Al filters. Further increase of the energy could be achieved by enhancement of the single atom response following a two-cell generation principle, as discussed in Paper VI.
I Temporal and spatial effects inside a compact and CEP-stabilized, few cycle dual-stage OPCPA system at high repetition rates
We describe an OPCPA system and study the parametric process in terms of temporal and spatial pulse shapes. I worked on the construction of the OPA part of the system and f-to-2f interferometer during my secondment at Venteon in the spring 2012 (three months) as well as after the system was installed in Lund. I contributed to the manuscript by feedback and discussions.

II Compression of TW class laser pulses in a planar hollow waveguide for applications in strong-field physics
We present a post-compression scheme for high-energy CPA laser systems. The compression allowed us to obtain <15 fs pulses with energy up to 40 mJ with our TW scale system. The post-compressed pulses were used for HHG. I took part in the optimization of the laser system, in the pulse post-compression, and HHG experiments.

III A high-flux high-order harmonic source
We present a source of high-flux high-order harmonics generated in gases. Moreover, we theoretically examine the macroscopic conditions for absorption-limited conversion efficiency and optimization of the HHG source output energy for high-energy laser systems. I took a major role in the optimization of the driving laser system, construction of the HHG setup, acquisition of data, and their analyses. I wrote the manuscript.

IV Carrier-envelope phase dependent high-order harmonic generation with a high-repetition rate OPCPA-system
We present a high-repetition rate high-order harmonic source driven by the Lund OPCPA laser system. HHG is studied as a function of the driving pulse CEP. I led the experimental activity, analyzed the data, and partly drafted the manuscript.
V Conceptual Design Report for a gas HHG beamline at ELI-ALPS
We present a conceptual design for a gas beamline at the Extreme Light Infrastructure (ELI) - Attosecond Light Pulse Source (ALPS) facility. I was responsible for proposing a gating technique for single attosecond pulse generation at two phases of the facility development. I wrote the corresponding part of the report.

VI Efficient high-order harmonic generation boosted by below-threshold harmonics
We demonstrate an enhancement method for the high-order harmonic process. I took a major role in the experimental part of the work: design of an interferometric setup, data acquisition, and analysis of the data from both two-cell and interferometric experiments. I performed classical simulations, which led to the interpretation of the enhancement process. I participated in writing the manuscript.

VII Macroscopic Phase Effects in Noncollinear High-order Harmonic Generation
We study high-order harmonic generation in a two-color non-collinear geometry. The technique allows the measurement and control of macroscopic phase-matching effects. I took part in the preparation of the experimental setup and data acquisition. I contributed to the writing of the paper through feedback and discussions.

VIII Digital in-line holography on amplitude and phase objects prepared with electron beam lithography
We demonstrate a method to produce samples with arbitrary phase and amplitude properties, and to measure these properties in digital in-line holography. I worked on the optimization of the HHG source parameters, especially preparing the driving laser system for the experiment. I have contributed to the writing of the paper through feedback.

IX Imaging localized surface plasmons by femtosecond to attosecond time-resolved Photoelectron Emission Microscopy - "ATTO-PEEM"
In this book chapter experiments towards imaging of localized surface plasmons with attosecond temporal resolution are reviewed. I took part in the work by providing the OPCPA and HHG beams to the experiment, including the re-focused HHG beam into the PEEM experiment. I contributed to the writing of the manuscript through feedback.
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Abstract: We present a compact and ultra-stable few-cycle OPCPA system. In two non-collinear parametric amplification stages pulse energies up to 17 µJ at 200 kHz repetition rate are obtained. Recompression of the broadband pulses down to 6.3 fs is performed with chirped mirrors leading to peak powers above 800 MW. The parametric amplification processes were studied in detail employing (2 + 1) dimensional numerical simulations and compared to experimental observations in terms of spectral shapes, pulse energy, spatial effects as well as delay dependent nonlinear mixing products. This gives new insights into the parametric process and design guidelines for high repetition rate OPCPA systems.

©2013 Optical Society of America

OCIS codes: (190.0190) Nonlinear optics; (190.4410) Nonlinear optics, parametric processes; (190.4970) Parametric oscillators and amplifiers; (320.7090) Ultrafast lasers.

References and links

Temporal and spatial effects inside a compact and CEP-stabilized, few cycle dual-stage OPCPA system at high repetition rates

1. Introduction

In recent years the number of scientific applications requiring intense few-cycle laser pulses with a stable Carrier Envelope Phase (CEP) has rapidly grown. During the last ten years Ti:sapphire-based amplifier systems with subsequent pulse compression stages have been the workhorses especially in the field of High Harmonic Generation (HHG) and attosecond physics. Meanwhile this technique has reached limitations with little potential for further scaling in average power or repetition rate. A lot of effort is presently devoted to the development of the alternative approach of parametric amplifier systems [1, 2]. Optical Parametric Chirped Pulse Amplification (OPCPA) systems are able to directly provide a broad amplification bandwidth and are scalable in terms of output power and repetition rate. Direct amplification of few-cycle laser pulses into the mJ-regime [3, 4] has been shown in a variety of wavelength regimes from the visible to the mid-infrared [5–7]. Combining several Optical Parametric Amplifier (OPA) stages, even the single cycle limit comes within reach and pulse durations well below 5 fs have been demonstrated [8, 9]. The CEP of few-cycle pulses is an important parameter for applications such as photoionization [10] or HHG [11], and furthermore many experimental applications (e.g. photoemission electron microscopy [12]) will benefit from a higher repetition rate due to shorter integration times, higher photon flux, and increased statistics. In the range from 100 kHz up to 1 MHz some multi-μJ systems have been reported [13, 14], emitting up to 22 W of average power with elaborate laboratory set-ups [15]. Although in principle thermal effects are negligible in OPA based systems, absorption of the infrared idler or multi-photon absorption can lead to limitations of average power [16]. CEP-stable few-cycle OPCPA systems operated above 100 kHz have recently been used successfully for HHG into the cutoff regions [17] showing the potential of this technology. Even lower energies in the μJ range have been shown to be sufficient for HHG with few-cycle pulses [18, 19]. As experiments for XUV and attosecond spectroscopy are...
getting more and more complex, there is a strong need for reliable, long-term stable, and user-friendly light sources.

In this paper we present a compact OPCPA system at 200 kHz repetition rate which is able to deliver CEP-stable few-cycle pulses with high peak power. The setup is designed for maximum compactness, low complexity, and low noise in order to bring the OPCPA technology to the next step towards compact and reliable light sources, ideally suited for many types of nonlinear light-matter interaction experiments. The easy and robust setup provides excellent noise performance and CEP stability with pulse durations as short as 6.3 fs. A CEP stabilized octave-spanning seed oscillator provides the ultra-broadband signal and the narrowband seed for the Yb-based pump amplifier without further nonlinear spectral shifting. After two subsequent Non-collinear Optical Parametric Amplifier (NOPA) stages up to 17 µJ of pulse energy is demonstrated. The NOPA design in the case of high pulse repetition rates with moderate pump energies requires tight focal spot sizes and comparably large crystal lengths for efficient parametric amplification. Therefore, the influence of spatial as well as walk-off effects has to be taken carefully into account. To investigate various experimentally observed spatial phenomena occurring along with the NOPA in the chosen Poynting-Vector-Walk-off Compensation (PVWC) geometry we used our (2 + 1) dimensional propagation simulation code [20]. Temporal, spatial, and cascaded effects were investigated and compared to the experimental results. Additionally the influence of the temporal delay between signal and pump pulse in the OPA to the spatially observed nonlinear mixing products are examined. These features might be useful for future novel stabilization schemes (see e.g [21]). The remarkable agreement between simulation and experimental results increases the confidence in the (2 + 1) dimensional approximation which can provide vital support for designing future OPCPA systems.

2. Experimental setup

An overview of the experimental setup of the OPCPA system is given in Fig. 1. It consists of a CEP stabilized broadband Ti:sapphire oscillator, and an ytterbium doped fiber preamplifier seeding two separate rod-type fiber amplifiers which are operated in parallel. After pulse compression and Second Harmonic Generation (SHG), they individually pump the two parametric amplifier stages which are followed by a chirped mirror compressor and an f-to-2f interferometer. The whole system fits on a compact footprint (150 x 210 cm) and is boxed for low amplitude and CEP noise. The Ti:sapphire oscillator (VENTEON | PULSE: ONE OPCPA SEED) delivers an octave spanning spectrum from 600 nm – 1200 nm with an average output power of 240 mW at 80 MHz. The outer edges of this spectrum are filtered and sent into a self-referencing f-to-2f interferometer for CEP stabilization. The feedback to the oscillator is implemented by pump power modulation via an acousto-optic modulator, whereas slow drifts are corrected by moving the intra-cavity wedge pair by a motorized stage. This way, a low rms phase noise of 80 mrad (3 Hz – 1 MHz) and a long-term locking for more than 12 hours can be achieved. After filtering for CEP locking, more than 90% of the output power is still available. A dichroic filter extracts the long wavelength part, centered at 1030 nm, from the oscillator spectrum to seed the fiber amplifier. Due to the large fundamental bandwidth, no external spectral shifting in e.g. nonlinear fibers is required to reach the fiber amplification band with sufficient seed energy of more than 40 pJ, which greatly enhances the noise performance and long-term stability of the amplifier seed. In addition, no coupling or soliton effects are affecting the timing jitter between pump and signal pulses of the OPCPA, which is especially important when using pump pulses below 1 ps. The main spectral region from 650 nm – 1020 nm, which still supports sub-6 fs pulses, with 2.5 nJ of pulse energy is used as signal radiation for the subsequent NOPA stages.
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Fig. 1. Experimental setup of the OPCPA system: SHG: Second Harmonic Generation; NOPA: Non-collinear Optical Parametric Amplifier; DCM: Double Chirped Mirrors; f-to-2f: interferometer for the carrier envelope phase measurement.

Before coupling into the three-stage fiber preamplifier which includes two pulse pickers, the infrared light centered at 1030 nm is spectrally filtered and temporally stretched by a Chirped Volume Bragg Grating (CVBG, 27 ps/nm, 16 nm FWHM) with an efficiency of 75%. The advantages of this approach are the monolithic and thereby drift-free design and the small footprint of the stretcher arrangement, which can be implemented within the oscillator housing. After preamplification to about 300 mW at 200 kHz repetition, the output of the preamplifier is divided into two beam lines for seeding two independent 80 cm long rod-type fibers (NKT, DC 285/100 PM-Yb-ROD) for power amplification. The advantages of this parallel approach are the reduced pulse energy and average power in each main amplification stage compared to a one-stage amplifier, and the possibility to optimize the pump pulse energies and pulse durations for the NOPA stages independently. The fiber main amplifiers deliver an average power of 20 W for the first and 23 W for the second amplification stage before compression. Nevertheless, the stretched pump pulse duration obtained from the CVBG limits the pulse energy in the fiber amplifier due to nonlinear effects. While in the present implementation the focus was on compactness and reduced complexity of the stretcher unit, further energy scaling could therefore be realized in the future by implementing a different stretching concept, e.g. with a much less compact and stable grating sequences.

Pulse compression is optimized to maximum parametric yield and performed by a second CVBG matched to the stretcher with an efficiency of 57% (first stage) and by a GRISM with 67% efficiency (second stage). The GRISM was used instead of a designated third CVBG due to the higher efficiency together with the better pulse and beam quality. After frequency doubling, pump energies of 27 µJ are available for the first stage and 44 µJ for the second stage, with pulse durations of around 500 fs as derived from the measured intensity autocorrelations of the compressed infrared pulses.

Parametric amplification of the seed pulses takes place in two BBO crystals whereby broadband phase matching is achieved by non-collinear interaction of pump and signal beam in the crystals. For the first parametric amplification stage, the temporal overlap of signal and pump pulses are controlled by a translation stage, while the pulse duration of the broadband Ti:sapphire signal is adapted to the pump pulse duration. Subsequently, the chirp of the signal
pulse is reduced with chirped mirrors to optimize the pulse duration for optimum temporal overlap in the second BBO crystal. After both NOPA stages, a chirped mirror compressor with more than 80% efficiency is used to compress the pulses down to the final pulse duration.

3. Experimental results

In the first NOPA the pump beam is focused down to a $1/e^2$-beam radius of 175 µm and temporally and spatially overlapped with the signal which exhibits a slightly smaller radius of 110 µm. The angle between signal and pump corresponds to 2.4° to achieve the most broadband phase matching. For the given pump energy, the PVWC geometry was chosen with a crystal length of 5 mm. Amplification from 1.25 nJ (at 80 MHz) up to 4.5 µJ (at 200 kHz) was achieved. Due to the temporal stretching of the broadband signal in glass, air and BBO, the pulse duration after the first stage is stretched to 420 fs (measured with SPIDER). The positive chirp of the seed is slightly reduced using two bounces on a chirped mirror pair (VENTEON, 600-1200 nm, $-120 \text{ fs}^2$ / pair at 800 nm).

The second NOPA is operated with the same crystal parameters with approximately 270 fs input pulse duration and 3.4 µJ pulse energy of the signal. The input beam is focused down to 170 µm radius. For the pump, with energy of 44 µJ, a slightly larger spot size of 270 µm was chosen to keep the intensity on the BBO crystal below 100 GW/cm$^2$ to avoid crystal damages. Here, amplification up to 17 µJ is achieved, corresponding to an optical-to-optical power conversion efficiency of 31% from pump to signal. The spectral bandwidth after the second NOPA spans more than 450 nm (at $-10 \text{ dBc}$) (see Fig. 2(a)) and supports a pulse duration of 4.9 fs. Due to short pump pulses and corresponding moderate stretching, pulse compression with a chirped mirror compressor is possible. The simple, compact, and drift-free compressor uses 12 reflections in double-pass configuration and shows an overall throughput above 80%. The mirror dispersion is designed for compensation of the BBO crystal, air, and fused silica. The pulse duration after compression is measured as 6.3 fs (see Fig. 2(b)) using a commercial SPIDER system (VENTEON | PULSE: FOUR SPIDER).

After pulse compression, a small fraction of the beam (approx. 300 nJ) is separated and sent to an f-to-2f interferometer. The interference pattern (see Fig. 3(a); approx. 4000 spectra from an USB-spectrometer, Avantes AVASPEC-2048-USB2) allows to determine directly the CEP. With a slow feedback loop for thermal drift compensation, an excellent stability of 68 mrad over 15 min could be reached (see Fig. 3(b)), showing the high intrinsic stability of the compact system.

The low noise of the fiber-based amplifier in combination with a low timing jitter between signal and pump pulses result in high stability of the average output power which is measured to be below 0.5% over 100 min after a certain warm up time. CEP and power stability measurements are performed without any active delay stabilization. This intrinsic stability...
was obtained by the optical synchronization between signal and pump pulse, the single pass pump amplification, the completely boxed and compact setup in combination with water cooling at several points of the system to enhance the thermal stability.

The combination of µJ-level energy with high repetition rate and few-cycle pulses with excellent CEP stability makes this system an ideal source for high-intensity applications such as ionization or HHG.

4. Numerical simulations and spatial effects

For a better understanding of the temporal and spatial effects during the parametric amplification, we performed extensive numerical modeling of the amplification process including two spatial as well as the time dimension. This simulation is based on solving the linear and nonlinear propagation equations for the ordinary and extraordinary polarized waves. The spatial behavior is treated in two dimensions in order to describe the non-collinear propagation, including phase matching, as well as walk-off and focusing/diffraction effects. Further details about the numeric are given in a previous publication [20]. The parameters for the simulation of the two amplification stages, such as spot sizes, pump energies, and pulse durations are taken from the experiment. The seeding signal field for the first NOPA was taken from the measured spectral amplitude and phase from the Ti:sapphire oscillator. The phase matching angle \( \Theta \) can be precisely chosen to reproduce the experimental situation e.g. via the spectral position of the distinctive dip caused by the parasitic SHG. The non-collinear angle \( \alpha \) between signal and pump as well as the delay between both pulses are adapted in the simulation to reproduce the experimentally observed spectrum.

A comparison between the experimental results and the results from the simulation are shown in Fig. 4(a). For angles \( \Theta = 24.35^\circ \) and \( \alpha = 2.43^\circ \), the spectral structures as well as the spectral bandwidth match very well the experimental results. For a quantitative extraction of pulse energies from the calculations, radial symmetry of the beam is assumed, and the signal beam radius is taken to be the measured one. For 27 µJ of pump energy, an amplification from 1.25 nJ to 4.4 µJ is calculated which is very close to the 4.1 µJ obtained in the experiment. The energy slopes from simulation and experiment are compared in Fig. 4(b). Again the simulation is capable to predict the output of the OPCPA stage with high accuracy.

The results from the first NOPA together with the dispersion of the chirped mirrors in between both stages are used as input with the measured beam sizes for modeling the second amplification stage. For the second stage \( \Theta = 24.2^\circ \) and \( \alpha = 2.36^\circ \) lead to the best match between experimental and simulated spectra with optimized temporal delay (see Fig. 4(a)). The simulation is able to reproduce the spectral shape and bandwidth of the signal. Also for
the second amplification stage, the signal vs. pump energy slope is comparable to the measurement (see Fig. 4(b)).

The agreement between the simulation and experiment prove the correctness of the algorithm and allows for predicting the performance of the OPCPA in different situations. This is especially helpful in finding optimum beam waists for signal and pump or comparing both Tangential Phase Matching (TPM) and PVWC geometry with respect to efficiency, beam profile, and compressibility. The numerical model indicates that with 27 µJ of pump energy a crystal length of 5 mm is required to reach a conversion efficiency of > 10%. For such crystal lengths the PVWC geometry is preferable due to better compressibility around 650 nm. Furthermore, in TPM there is a strong angular deviation from the collimated signal beam in this spectral region which leads to a distorted beam profile of the signal. This spatial distortion makes the TPM geometry less favorable for the chosen crystal length and given pump energies.

Since the model predicts the angular distributions of signal and idler beams as well as of all other phase matched mixing products, we are able – for the first time to our knowledge – to perform a direct comparison between experiment and simulations of the non-collinear parametric process including spatial angle distribution and delay dependence including all mixing products. This provides unprecedented insight into the different processes. In Fig. 5, the simulated angle and frequency distribution of the first parametric amplification stage in the chosen PWVC geometry is shown. For experimental access, a screen with a hole for the intense pump beam is placed behind the first parametric amplification stage, and the angular distribution for several delays is recorded with a digital camera (Nikon D300, see inset Fig. 5 and Fig. 6(c)). The angle axes of these pictures are rescaled to the propagation angles inside the nonlinear crystal by compensating for the BBO surface refraction.

The transversal spatial dimension of the model is indicated as the central line (CL) of the photograph (see inset Fig. 5 marked with white dots). The other dimension of the image belongs to the third spatial dimension which is not included in the simulation. Identification of the observed features in Fig. 5 can be easily done in the model by turning on and off the different nonlinear effects and the separate consideration of the ordinary (o) and extraordinary (e) polarization within the simulation. The feature (A, e) around alpha = 0° is attributed to the intensive pump at 515 nm (0.58 PHz) not visible on the photo due to the hole in the screen. At α = 2.5° the broadband amplified signal spanning from 0.27 PHz to 0.46 PHz (B, o) with the likewise phase matched parasitic SHG to 0.68 PHz (C, e) is visible in the simulated data corresponding to a bright white signal spot in the photograph from the experiment. Due to energy and momentum conservation the corresponding idler is generated in the infrared between 0.12 PHz and 0.33 PHz and spatially dispersed between α = −2.5° to −10° (D, o). This idler wave is broadband phase matched for a SHG process, which leads to the bright
green to red feature in the visible wavelength region between $-2.5^\circ$ and $-5^\circ$ (E, e). The predicted colors and angles from the simulation fit well with the observations from the experiment.

![Graph showing frequency vs angle for different wavelengths](image)

**Fig. 5.** Results of the numerical model with the parameters from the first parametric amplification stage. For comparison the visible wavelength range are shaded. The picture shows the 515 nm pump (feature A) at alpha = 0°, the broadband seed (between 0.27 - 0.46 PHz, B) with the parasitic SHG at 0.7 PHz (C). Also visible is the spectral dispersive idler wave in the infrared (IR) region (D) at negative angles with frequency doubling to the visible (VIS) region (E) together with further mixing products in the visible (F, G, I). The inset shows a photograph taken from a screen behind the first BBO crystal with a hole for the pump light.

Apart from these well-known beams also a few other mixing products show up in good agreement with experimental observations; now, their origin can be identified: i) The visible feature at $\alpha = 5.1^\circ$ (F, o) is explained by a simultaneously phase matched DFG process where the parasitic SHG (C) around 0.68 PHz of the signal (B) at $\alpha = 2.5^\circ$ serves as pump radiation and the infrared idler (D) around $-6.8^\circ$ as seeded idler. The extension from feature (F) to larger angles and lower frequencies is following the corresponding phase matching curve. ii) A phase matched SFG process of the part of feature (F) around 5.4° and 0.48 PHz with the infrared part of the signal (B) around 0.29 PHz and 2.5° leads to the small blue spot (G, e) visible at 4.3°. iii) The red feature (H, o) located next to the SHG of the idler at $\alpha = -2.5^\circ$ can be explained as super-fluorescence and occurs in the simulation only by adding white noise resulting in a signal following the phase matching curve with the corresponding infrared idler (I, o) at positive angles between 2.5° and 10°. iv) No clear explanation has been found for the tiny green spot (J, e) around $-5.4^\circ$ which occurs in both experiment and simulation with a slight angular offset. The offset can be attributed to the re-scaling of the photograph (see Fig. 5 inset and Fig. 6(c)) to match the internal angles, where the difference between ordinary and extraordinary refractive index was neglected. Furthermore the change of the refractive index for the different propagation angles in the extraordinary polarization was neglected in the conversion from the spatial frequencies used in the simulation to the propagation angles in Fig. 5 and Fig. 6(a).

In Fig. 6 the temporal delay between signal and pump was changed between $-500$ and $+600$ fs in steps of 67 fs, and for each delay the angular intensity distribution was determined by integration over the visible spectral region (shaded area in Fig. 5). The results are shown in Fig. 6(a) and compared to a series of photographs as in Fig. 5. The zero position of the delay axis is chosen to match the simulation. In the simulation, zero delay means signal and pump
pulse ideally overlapping in time at the beginning of the crystal. Positive delay means that the
signal is ahead of the pump pulse. Due to the different dispersion properties of ordinary and
extraordinary propagation, a delay of around +200 fs leads to the optimum amplification. By
integration over the three color channels from the central line of each photograph shown in
Fig. 6(c), a more quantitative representation of the angular distribution can be extracted (see
Fig. 6(b)). Due to saturation/nonlinear response of the photo camera sensor, no robust
statements concerning relative intensities can be extracted, but still the overall agreement is
quite remarkable; several mixing products only appear around the optimal delay where signal
and idler are most broadband and intense. At large negative delays, the super-fluorescence
signal at $\alpha = -2.5^\circ$ is most prominent and almost vanishes at the ideal delay. The green spot at
$\alpha = -6^\circ$ also shows a strong delay dependence, and is only present in a range of +100 fs up to
+600 fs.
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Fig. 6. a) Integration over the spatial power distribution of the visible wavelength range given
from the results of the numerical simulation of the first amplification stage as a function of the
relative delay between signal and pump. b) Shows the evaluation of the photographs from the
experiment (given in 6c) taken from the experiment after the first parametric amplification
stage with delay variation in steps of 67 fs between signal and pump.

The spatially and temporally resolved analysis presented here can be easily extended to
the TPM geometry. There, it has been shown in [21], that some mixing products can be
successfully used for stabilization of the relative delay or the CEP of the amplifier output. For
the PVWC geometry, so far no nonlinear mixing product usable for CEP stabilization has
been identified. Delay stabilization can be most easily done by detecting the spectral wings of
the second harmonic of the idler which show an opposite dependence on delay for the high
and low frequency edges (see Fig. 6(b)). Figure 6 reveals even more delay dependent signals,
but their usability for stabilization has to be further investigated.
5. Conclusion

In this work an OPCPA system with high repetition rate and few-cycle CEP-stable pulses has been presented. Energies of more than 10 µJ have been generated with high conversion efficiency. Due to the compact and robust system design, low noise below 0.5% rms for the output power and below 70 mrad for the CE phase error could be obtained. The system is thus ideally suited for applications requiring high peak power such as HHG or photoionization. Further up-scaling of the system is possible by extending the stretching of the pump pulses into the ns-regime. For the given pump energy of 27 µJ for the first and 44 µJ for the second pump stage, 5 mm long BBO crystals and relatively small focal sizes are required for high conversion efficiencies. In this case the PVWC geometry is favorable. Extensive numerical simulations with the model from [20] show a remarkable agreement with the experimental observations. Both, angular distributions as well as the energy scaling curves are well predicted. A complete comparison of the numerically calculated and experimentally observed angular distribution of all phase matched nonlinear mixing products within the parametric process has been presented. The investigation of the delay dependence of the observed signals might lead to useful delay or CEP stabilization schemes.

The agreement between experiment and simulation reveals the potential of the model to establish design criteria for future short pulse OPCPA systems. As the simulation is easily adapted to different nonlinear crystals and wavelength ranges, it allows for novel insights into phase matching conditions and the expected nonlinear mixing products while providing the best geometry and focal sizes for the respective experimental parameters. This is especially important for high repetition rate OPCPA systems with limited pump energy, smaller focal sizes, and longer crystals. The analysis emphasizes the importance of spatial effects and gives some novel insight into the colorful and rich physics involved in the nonlinear process.
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We demonstrate pulse post compression of a TW class chirped pulse amplification laser using a planar hollow waveguide scheme. A waveguide throughput of 80% was achieved for 50 mJ input pulse energy. Good focusability was found and after compression with chirped mirrors sub-15 fs pulse duration was obtained with SPIDER measurements. The viability of this post compression scheme for applications in strong-field physics is demonstrated by generating high-order harmonics in a pulsed Ar gas jet.

Few-cycle laser pulses, i.e., pulses so short that the pulse envelope encloses only a few (in the extreme just one) cycles of the carrier frequency, have become indispensable tools in optics and related sciences, such as high-order harmonic generation (HHG) [1] and attosecond science [2], strong-field physics [3], and acceleration of particles [4]. While low-energy, few-cycle pulses can today routinely be obtained from Titanium : Sapphire based ultrafast oscillators [5], the output of chirped pulse amplification (CPA) femtosecond lasers hardly reaches below 20 fs (FWHM) pulse duration, mostly due to gain-bandwidth-narrowing. Typical Titanium-Sapphire based CPA lasers, found in research laboratories today, have pulse duration in the range of 25-100 fs and pulse energies in the mJ to hundreds of mJ range. Thus, there is a strong need for pulse post compression.

The two most prominent schemes for pulse compression to the few-cycle regime are based on strong spectral broadening due to nonlinear propagation in either a noble gas filled hollow capillary [6] or in a self-guided filament [7] and subsequent compression with chirped mirrors. Few-cycle pulses from a hollow capillary compressor allowed for the first time the generation of single-attosecond pulses in the XUV spectral region via HHG [8]. Due to ionization inside the capillary and nonlinear coupling to higher order capillary modes with stronger attenuation the output pulse energy of a hollow capillary compressor rarely exceeds 1 mJ. Attempts to increase the energy output of hollow capillary compressors require advanced optical engineering [9], or advanced capillary engineering [10], and often exhibit low efficiency [11].

Pulse compression employing self-guiding in a laser filament, which forms as consequence of a dynamic equilibrium between self-focusing and plasma defocusing [12], in practice is also limited to output pulse energies of about 1 mJ, mainly due to the onset of multiple filamentation, spatial chirp, and angular dispersion [13, 14]. Consequently, only the center of the output beam is spectrally homogeneous and can be recompressed to a few-cycle pulse.

A scheme that potentially scales much more favorably to high pulse energy than hollow capillaries and filamentation was proposed by Nurhuda and Midorikawa [15]. By use of planar hollow waveguides for post compression the pulse energy can easily be up-scaled by increasing the beam size in one spatial direction, while keeping the intensity inside the waveguide at levels benefiting efficient self-phase modulation, but limiting ionization. In the first implementation, strong deterioration of the beam profile along the unguided direction was observed due to 1-dimensional self-focusing [16]. Shortly after, some of the current authors showed that by carefully controlling experimental parameters such as gas pressure and waveguide length, a balance between spectral broadening and beam deterioration can be achieved and demonstrated pulse compression at the 10 mJ level with up to 80 % wave guide throughput and good focusability [17–19]. A theoretical model describing a stability regime for further up-scaling of the planar hollow waveguide compression scheme was identified [18, 20].

In the current work, we present experimental results of pulse post compression of a TW class CPA laser in a gas-filled planar hollow waveguide with up 50 mJ input pulse energy. The compressed pulses were fully characterized in terms of beam profile, focusability, and pulse duration.

In the current work, we present experimental results of pulse post compression of a TW class CPA laser in a gas-filled planar hollow waveguide with up 50 mJ input pulse energy. The compressed pulses were fully characterized in terms of beam profile, focusability, and pulse duration. The viability of the compressed pulses for applications in high-field physics is demonstrated by generating high-order harmonics in a pulsed Ar gas jet. The harmonic cut-off is significantly increased compared to using longer driving laser pulses without the post compressor.

**Figure 1.** (color online). Sketch of the experimental setup.
Figure 1 sketches our experimental setup. Pulses of up to 50 mJ pulse energy at 10 Hz repetition rate and pulse duration of 45 fs, centered around 800 nm are focused with a cylindrical focusing mirror (f=2 m) onto the input of the planar hollow waveguide. The pulse energy can be adjusted by a λ/2-plate and a polarizer installed before the grating compressor of the CPA chain. The waveguide is comprised of two parallel, highly polished slabs (Plan Optik GmbH) made of Borofloat glass with dimensions 500x40x10 mm³ with a gap of 2a = 127 µm between them. The gap is matched to the width of the line-shaped laser beam at the waveguide entrance \( w_{\text{beam}} \approx 0.735 a \), where \( w_{\text{beam}} \) is the Gaussian half-width \( (1/e)^2 \); this condition facilitates maximum coupling efficiency into the fundamental waveguide mode. The waveguide is located inside a gas cell with thin (2.2 mm), broadband anti-reflection coated fused silica windows in both ends. The gas cell is approximately 3 m long in order to avoid detrimental nonlinear interaction with the windows. After the gas cell, the output beam of the waveguide is collimated with an identical cylindrical mirror and passed through a chirped mirror compressor. After compression the beam is sent to a high-order harmonic generation setup and generated harmonic spectra are recorded with a flat-field, XUV photon spectrometer. 

The gas cell, in which the waveguide is located, was filled with Ar at pressures up to one atmosphere. The waveguide throughput is higher than 80% in vacuum, proving good coupling to the fundamental mode. The theoretical throughput for a 50 cm long waveguide with 127 µm separation is 86% for the fundamental mode. The throughput does not decrease up to 400 mbar of Ar, indicating that losses due to ionization and nonlinear coupling to higher order modes are small. For Ar pressure beyond 500 mbar the transverse mode breaks into a number of filaments, unusable for pulse compression. At the same time, the waveguide throughput drops, reflecting increased losses due to stronger nonlinear propagation effects and stronger ionization.

Fig. 2a) shows the spectra observed at the input and output of the waveguide for pulse energy of 50 mJ at vacuum and 200 mbar and 400 mbar of Ar. For the evacuated gas cell, the spectrum slightly broadens probably due to parasitic nonlinear interaction with the windows, which thus should be located as far away from the waveguide as possible. When the gas cell is filled to 400 mbar of Ar, an about four-fold increase of the spectral width is observed with the spectral wings spanning from 700-900 nm. The broadening is only slightly blue-shifted, identifying self-phase modulation as the main source of spectral broadening with only small contribution from plasma related blue-shifting [21]. The spectrum obtained at 400 mbar of Ar supports a transform limited pulse duration of 13 fs. The spectra were measured at the center of the output beam. It should be noted that along the unguided waveguide direction, spectral broadening is maximum at the beam center and smaller at the wings. The inhomogeneous spectral broadening also leads to different transverse pulse duration after compression, with the shortest pulse obtained at the beam center and longer pulse duration at the wings [18].

![Figure 2. a) Spectra observed at the waveguide input (solid black) and output (dashed) for the case of evacuated waveguide and for 200 mbar (blue) and 400 mbar (purple) of Ar. b, c) Focusability of the guided (green) and free (blue) waveguide directions, illustrated in terms of beam caustics for the waveguide under vacuum (b) and filled with 400 mbar of Ar (c). The displayed beam sizes correspond to second order moments. The left insets shows the output mode at vacuum and the right at 400 mbar of Ar.]

Before moving on to measuring the pulse duration after compression, we study the transverse beam profile and focusability of the waveguide output, which both are important criteria for pulse compression in planar hollow waveguides. If the waveguide output is not focussable to a small spot size, pulse post compression will not result in an increase of the focussable peak intensity. As discussed in [18], the focusability in the non-guided waveguide direction inevitably diminishes; first, due to the spatially inhomogeneous spectrum and second due to a pulse front deformation resulting from the beam center propagating slower (due to the Kerr-effect) than the wings. The second effect is essentially introducing an astigmatism, which however can easily be compensated by translating the collimating cylindrical mirror. The insets in Fig. 2b) and 2c) show the transverse mode observed at the output of the gas cell in case of vacuum (b) and 400 mbar of Ar (c). Modulational instability due to 1-dimensional self-focusing deteriorates the mode along the unguided waveguide direction. As self-phase modulation and self-focusing are the spectral and spatial manifestations of the Kerr-nonlinearity, transverse break-up of the mode ultimately limits the maximum spectral broadening and thus the shortest achievable compressed pulse duration [18]. To delay the onset of mode break-up, the laser beam profile was spatially filtered before the grating compressor of our CPA chain by focusing onto a conical pinhole made of fused silica. The transverse mode structure does not reduce the focussable intensity significantly.
The focusability is investigated, after carefully attenuating the beam with reflections from uncoated wedges, by focusing the beam with a thin \( f=2 \text{ m} \) focal length lens onto the chip of a CCD camera, which is moved along the optical axis in the vicinity of the geometrical focus. Fig. 2b) and c) show the beam radius as function of position for the guided and the free waveguide directions for the evacuated waveguide (b) and filled with 400 mbar of Ar (c). The beam size is extracted from the images by computing second order moments \( \sigma_{x,y} \). For Gaussian beams \( 2\sqrt{\sigma_{x,y}} = w_{x,y} \), where \( w_{x,y} \) is the Gaussian beam radius \( (1/e^2) \). Indeed, the beam sizes obtained by moment theory are very close to beam sizes obtained from fitting a Gaussian profile, indicating that the focal spot is single-peaked and close to Gaussian shape. The focusability in terms of a \( M^2 \)-parameter is obtained by fitting a parabola to the beam caustic (beam size vs. propagation direction) [22]. For the case of vacuum, fitting the caustics gives \( M^2 \approx 1.28 \) and \( M^2 \approx 1.32 \) in the guided and free waveguide directions, respectively. While for the guided direction, due to spatial cleaning from the waveguide, very good focusability can be expected, the focusability in the free waveguide direction is extraordinary good for a TW class laser system. For a filling pressure of 400 mbar, the focusability in the guided direction remains approximately unchanged, while in the free direction the minimum beam size increases by a factor of \( \approx 1.6 \). At the same time, the focal position moves towards the lens, exhibiting a slight astigmatism, which however is easily removed by moving the cylindrical collimation mirror behind the waveguide.
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**Figure 3.** (left) Typical temporal pulse profile (black) obtained from SPIDER measurements compared to simulations (grey). (right) Spectrum and spectral phase from SPIDER measurement, \( E_i = 50 \text{ mJ}, 400 \text{ mbar} \text{ Ar} \).

The waveguide output is compressed by passing the beam through a chirped mirror compressor, comprised of four chirped mirrors (Layertec, 2") with eight bounces in total and six bounces from custom made mirrors (VENTEON, 20 × 30 mm\(^2\)). After careful attenuation, the compressed pulses are characterized with a commercial few-cycle SPIDER (VENTEON). Dispersion can be fine tuned by transmitting the beam through a pair of AR-coated fused silica wedges. Note that the wedges can only be put after strongly attenuating the beam. If put between the collimating cylindrical mirror and the chirped mirror compressor, filaments form inside the wedges.

Thus, for actual experiments with the waveguide output, dispersion has to be coarsely adjusted by the number of bounces from the chirped mirrors without fine dispersion control. Fig. 3a) shows a typical SPIDER retrieval of the compressed temporal pulse profile (black) in optimized conditions for 50 mJ pulse energy at the waveguide input and a filling of 400 mbar Ar. Individual measurements exhibit a large spread in retrieved pulse duration due to shot-to-shot pulse energy fluctuations, typical for low repetition rate TW class lasers. We performed ten SPIDER measurements, with retrieved duration spreading from 13.4 fs to 17 fs: the average pulse duration was 14.3 fs. Fig. 3b) shows the retrieved spectrum together with the spectral phase. The spectral phase is reasonably flat, indicating that the chirped mirror compressor is well suited to compress the waveguide output.

After having demonstrated strong spectral broadening, high throughput, good focusability, and sub-15 fs pulse duration, we use the compressed pulses to drive HHG, where short pulse duration and high focal intensity (exceeding 10\(^{14}\) W cm\(^{-2}\)) are inevitable ingredients. High-order harmonic generation essentially is a strong-field effect and is most easily explained by the semi-classical three-step model [23], where first, close to each peak of the incident electric field an electron wavepacket is born in the continuum after tunnelling through the potential barrier, formed by the superposition of the Coulomb potential and the laser field. Second, the wavepacket picks up kinetic energy in the laser field and finally, as it eventually returns to the parent ion and recombines, its kinetic energy is emitted as high-energy XUV photon. The process repeats every half-cycle of the driving laser field, corresponding to the emission of a train of attosecond pulses. The spectrum is comprised of discrete odd order harmonics of the driving field frequency, whereas the spectral width of individual harmonics decreases with increasing number of contributing half-cycles. The highest energy \( E_{\text{max}} \) in a HHG spectrum is related to the driving field intensity by the cut-off law \( E_{\text{max}} = 3.17U_P + I_P \), where \( U_P \) is the ponderomotive energy (average energy of an electron in an AC field with \( U_P \propto I_{\text{max}} \)), \( I_P \) is the ionization potential of the gas, and \( I_{\text{max}} \) is the peak intensity of the driving field.

In practice, for multi-cycle generating pulses the cut-off energy is rather determined by macroscopic phase-matching and propagation effects. Strong ionization of the gas medium leads both to reshaping of the fundamental field due to plasma-defocusing as well as to termination of HHG due to plasma-related unfavorable phase-matching conditions. Thus generating with shorter pulses, two main effects should be observed: first, a broadening of the individual harmonics due to less half-cycles contributing to the generation process and second a higher cut-off energy due to higher peak intensity as well as due to plasma-related effects setting in later for shorter pulses.

The chirped mirror compressor was slightly changed for high-order harmonic generation. In total eight
bounces from the Layertec CMs and two bounces from Venteon CMs were used, respectively to accommodate for 2.7 mm of fused silica (output window of the gas cell and input window of the harmonic generation setup) and for about five meters of air, required to collimate the waveguide output, compress the pulses, and enter the harmonic generation setup. It should be noted that the compressed pulse energy reaching at the harmonic setup was distinctively lower than the waveguide output. While \( \approx 40 \text{ mJ} \) can be observed at the output of the waveguide (50 mJ at the input), the compressed pulse energy available for harmonic generation was \( \approx 20 \text{ mJ} \). The losses are mostly due to cutting on the limited apertures of vacuum windows and chirped mirrors. The compressed waveguide output is loosely focused with a spherical mirror \((f=2 \text{ m})\) into a dilute Ar gas jet. The harmonic spectrum is recorded with a flat-field XUV photon spectrometer.

Fig. 4 shows HHG spectra obtained in two different situations, using long pulses \( \approx 45 \text{ fs} \) circumventing the waveguide setup (blue) and using the waveguide filled with 400 mbar of Ar (red). The pulse energy in both cases was \( \approx 20 \text{ mJ} \). The result is obvious; with increased gas pressure in the waveguide, the individual harmonics become broader and the cut-off energy increases, indicating that the pulse from the waveguide compressor is significantly shorter and more intense. Furthermore, the harmonics generated from waveguide compressed pulses feature rich transverse spatial structure (see inset), where each of the harmonics exhibits a triangular shape with higher XUV photon energy on-axis compared to the wings. Such behavior is not observed with the long pulses. We believe that this behavior is related to a spatial variation in the dipole phase or to propagation effects [24]. As the waveguide output features a transversely inhomogeneous spectral broadening and consequently transversely varying pulse duration, the pulse might undergo complicated spatio-temporal couplings upon focusing in combination with nonlinear propagation. Although interesting in itself the particular shape of the harmonics is beyond the scope of this article and might be discussed in another publication.

In conclusion, we have demonstrated that pulse post compression in planar hollow waveguides is a viable tool to approach the few-cycle pulse duration regime with typical TW CPA lasers, which are currently operated in laboratories around the world. In this work 50 mJ input pulses could be compressed to sub-15 fs pulse duration. A carefully designed chirped mirror compressor should in the future allow for 70% total energy efficiency (input-to-output). The pulse energy range presented here currently is and most likely will remain not easily accessible with competing compression schemes, such as hollow capillaries or filamentation. Furthermore, the planar hollow waveguide still bares large potential for energy up-scaling. Up-scaling can most easily be discussed in terms of the B-integral acquired by the beam during nonlinear propagation inside the waveguide,

\[
B = \int_{z=0}^{L} k_0 I(z) n_2 P_z dz \approx k_0 I_0 n_2 P_L
\]  

where \( k_0 \) is the wavenumber at the carrier frequency, \( I_0 \) is the intensity at the waveguide input, \( n_2 \) is the nonlinear refractive index for Ar at atmospheric pressure, \( P \) is the gas pressure given in atmospheres, and \( L \) is the length of the waveguide. For the current experiment, the B-integral accumulated in the waveguide is \( B \approx 8 \). While a higher B-integral would lead to stronger spectral broadening, inevitably the transverse beam profile would disintegrate, resulting in an unusable beam. Consequently, energy up-scaling must be achieved, while keeping the B-integral constant. Obviously, increasing the beam size in the unguided direction provides a trivial way to up-scale the pulse energy: further control knobs are intensity, gas pressure, length of the waveguide, and type of gas. The intensity however should be kept below a level of strong ionization \((\approx 7 \times 10^{13} \text{ W cm}^{-2} \text{ in the current experiment})\) in order to avoid plasma-related absorption and nonlinear coupling to higher waveguide modes. By e.g. using generalized Keldysh PPT theory [25] to calculate the amount of ionization one can estimate that the intensity for the case of Ne or He can be increased by factors of \( \approx 3 \) and \( \approx 5 \), respectively. The lower nonlinearity \((\approx 7 \text{ times for Ne and } \approx 33 \text{ times for He})\) has to be compensated by higher pressure inside the waveguide. Considering the degrees of freedom sketched above, an up-scaling to input pulse energies in the range of hundreds of mJ seems straightforward, offering a possibility to expand the concept of pulse post compression to lasers with tens of TW peak power.
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We develop and implement an experimental strategy for the generation of high-energy high-order harmonics (HHG) in gases for studies of nonlinear processes in the soft x-ray region. We generate high-order harmonics by focusing a high energy Ti:Sapphire laser into a gas cell filled with argon or neon. The energy per pulse is optimized by an automated control of the multiple parameters that influence the generation process. This optimization procedure allows us to obtain energies per pulse and harmonic order as high as 200 nJ in argon and 20 nJ in neon, with good spatial properties, using a loose focusing geometry ($f_s \approx 400$) and a 20 mm long medium. We also theoretically examine the macroscopic conditions for absorption-limited conversion efficiency and optimization of the HHG pulse energy for high-energy laser systems. © 2013 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported License. [http://dx.doi.org/10.1063/1.4812266]

I. INTRODUCTION

High-order harmonics generated by the nonlinear interaction of an intense ultrashort laser pulse with atoms or molecules are now used in many fields of physics. The interest in the generated radiation results from unique features like tunability over the extreme ultraviolet (XUV) and soft x-ray (SXR) spectral regions (reaching several keV1,2), excellent beam quality,3 and ultrashort pulse duration down to the attosecond range.4 High-order harmonic generation (HHG) sources are well established in many research areas such as attosecond science5 or femtosecond spectroscopy6 and have become interesting for high-resolution imaging,7,8 free-electron-laser seeding,9 and nonlinear optics in the XUV and soft x-ray (SXR) spectral regions (reaching several keV1,2), excellent beam quality,3 and ultrashort pulse duration down to the attosecond range.4

II. MODEL FOR LOOSE FOCUSING HHG

High-order harmonic generation with high conversion efficiency requires optimization of both the microscopic and macroscopic properties of the process. The microscopic response is well described by a semi-classical three-step model.11,12 In every half-cycle of the driving wave, electrons can tunnel through the distorted atomic potential barrier, being then accelerated in the intense laser field. Depending on the release time into the continuum, the electrons may return to the parent ion and recombine, emitting an XUV photon. The trajectories of these electrons can be divided into two groups called short and long, depending on the excursion time in the continuum. HHG requires laser intensities in the range of $10^{14}$ W/cm$^2$–$10^{15}$ W/cm$^2$ depending on the selected gas.
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Macroscopically, the total HHG signal is a coherent sum of the photons emitted from different atoms in the medium. For a given harmonic order \( q \), constructive addition occurs along the propagation direction over the so-called coherence length \( L_{coh} = \pi/\Delta k_f \). Here, \( \Delta k = qk_1 - k_q \) is the wave-vector mismatch along the propagation direction between the generated field and the laser-induced polarization at frequency \( q\omega \). In order to maximize the coherence length, the wave-vector mismatch must be minimized. A non-guiding focus geometry this can be done through the interplay between the four sources of wave-vector mismatch,

\[
\Delta k = \sum_{\Delta k_a} + \sum_{\Delta k_n} + \sum_{\Delta k_p} + \sum_{\Delta k_d}.
\]

The negative contribution \( \Delta k_d \) originates from the Gaussian beam phase gradient along the propagation direction \( z \). \( \Delta k_n \) and \( \Delta k_p \) describe the neutral and free-electron dispersion which have opposite sign and are proportional to the gas pressure. To explicitly outline this linear dependence, we write \( \Delta k_n = \frac{\partial (\Delta k_n/p)}{\partial p} \) where the partial derivative is now pressure independent in the following. \( \Delta k_d \) is the gradient of the so-called dipole phase which is proportional to the intensity gradient and is small for the short trajectories but large for the long ones.

Under our experimental conditions, the short trajectories dominate the HHG process. If only these trajectories are considered in Eq. (1), the dipole contribution can be neglected and the wave-vector mismatch can be minimized by canceling the plasma dispersion and Gaussian beam phase gradient with the neutral dispersion. For a fixed generation geometry, the degree of ionization in the medium determines the pressure, \( p_{match} \), for which the phase is matched. For each harmonic order, \( p_{match} \) is defined as

\[
p_{match} = \frac{\Delta k_d}{\partial (\Delta k_n/p) + \partial (\Delta k_p/p)}.
\]

For a given medium, harmonic order, and focal length, the only variable parameter is the free-electron contribution which is proportional to the degree of ionization \( \partial (\Delta k_f/p)/\partial p \propto \sigma_{ion} \), and consequently can be adjusted by changing the laser intensity. The equation requires the intensity to be low enough so that the contribution due to neutral dispersion dominates over the free-electron dispersion. This defines a maximum ionization degree \( \sigma_{ion}^{max} \), typically a few percent, above which phase-matched generation is not possible.

Figure 1 shows the variation of \( p_{match} \) in argon as a function of the degree of ionization for three harmonic orders and two different focusing geometries. \( p_{match} \) tends towards infinity when \( \sigma_{ion} \) reaches \( \sigma_{ion}^{max} \). At low degree of ionization, the phase-matching pressure varies little both with pressure and with harmonic order. Considering that the dipole response is highest at the highest intensity, one could assume that the most efficient generation is possible at high pressures and at intensities that support an ionization degree around \( \sigma_{ion}^{max} \). High intensities, however, lead to steep gradients of \( \sigma_{ion} \) in the longitudinal and radial directions within the generation volume, confining phase-matched generation to a small volume and leading to transient phase-matching.

For high-energy laser systems, an increase of the absorption-limited HHG intensity can be achieved by scaling up the \( f_0 \), i.e., by increasing the focal length for a certain initial beam diameter. The conversion efficiency can be held constant when changing the focal length if the laser pulse energy, the gas pressure, and the medium length are scaled appropriately. Using Gaussian optics and Eqs. (2) and (3), we derive the following scaling relations: \( E_l \) (laser energy) \( \propto f^2 \) in order to keep the same intensity at focus, \( p_{match} \propto f^2 \) since \( \Delta k_f \propto 1/f^2 \), and \( L_{med} \propto f^2 \). This ensures constant conversion efficiency.

\[
L_{abs}(p) = \frac{kT}{p^{\sigma_{ion}^{max}}},
\]

where \( k \) is the Boltzmann constant, \( T \) the temperature, and \( \sigma_{ion} \) the ionization cross-section. Following the argumentation of Constant et al., the harmonic yield is then maximized when the medium length, \( L_{med} \), is at least three times the absorption length. This allows to define an optimum medium length under phase-matched conditions, \( L_{med}^{opt} = 3L_{abs}(p_{match}) \). For example for the 21st harmonic in Ar, \( f_0 = 400, T = 300 K, \sigma_{ion}^{max} = 2 \times 10^{-21} m^2, p_{match} \approx 5 \text{ mbar} \), and consequently \( L_{med}^{opt} \approx 5 \text{ mbar} \), and consequently \( L_{med}^{opt} \approx 5 \text{ mbar} \), and consequently \( L_{med} \approx 5 \text{ mbar} \) should be chosen to be at least 12 mm.
Figure 2 illustrates these scaling relations in the case of argon, with the following parameters: 800 nm wavelength, a 45 fs pulse duration, an intensity of $1.5 \times 10^{14} \text{ W/cm}^2$ at focus, and an initial beam diameter of 10 mm. A laser pulse energy of 10 mJ requires a focal length of approximately 5 m and a generation pressure of a few mbar to efficiently generate harmonics.

III. HIGH-ORDER HARMONIC EXPERIMENTAL SETUP

Our HHG setup consists of three sections: generation, diagnostics, and application (see Figure 3). The sections are connected by vacuum tubes with a diameter $\phi = 40 \text{ mm}$. The generation section is mounted on stiffly connected optical tables. The diagnostics section together with the application chamber are mounted on a rail system. This allows us to adjust the distance between the vacuum chambers depending on the focusing geometry in order to avoid damage of optical elements placed after the generation by the fundamental laser field. It also provides vibration isolation and high stability.

High-order harmonics are generated by loosely focusing a high energy laser beam into a noble gas. The fundamental laser beam is apertured down by a variable diameter iris (I), typically between 9 and 30 mm and focused by a lens (L). Control of the beam size allows for re-adjustments of the focusing geometry ($f_\#$) as well as laser energy and intensity distribution at focus. Thus it allows us to optimize phase-matching in a simple way. Directly after the focusing optics, the beam enters the generation chamber. The entrance UV fused silica window is mounted at a small angle to avoid back propagation of the reflected light to the laser system. The beam propagates inside a 100 mm diameter vacuum tube and is folded by mirrors (M) mounted on small breadboards placed in 6-way crosses. Alternatively, the laser beam can be focused by a mirror at near-normal incidence placed in one of the vacuum crosses. The focused beam interacts with the noble gas confined in a cell (PGC). The cylindrical cell has a diameter of typically 0.5 mm and a length between 3 mm and 20 mm. The gas is released at the repetition rate of the laser by a valve driven by a piezo-electric actuator and synchronized with the laser pulse. The opening and closing times are optimized for maximum harmonic signal. Simulating the gas distribution in the cell, we found a small pressure gradient from the middle of the cell, where the gas is injected, towards the ends of the cell, where the pressure abruptly drops. The cell is mounted on an X-Y motorized stage. Additionally, two motorized actuators control the tilt of the cell with respect to the incoming beam. In order to optimize the position of the cell relative to the laser focus the gas cell is additionally placed on a 6 cm long-range translation stage moving along the propagation direction (Z).

The generation chamber is designed to work simultaneously with up to two gas cells. The cells can be mounted in parallel or in series. The parallel configuration allows for the generation of two independent harmonic beams while the serial configuration can be used for the enhancement of the HHG process using low-order harmonics generated in the first cell. In both configurations, the generated harmonic beam propagates collinearly with the fundamental radiation in vacuum ($10^{-6} \text{ mbar}$) to the diagnostics chamber. Elimination
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of the fundamental is achieved by using 200 nm thick aluminum filters (F). The filters are mounted on a manual translation stage placed at the entrance of the diagnostics chamber, and controlled from the outside of the vacuum chamber.

The alignment of the setup is based on the beam position at the entrance iris and a reference point inside the diagnostics chamber. The precise alignment of the gas cell with respect to the laser beam is done by motorized control of the cell’s four axes (XY and two tilts). The reference point and gas cell are monitored by cameras equipped with variable focal length objectives.

At the center of the diagnostics chamber, a gold-coated flat mirror (RM) mounted on a rotation stage is used to send the XUV beam to the different instruments or, when the mirror is removed, towards the application chamber (Fig. 3). The HHG spectra are measured by a flat-field grating spectrometer (XS, Jobin-Yvon PGM-PGS 200). The spectrometer detects spectrally-resolved far-field spatial profiles of individual high-order harmonics in the XUV spectral range. Low-order harmonics are detected using a vacuum ultraviolet monochromator (VS, McPherson 234/302). The vacuum ultraviolet spectrometer is equipped with an MCP detector coated with CsI allowing HHG diagnostics in a range from 50 to 250 nm. Additionally, spatial profiles and energy measurements are carried out using a back-illuminated XUV-CCD (Andor iKon-L) camera (XCCD). To attenuate the HHG beam for these measurements we use one or two 200 nm thick aluminum filters.

IV. RESULTS

This section presents measurements of high-order harmonics generated in argon and neon. The driving laser system is a high-power Ti:Sapphire chirped-pulse-amplification-based laser system delivering 45 fs pulses with up to 100 mJ energy at 10 Hz repetition rate. Before compression, the laser beam is spatially filtered with a conical pinhole mounted in a vacuum chamber. The pinhole waist, approximately 500 μm, is placed in a focal plane of a 1.7 m focal length lens. The laser beam diameter is 30 mm at the entrance to the harmonic setup. The laser beam position and angle are actively stabilized.

Figure 4 presents typical integrated harmonic spectra for (a) argon and (b) neon, recorded by the XUV spectrometer. The driving laser beam, with 20 mJ energy in case of argon and 24 mJ in case of neon, was focused by a 4 m lens in a 20 mm long cell. The HHG cut-off energy is 45 eV (29th harmonic) in argon whereas in neon it reaches 91.5 eV (59th harmonic). Under these conditions the total measured harmonic energy per laser shot is 1.15 μJ for argon and 0.23 μJ for neon. These values correspond to conversion efficiencies of 5 × 10⁻⁵ for argon and 8 × 10⁻⁶ for neon. Due to the high sensitivity of the XUV camera to the infrared radiation, the harmonic beam energy is measured within the aluminum filter’s transmission window, i.e., between 14 eV and 71 eV, corresponding to harmonic orders between 11 and 45. The measurement procedure, similar to the one described by Erny et al., is based on XUV-CCD recorded background-subtracted images. The images are integrated to obtain the total number of counts. The total number of photons is estimated based on a calibration curve from the manufacturer. The individual harmonic energy is obtained by multiplying the total HHG beam energy with the relative intensity of each harmonic measured by the spectrometer. The spectrum is corrected for the folding mirror reflection (based on data from Henke et al.), the grating efficiency, and the measured aluminum filter transmission. The estimated pulse energy per harmonic is shown as dots in Figure 4. The most prominent harmonic, both in argon and neon is the 21st harmonic (32.5 eV). Its energy is 250 nJ in argon and 30 nJ in neon. These values are comparable to previous results obtained by Takahashi et al.

To find the optimum high-order harmonic energies an automated optimization procedure was carried out. This procedure is briefly summarized here. The important parameters to control are: fundamental beam energy and diameter (before focusing), gas pressure, and gas cell position relative to the laser focus. The energy of the fundamental beam is varied by an attenuator consisting of a half-wave plate mounted on a motorized rotation stage and a polarizer. We use a motorized
variable iris to change the diameter of the fundamental beam before focusing. The distance between the center of the cell and the fundamental beam waist is varied by moving the cell. Finally, the gas pressure in the cell is adjusted by controlling a voltage applied to the cell nozzle’s piezoelectric disks. We record a set of harmonic spectra while varying these four parameters in an automated way. Either the total HHG energy or the energy of a single harmonic can be optimized. Our optimization procedure allows us to routinely obtain HHG energies at the level of several hundred nJ in argon and a few tens of nJ in neon.

An example of the automated optimization is presented in Figure 5, where we investigated the dependence of the intensity of the 21st harmonic generated in argon as a function of the driving laser energy and gas pressure for three iris diameters. The signal is normalized to the maximum obtained for 21st harmonic. The recorded data show that for increasing iris size (decreasing $f_r$), the required laser energy decreases and the phase matching pressure increases in agreement with our model prediction (see Fig. 1). Similar optimization in neon shows, as expected, a higher $p_{\text{match}}$. The optimum iris diameter corresponds to the longest Rayleigh range (the highest $f_r$) for which the phase-matching conditions can be achieved, while keeping a high enough intensity at focus. It assures the highest HHG beam energy as is shown in Sec. II.

Figure 6(a) shows the spatial profile of high-order harmonics generated in argon and transmitted through an aluminum filter. The corresponding orders are between 11 and 45. The back-panel shows that the intensity distribution is almost perfectly Gaussian. Similar high quality Gaussian beams were generated in neon. The high spatial quality of the generated beams is due partly to the spatial quality of the driving beam, and partly to optimized phase-matching along the propagation axis. In our conditions, IR and XUV beams distortion due to nonlinear and plasma effects are negligible.

The generated beams divergence carries information about the contribution from the electronic trajectories. The divergence of the “short trajectory” harmonic beam is usually much smaller than for the “long trajectory” harmonics. For the 21st harmonic generated in argon, the divergence of the beam resulting from the long trajectory is 14 times higher than that from the short trajectory. The different divergence is a consequence of a larger accumulated phase on the long trajectories. The analysis of the harmonic beam divergence shows that the main contribution to HHG in our conditions comes from the short trajectories. The contribution from the long trajectories is visible on the analyzed CCD images as a weak background.

To estimate the spatial coherence of the HH beam, we performed a double-slit experiment. The degree of coherence of the HHG beam can be estimated from the fringe contrast in the diffraction pattern. The slits used in this experiment had a width of 40 μm, a slit separation of 400 μm, and were located 1.5 m from the source. Figure 6(b) shows a cross-section of the double-slit diffraction pattern obtained with a single shot exposure. The experimental data were fitted with
a theoretical intensity function formed by the sum of diffraction patterns of the different harmonic wavelengths within the transmission window of the filter. The best fit was found with a degree of coherence of 0.8, in good agreement with previous measurements.\(^5\)

**V. SUMMARY AND OUTLOOK**

We have developed a high-energy HHG setup, working in a loose focusing geometry, generating a total energy per laser pulse of a microjoule in argon and a few hundred nJ in neon. The source is designed for future studies of nonlinear processes in the XUV spectral range. The high harmonic pulse energies together with their high spatial coherence allow us to reach high peak intensities. For example, an intensity of \(2 \times 10^{14} \text{ W/cm}^2\) per harmonic pulse could be reached by focusing the HHG beam generated in argon using a broadband grazing-incident mirror, assuming a 3 \(\mu\text{m}\) focal spot size, 20 fs duration, and 30\% transmission after reflection and filtering by an Al filter.

Our theoretical analysis of phase-matching in the absorption-limited case provides a simple guide for scaling HHG properties to high laser energies. For example we estimate that with \(E_T = 1 \text{ J}, f = 50 \text{ m}, p = 0.01 \text{ mbar}, \text{ and } L_{\text{nrad}} = 6 \text{ m}, \text{ harmonic pulses with energy as high as 70 } \mu\text{J could be reached.}

Further increase in energy could be achieved by modifying the single atom response, e.g., using a double-cell scheme.\(^22\) Our current beam line includes the option to drive the HHG process with two cells or to use an interferometric setup in order to combine the fundamental with itself, its second or third harmonic (\(\omega_2, \omega_3, \text{ and } \omega_4\)), thus providing a large range of options for modifying the driving field.

Our experimental results combined with the above considerations show that HHG has the potential to provide intense ultrashort pulses reaching the intensity levels required for nonlinear experiments in the XUV spectral range.
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1. Introduction

High-order harmonic generation (HHG) is a well-established method for the production of extreme ultraviolet (XUV) light pulses with attosecond duration [1]. This unique time scale has allowed a large number of groundbreaking experiments, such as the observation of the motion of valence electrons [2] or the measurement of photoionization time delays [3, 4] (see [1] for a more extensive review of possible applications).

The development of attosecond science strongly relies on the progress of ultrafast laser sources. Over more than twenty years, Chirped-Pulse Amplification (CPA) systems based on Ti:Sapphire technology have been used to drive XUV attosecond sources at repetition rates up to a few kHz. Many applications in attosecond science will however strongly benefit from attosecond sources operating at higher repetition rates, i.e. in the MHz range [5, 6, 7]. Examples of such applications are measurement schemes involving coincidence detection of two or more particles, which requires a low number of events per laser shot [8], but a large number of events per second to build up statistics. A different kind of application is in the field of surface science [9] where often space charge effects, in particular in applications involving imaging can be a serious obstacle. To compensate for this limitation, it is advantageous to operate at lower peak photon flux but higher average photon flux, i.e. higher repetition rate.

Optical parametric chirped pulse amplification (OPCPA) systems [10] are based on four-wave mixing in a nonlinear crystal, using as input waves, a stretched seed pulse and pump pulses of matched duration. The seed pulse is amplified while an idler pulse is generated. The current limitations in conventional amplifiers, such as gain narrowing and thermal lensing, are avoided in parametric amplification. OPCPA systems are especially advantageous for the production of low-energy, high-repetition rate pulses (1 MHz) [11, 12, 13] but are also developed for the production of few-cycle pulses with tens of mJ energy [14].

In this paper we present a HHG source driven by a compact OPCPA laser producing CEP-stable 8 fs, 10 µJ pulses, at 850 nm central wavelength, and 200 kHz repetition rate. To achieve intensities sufficient for efficient HHG, we focus the laser beam using an achromatic lens with 5 cm focal length into a high pressure gas jet. We observe a
harmonic spectrum, which exhibits a strong CEP-dependence in the whole range. The results are compared to simulations based upon the Strong Field Approximation (SFA). The OPCPA system and HHG source are described in Section 1 and 2. The results are shown and discussed in Section 3.

2. Optical Parametric Chirp Pulse Amplification system

The laser system, sketched in Fig. 1, is composed of three parts: a broadband Ti:Sapphire oscillator, an Yb-based fiber amplifier, and a two-stage Non-collinear Optical-Parametric Amplifier (NOPA). The Ti:Sapphire oscillator produces an octave-spanning spectrum supporting pulses with durations below 5 fs at a repetition rate of 80 MHz. The spectral wings (blue boxes in the oscillator spectrum in Fig. 1) are filtered out and sent into an f-to-2f interferometer for CEP stabilization. A fast loop assures a CEP stability over more than 12 hours with an error below 80 mrad (3 Hz - 1 MHz). A small part of the oscillator spectrum around 1030 nm (10 nm bandwidth and 40 pJ of pulse energy) serves as seed for the fiber pump laser. Note that optical seeding of the fiber pump laser intrinsically synchronizes pump and seed in the NOPA stages leading to a small residual drift (tens of fs) due to slow refractive index changes. The main part of the spectrum (600 to 1020 nm, 2.5 nJ) seeds the OPCPA.

Figure 1. The OPCPA system; PCF - photonic crystal fiber, CVBG - chirp volume Bragg grating, SHG - second harmonic generation in BBO crystals, PSDC - pump-signal delay control, NOPA non-collinear optical parametric amplification in BBO crystals, α - non-collinear angle, θ - phase-matching angle, DCM - double chirp mirror.
The fiber amplifier is based on chirped-pulse amplification. The seed pulse from the oscillator is stretched to 250 ps in a Chirped Volume Bragg Grating (CVBG, 27 ps/nm) before it enters a pre-amplifier unit. The pre-amplifier consists of three fiber amplifiers. Two pulse pickers (an electro-optical and an acousto-optical) located between the three amplifiers are used to break down the repetition rate from 80 MHz to 200 kHz. After pre-amplification, the pulses are split into two independent main amplifier arms. Each arm incorporates a Yb-based photonic crystal rod-type fiber (NKT, DC 285/100, PM-Yb-ROD) and a compressor. The beam, from the first rod-type amplifier, is compressed with a CVBG with a dispersion curve opposite from that of the stretcher. An additional compressor, located before the rod-type fiber, compensates the dispersion the pre-amplifier and the rod-type amplifier. The beam out of the second rod-type amplifier is compressed with a GRISM (GRating-prISM combination). The two stages provide 20 and 23 W IR-average power respectively.

The fiber output is frequency doubled in two BBO crystals to 6.5 and 8.9 W, corresponding to 27 and 44 µJ energy per pulse (at 200 kHz). The two beams at 515 nm (pulse duration approximately 500 fs) pump the two parametric stages, amplifying the signal pulse from the Ti:Sapphire oscillator. For each NOPA stage, the delay between the seed and the pump is controlled by a manual translation stage (PSDC). Additionally, the first stage includes a motorized delay stage for automatic delay stabilization. To achieve a large amplification bandwidth, the seed and pump beams are non-collinearly crossed at an angle of about 2.4 deg in a 5 mm long Type-I BBO crystals. Phase-matching is achieved by choosing an angle of 24 deg between the pump beam (with polarization along the extraordinary axis) and the optical axis of the crystal. Since the seed, with polarization along the ordinary axis, propagates between the optical axis and the pump, the pump experiences a spatial walk-off towards the seed. This configuration, called Poynting-Vector-Walk-off Compensation (PVWC) geometry, is advantageous compared to non-PVWC geometry since it reduces the spatial distortion of the amplified beam as well as increases the compressibility [15]. The seed pulse is stretched to about 420 fs by transmission through a pair of BK7 wedges, the dispersion of the air path between the oscillator and the first NOPA stage and the dispersion of the first BBO crystal. After the amplification in the first NOPA-crystal (4.5 µJ), the pulse is pre-compressed by two reflections at a Double Chirp Mirror pair (-120 fs^2) to approximately 200 fs. The second NOPA-stage amplifies the signal to 15 µJ and the final compressor, based on the same type of DCMs, compresses the pulse in 16 bounces to below 7 fs [16]. A small part of the compressed beam (< 60 mW) can be used for a second f-to-2f interferometer to correct for slow CEP changes, caused mostly by thermal variations. The compressed output beam has an energy of 10 µJ per pulse at 200 kHz repetition rate.

3. High-order harmonic generation setup

The CEP-stable pulses from the OPCPA are sent into an HHG setup, illustrated in Figure 2. The setup comprises two chambers, one for the generation and one for the
detection, separated by a small conical expanding hole used for differential pumping. Thus, the pressure in the generation chamber can be as high as $10^{-2}$ mbar (with a gas load), while that in the detection chamber remains below $10^{-7}$ mbar.

Figure 2. Experimental setup for HHG including a wedge pair, a telescope, and a vacuum chamber composed of a generation chamber and a characterization chamber hosting the XUV spectrometer.

The fundamental pulses are negatively chirped to pre-compensate additional dispersion of optical components used in the HHG setup, i.e. the vacuum window and the focusing lens. Fine tuning of the dispersion is carried out by a pair of BK7, anti-reflection coated, wedges mounted on a motorized translation stage. After the wedge-pair, the beam propagates through an all-reflective telescope, where the beam diameter is expanded from 2 to 5 mm and enters the vacuum chamber through a 0.5 mm-thick anti-reflection coated window. The fundamental beam is focused with an achromatic lens ($f = 5$ cm) into an effusive Ar-gas jet. However due to the large bandwidth of the pulses a small effect of chromatic aberration remains. According to the design data of the lens, the position of the focus varies by about $60 \mu$m within a wavelength range from 650 to 1000 nm, which is comparable to the estimated Rayleigh length ($50 \mu$m). Figure 3 shows the spectral phase of the pulse obtained from a dispersion-scan measurement [17] after the lens and its reconstructed temporal pulse profile. With the central wavelength of 850 nm and a measured pulse duration of 8.4 fs the pulse includes 3 optical cycles under the full width at half maximum.

The Ar-gas jet exits a 90 $\mu$m wide nozzle, with a 4 bar backing pressure. The nozzle is located as close as possible to the laser beam by using a three-axis translation stage. A short focal length implies a small interaction volume and a steep Gouy-phase gradient across the focus with consequences for HHG phase matching. In order to compensate for both small volume and steep Gouy-phase gradient, a high gas density is needed. Focusing the fundamental beam with an $f$-number around 10 implies that a generation pressure $P_{\text{opt}}$ of a few bars is needed to achieve phase matching [5]. The gas pressure
used in the present setup is limited by the pumping system and is estimated to be below 1 bar. Thus, high-order harmonics are not generated phase-matched and a large contribution from the long electron trajectory emission is expected if the gas target is placed at the laser focus [18]. The gas target is therefore located behind the laser focus, so that the short trajectory contribution to HHG is selected.

The generated high-order harmonic radiation and the fundamental IR laser pulses enter the characterization chamber through the differential pump hole. The HHG beam can be separated from the fundamental by metallic filters, e.g. 200 nm-thick aluminum or titanium filters installed in a motorized filter mount. The XUV radiation is characterized with a spectrometer equipped with a cylindrical diffraction grating (Hitachi, 600 lines/mm), a Micro Channel Plate (MCP), and a phosphor screen. The MCP is coated with a CsI layer in order to extend its sensitivity range in the VUV region. Spatially-resolved harmonic spectra are recorded by imaging the phosphor screen with a CCD camera. The spectra are calibrated in photon energy using the well known transmission edges of different filters [19].

4. Results

Figure 4 (a) shows a typical harmonic spectrum in Ar from 25 to 50 eV. A spectrum integrated over the central region delimited by the dotted white lines is presented in Figure 4 (b). The harmonics are spectrally broad, with a continuous behavior above 40 eV (cut-off region).

In Figure 5, we present a HHG spectrum as a function of the wedge position (see wedge pair in Fig. 1). Moving the wedge pair changes the carrier-envelope phase of the IR-pulses, and the overall dispersion of the pulse, which affects the pulse duration and intensity. Such a scan takes less than a minute, so that laser instabilities (e.g. CEP fluctuations) are negligible. About 30 μm BK7 glass shifts the carrier-envelope phase by π while the change in pulse duration is negligible. The scan shown in Fig. 5 spans over a variable glass thickness of 1.6 mm and both CEP and intensity effects are visible. Below 1.8 and above 2.4 mm, the pulse is considerably chirped and the laser intensity is too
Figure 4. a) Spatial beam profile of high-order harmonics at the MCP phosphor screen after energy calibration of the lower axis. The integration of the spatial profile (using only the marked region) leads to the HHG spectrum shown in b).

Figure 5. HHG spectrum scan over the BK7 wedge position. The influence of the change of the carrier-envelope phase over the whole HHG spectrum is clearly visible as well as the influence of the material dispersion on the IR pulse duration.

low to efficiently generate high-order harmonics. HHG is efficient with about 2.1 mm of BK7, corresponding to the shortest pulses. The most striking effect observed in these experiments is the strong CEP dependence over the whole energy range, leading to a complex interference structure.

CEP-dependent effects have been observed in previous works [20, 21, 22, 23, 7], but have been limited to specific spectral regions, such as the cut-off [20] or the region between consecutive harmonic spectral peaks [22, 23]. The effect observed in our experiment is shown in more detail in Fig. 6 (a) (extracted from Fig. 5) with a change in glass thickness limited to 0.3 mm so that the modification in pulse duration can be neglected. Fig. 6 (b) presents two lineouts from Fig. 6 (a) with a phase change of $\Delta \varphi = \pi/2$. Three different regions can be distinguished: In region I, close to the cut-off (45 eV), the spectrum shifts from odd to even harmonics as the CEP changes...
Carrier-envelope phase dependent high-order harmonic generation with a high-repetition rate
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Figure 6. Measured a) and simulated c) HHG spectrum over the carrier-envelope phase. Corresponding to a), figure b) shows two single curves with a phase difference of \( \pi/2 \). The same goes for figure c) and d). Also three regions are marked in the figures: region I, II and III, which defines different types of CEP dependence.

by \( \pi/2 \). In region III, the position of the harmonic peaks does not change, but their amplitude depends on the CEP, in a non trivial manner. Finally, in region II, the harmonic spectrum becomes quite complex, with structures that are not located at multiple orders of the laser frequency.

A simulation of the HHG spectrum based on the Strong Field Approximation (SFA) [24] shows a similar behavior, as shown in Fig. 6 c) and d). The simulation calculates the single atom response, and does not include propagation effects. The fundamental field has a Gaussian envelope of 5 fs (FWHM), the central wavelength is 850 nm and the peak intensity \( 1.5 \times 10^{14} \text{W/cm}^2 \). Although the spectral width of the harmonics is smaller than in the measurement, the behavior of the interference structure is very well reproduced.

Figure 7. Analysis of the CEP dependent HHG spectrum in the time domain.

In order to understand the physics behind the observed interferences, we examine the temporal structure of the attosecond pulse trains in each of the regions indicated in
Fig. 6, by spectrally windowing and Fourier transforming the calculated dipole moment. The different regions can be distinguished by the number of contributing attosecond pulses. In region I, depending on the CEP, there are one main pulse and a satellite, or two pulses of comparable intensity. In region II, there are essentially two pulses with variable strength. Finally, in region III there are two or three pulses. The different spectral regions also differ by the variation of the dipole phase, which is traditionally written as

$$\Phi(\Omega, I) = -\alpha_\Omega I = -(\beta \Omega - \alpha_0) I$$

where $\beta$ the slope of the (linear) variation of $\alpha_\Omega$ with frequency ($\alpha_0 \simeq 0$). The phase variation for the short trajectory is almost zero at low frequency and increases towards the cut-off [25]. Changing the CEP changes the relative phase $\Phi(\Omega, I)$ of consecutive attosecond pulses. For a short train of pulses in the cut-off region, $\Phi(\Omega, I)$ differs between the leading edge and the maximum of the fundamental pulse, so that interferences become constructive at a different frequency. In contrast, for a longer train of pulses and at lower frequencies corresponding to the plateau region, the phase variation between consecutive attosecond pulses does not change the position of the interference structure. Region II shows an intermediate case, with an interesting, almost chaotic, spectral behavior, induced by a very regular phase variation.

5. Conclusion

The paper presents high-order harmonic generation driven by a high-repetition rate OPCPA system. In spite of the low energy per pulse (10 $\mu$J), there is no difficulty in generating harmonics in Ar. This is done using a tight focusing geometry and a high pressure gas jet with a narrow aperture. The excellent CEP-stability of the system allows us to study in details the HHG spectrum as a function of CEP. Regular interference structures are observed over the whole spectrum. The spectrum evolves from harmonic peaks whose amplitude changes with the CEP, to a region which almost supports single attosecond pulses, showing an oscillation between even and odd harmonics.
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1. Aim of the CDR

The aim of the CDR is specified below:

Preparing a conceptual design of the gas HHG beamline to be driven by the SYLOS laser of the ELI-ALPS facility with the driver source parameters provided in two phases: phase 1: 1 kHz, ~30 mJ, <10 fs, CEP stabilized, phase 2: 1 kHz, ~100 mJ, <5 fs, CEP stabilized. If isolated attosecond pulses cannot be produced with the given parameters, gating techniques have to be foreseen. Characterization of the produced attosecond pulses has to be included. The design should address the question of HHG source development needs vs. user availability and that both types of experiments will have to be performed during facility operation. The design also involves a planned layout, laboratory space and supply requirement estimates, and a full equipment list including necessary diagnostic equipment.

Additional information was provided by ELI-ALPS during the confection of this CDR:

- Estimated laser beam diameter: 30 mm
- Estimated laser spatial profile quality: $M^2 = 1.1$
- Damage threshold for mirrors: 200 mJ/cm$^2$ for phase 1 and 500 mJ/cm$^2$ for phase 2

The performance of the laser for the two phases is summarized in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Pulse energy (mJ)</th>
<th>Pulse duration (fs)</th>
<th>estimated beam diameter (mm)</th>
<th>repetition rate (kHz)</th>
<th>Average power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>phase 1</strong></td>
<td>30</td>
<td>&lt;10</td>
<td>30</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td><strong>phase 2</strong></td>
<td>100</td>
<td>&lt;5</td>
<td>30</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: SYLOS laser parameters.
2. System overview and general requirements

The main layout of the proposed setup is shown in Figure 1. The system is separated into four units connected by vacuum tubes. The distances between the individual units can be changed in order to ensure the optimum performance of the system in its different phases (viz. phase 1 and 2). In the following, we make a few general comments on the laser beam requirements, followed by a brief overview of the system while a more detailed description of the individual units is given in Section 3.

![Figure 1: System overview and vacuum specifications. The given distances are labeled as follows: L_0: space before the first focusing/folding chamber to center of this chamber; L_1: center of first focusing/folding chamber to center second focusing/folding chamber; L_2: center of second focusing/folding chamber to HHG cell center; L_3: HHG cell center to center of interferometer chamber; L_4: center of interferometer chamber to end of the beamline (including characterization & application area).](image)

The large scale of the system and the extreme laser parameters set high requirements for beam propagation and focusing, and on the reflective optics. Due to the high average power, a very good heat transfer management has to be ensured for all optics in the beam path. The long beam propagation distances will require high beam pointing stability. Since the distance from the laser output to the beamline is not defined, we define the pointing stability as a lateral displacement of the center of mass of the beam at the generation or application point, which should be kept below 100 μm. If such stability is not provided by the laser, an active beam pointing stabilization system should be implemented before entering the HHG setup. Further, variation of the pulse energy should be possible. The presented setup requires an s-polarized (vertically polarized) laser field (see also Section 3.3). A number of alignment cameras have to be foreseen along the beamline. As a minimum, we suggest two points to be imaged for alignment: one in unit 4 (as described in Section 3.4) and another which images the entrance of the gas cell in unit 2. Both cameras can be mounted outside the vacuum system and image through viewports.
After the compressor, the laser beam should propagate under vacuum into a first vacuum chamber at *unit 1* where it can pass an optical setup modifying the beam for gating purposes (Section 3.2). Alternatively it can enter at *unit 2* (in this case, the gating setup would be located here), depending on the focusing geometry. Another vacuum chamber at *unit 1* contains a focusing mirror and beam folding mirror(s). The second part of the beam folding setup is located in the first vacuum chamber at *unit 2* which is connected to another chamber which acts as an entrance to the HHG gas cell. The HHG cell is located at the center of *unit 2* at the focus of the laser beam. Another vacuum chamber acts as the exit from the HHG cell. Both entrance and exit chambers ensure differential pumping between the gas cell and the connecting beamline tubes. The fundamental and harmonic beams co-propagate to *unit 3* which contains an interferometric setup as well as filters in order to be able to

(i) separate the fundamental and harmonic beams,
(ii) adjust the time delay between the fundamental and attosecond pulses,
(iii) filter the harmonic spectrum, and
(iv) possibly compress the attosecond pulses.

*Unit 4* contains spectrometers and detectors to temporally, spectrally and spatially characterize the produced pulses. From *unit 4*, the generated attosecond pulses can be sent to user setups. Besides the general layout, Figure 1 specifies upper limits for the vacuum pressure. Due to the relatively long beam propagation distances, the pressure inside the straight tube sections has to be kept at least below $5 \times 10^{-5}$ mbar. The HHG cell pressure is discussed in Section 3.1. The pressure at *unit 4* should be seen as an upper limit for the characterization chamber. Depending on the application, a much lower pressure might be necessary in the application chamber.

In the following, we give a detailed description of our design, in four sections: Focusing and HHG cell, Gating, Interferometer, and Characterization.

### 3 Detailed description of the design

#### 3.1 Focusing & HHG cell

The HHG beamline is based on a loose focusing concept allowing for the generation of attosecond pulses with high efficiency. Phase matching considerations suggest a long, non-guiding generation medium with low density\(^1\). The concept upscales well-known HHG beamline design considerations at much shorter focal geometries where short gas cells are typically used.

Focusing layout

We consider two different operation modes which imply different system optimization parameters in order to achieve single attosecond pulse generation (operation mode 1) or highest possible XUV flux (operation mode 2).

Operation mode 1, which is based on ionization gating\(^2\) (Section 3.2), requires an intensity which is approximately one order of magnitude higher than for operation mode 2. We therefore consider different focusing geometries for the two operation modes in order to achieve the best efficiency. Further, different focusing geometries are considered for phase 1 and phase 2. In the suggested design, a switch between the two modes is possible by changing the focal length and the cell length (L_{cell}), while adjusting the number of beam folding sections to keep the distances between the units fixed. In order to allow for very loose focusing geometry while limiting the total size of the system, the focused laser beam can be folded, as shown in Figure 2. Instead of folding the focused beam, a telescope setup could be used to reduce the beam size and reach a loose focusing geometry over a shorter distance. The main limitation in both configurations, which imposes the length of the focusing section L_1, is the intensity at the last optical element before the focus. A telescope setup does not provide any major advantages, but might complicate changing the focal geometry. We therefore suggest focusing with long focal length optics and folding the focused laser beam. In addition, a variable aperture should be placed before the focusing optics, to fine tune the focusing geometry. If the estimated beam quality parameter for the laser cannot be achieved, we suggest implementing adaptive optics (e.g. a mirror before the focusing element as well as a wave front sensor behind) to compensate for non-perfect focusing of the laser beam in the gas cell.

Generation cell

The generation cell consists of a straight tube, mounted between an entrance and an exit chamber. The beam enters and exits the cell through a short tube section with a diameter of a

few millimeters. We suggest using two short tube sections instead of simple pinholes in order to improve the differential pumping situation between the cell and the vacuum tubes. The width of the short tube sections (as well as of the cell in general) has to be chosen large enough to avoid clipping the laser beam, taking into account beam pointing fluctuations which are difficult to estimate at the current status. For differential pumping purposes and in order to limit the gas flow into the long connecting tube section along \( L_1 \), another thin tube section should separate the HHG cell entrance chamber and the last folding mirror chamber. A fourth thin tube section after the HHG cell exit chamber ensures a low gas pressure in the tube along \( L_3 \).

All chambers of unit 2 (including the HHG cell) should be mounted on a rail system. The cell itself consists of either several tube sections or alternatively, a long bellow. Changing the cell length simply requires a movement of entrance and exit chamber plus adjustment of the relevant tubing. Further, the exact position of unit 2 can easily be adjusted by moving the entire unit on the rail system. In the current design, considering the very loose focusing geometry, we expect only a very weak dependence of the generated XUV emission on the focus position. The focus is therefore placed in the center of the gas medium. Furthermore, due to this geometry, we expect that phase matching can be achieved without using quasi phase matching techniques or a guiding cell geometry. We therefore suggest a gas cell geometry with constant pressure and constant diameter that exceeds the size of the focused beam.

Pressure and gas cell length were estimated by scaling up known experimental parameters at much shorter focusing geometries\(^3\) as well as by theoretical simulations. The given gas pressure should be considered as an approximate value, which should be adjusted once the system is in operation. The gas pressure depends not only on the focusing geometry, but also on other parameters like the gas type (typically xenon, argon, neon, helium), the laser intensity, and the generated wavelength of interest.

**System parameters**

The estimated system parameters are listed in Table 2. The focal length for *operation mode 1* (*operation mode 2*) was calculated considering a peak intensity around \( 5 \times 10^{15} \) W/cm\(^2\) (\( 5 \times 10^{14} \) W/cm\(^2\)), for a perfectly focused Gaussian beam. The required intensities for both operation modes are typically less than these values. We consider higher values in order to take into account non-perfect focusing.

---

focal length (m)  
~ L1 x N + L2  
L1 (m)  
number of folding sections (N)  
L2 (m)  
gascell length (m)  
peak fluence at last mirror (mJ/cm²)  
min L3 (m)  
expected XUV beam divergence (µrad)  
Pcell (mbar)  

| phase 1 | Operation mode 1 | ~12 | 4,9 | 2 | 1.7 | 0.16 | 26 | 2 | 75 | 2 |
| Operation mode 2 | ~36 | 4,9 | 7 | 1.7 | 1.4 | 170 | 6 | 25 | 0.2 |

| phase 2 | Operation mode 1 | ~30 | 12,2 | 2 | 5 | 1 | 82 | 6 | 30 | 0.3 |
| Operation mode 2 | ~90 | 12,2 | 7 | 5 | 9 | 428 | 15 | 10 | 0.03 |

Table 2: Main system parameters for the different phases and operation modes.

The folding geometry was chosen in order to

(i) minimize L1 while keeping the peak fluence at the last folding mirror below the
damage threshold values provided in Section 1,

(ii) ensure easy conversion\(^4\) between operation mode 1 and 2, and

(iii) keep the focal length as long as possible in order to maximize the XUV flux.

The system layout can also accommodate intermediate situations between the two modes, by
changing the number of folding sections and gas cell length.

As an estimate for the damage threshold, we assume the maximum peak fluence values given
in Section 1. Two different values are considered since a further mirror development between
phase 1 and phase 2 is planned. We further note that the peak fluence should only be seen as
one limiting factor. Thermal load due to the very high average power must also be considered.
The folding geometry as well as the length L3 were calculated considering the above
mentioned peak fluence values, assuming a 45° angle of incidence at the interferometer (see
Section 3.3).

The conversion efficiency depends on the generation gas. In argon, for example, for operation
mode 1 we expect a conversion efficiency for each harmonic order of ~10\(^{-5}\). For operation
mode 2, where a continuum spectrum is generated, we expect a conversion efficiency of ~10\(^{-6}\)
into the plateau region. Using lighter gases (Ne or He) which enable to achieve higher photon
energies, the conversion efficiency is approximately one order of magnitude less.

### 3.2 Gating

Single attosecond pulse (SAP) generation requires the confinement of the high-order
harmonic emission to only one half-cycle of the IR field (1.3 fs). We propose to use ionization
gating\(^5\) as the main technique for both phase 1 and phase 2, based on the high laser intensity

---

\(^4\) Conversion between operation modes requires changing the focusing optics, number of folding sections, and
gas cell length, without changing the distances between the units.

and the short pulse duration of the source. The required peak intensity for ionization gating is well above the saturation intensity, at which most of the medium ionizes. In this regime, the field strength increases rapidly in the rising edge of the pulse, resulting in a steep ionization front. Only one half-cycle contributes significantly to HHG, whereas the generation from the following sub-cycles is suppressed due to depletion of the generation medium. There are two main requirements for the ionization gating technique:

(i) Short pulse duration and high laser intensity in order to allow for efficient HHG during only one half-cycle of the laser.

(ii) Selection by spectral filtering of the continuous part of the HHG spectrum.

Requirement (i) is easily achieved by the performance of the laser system. In operation mode 1 the intensity in the gas cell largely exceeds that necessary for HHG. The description of the focusing geometry required for this operation mode for both phases was presented in Section 3.1. Requirement (ii) can be achieved either by using metallic filters (Section 3.3) or multilayer mirrors (Section 3.4).

As an alternative method for SAP generation in phase 1, we propose the Double Optical Gating (DOG) technique, which combines polarization gating and two-color HHG. The basic idea of polarization gating is that the fundamental field is made elliptical during most of the pulse except during a short time at the center of the pulse, thus suppressing HHG. Using a combination of fundamental and its second harmonic, attosecond pulses are generated in one half-cycle of the fundamental field. The DOG technique requires thin transmissive optics (less than 0.5 mm to keep the B-integral below 1 in phase 1) making it unsuited for phase 2.

Figure 3: Double optical gating setup, from ref.9. QP1 and QP2 - quartz plates, BBO – barium borate crystal.

A DOG setup can easily inserted in the fundamental beam. Since it uses transmission optics, dispersion precompensation is required.

The experimental setup (Figure 3) includes two quartz plates (QP1 and QP2) and a barium borate crystal (BBO). The first quartz plate (QP1), with optical axis at 45° with respect to the incoming pulse, creates two orthogonally polarized and delayed components. When the two components overlap, the polarization is circular. The second quartz plate combined with the BBO crystal act as a quarter waveplate, changing the linearly polarized part into

circularly polarized and vice versa. The type I BBO crystal generates the second harmonic. Fine tuning of the sub-cycle delay is achieved by tilting the second quartz plate.

3.3 Interferometer

After HHG, the fundamental IR field must be separated from the harmonic beam. One way of efficiently doing so is by using fused silica plates with antireflection (AR) coatings for the infrared\textsuperscript{10}. By using these plates near grazing incidence, the harmonic spectrum is reflected while the IR field is transmitted. Depending on the application, the harmonic spectra might need to be further filtered to remove low-order harmonics or to select cutoff spectral region in order to generate single attosecond pulses. This can be achieved through the use of thin metallic filters whose thickness and material composition determine the transmitted bandwidth\textsuperscript{11}. These filters can also provide some temporal compression of attosecond pulses by compensating intrinsic HHG chirp\textsuperscript{12}. The time duration of the attosecond pulses can be measured by cross correlation using a fraction of the residual IR field, with a variable delay relative to the attosecond pulses, as described in Section 3.4. We propose a compact (40 cm × 20 cm) interferometer to separate the harmonic spectrum from the IR, filter appropriately the spectrum, and combine the IR and XUV pulses with a controlled time delay. A schematic of this setup is shown in Figure 4.

![Interferometric setup for attosecond pulse generation and measurement.](image)

Figure 4: Interferometric setup for attosecond pulse generation and measurement.

The different divergence of the IR and harmonic beams provides a simple way of separating and recombining them using holey mirrors. In one arm of the interferometer, the harmonic beam, which is very collimated, passes through a hole in the mirror and is reflected off two AR-coated fused silica plates at grazing incidence (e.g. 10 degrees incidence angle). The hole should be larger than the expected XUV beam size at this point. The beam size for \textit{Operation mode 2} should be considered in each phase to avoid changing the mirror when switching modes. The combination of the holey mirror and the two fused silica plates with AR coating for the fundamental, ensures the complete elimination of the IR beam in this arm. The XUV

reflectivity of the coated fused silica plates ranges from 40% to 20% per reflection in the spectral range of 20 eV to 100 eV for a 10 degree incidence angle. After the second plate, a wheel with thin metallic film filters is placed providing appropriate filtering of the harmonic spectrum. The dielectric holey mirror reflects the more divergent IR beam in the second arm of the interferometer. In this arm, a piezo-controlled delay stage is added to adjust the optical path difference between the two arms. The delay stage should be able to scan 30 μm with a precision better than 5 nm during measurements. In the case of generating harmonics with the DOG technique described in Section 3.2, pellicles at Brewster angle can be added to this arm to remove the residual circularly polarized light which is unwanted in the cross correlation measurements (in the figure the pellicles have been drawn at a different angle for clarity). The distance between the generation cell and the interferometer is dictated by the damage threshold of the first holey mirror and fused silica plate and is listed as L3 in Table 2 for the different stages and operation modes.

3.4 Characterization

This Section describes the spatial, spectral, and temporal characterization of the radiation produced in the generation chamber. The central element here is an arrangement of three (or more) mirrors, mounted on a translation and rotation stage, with the purpose of redirecting the incoming VUV, XUV, and IR radiation towards different application and characterization stations, arranged circularly around the deflection mirrors. In particular, single attosecond pulses (SAPs) as well as attosecond pulse trains (APTs) can be directly characterized at their application ports. The layout is sketched in Figure 5. For the purpose of redirecting the radiation to different ports, we envisage a metallic coated mirror (e.g. gold) which features a very broad reflection range in the VUV, visible, and IR spectral regions at both grazing and normal incidence and high reflectivity in the XUV at grazing incidence. Furthermore, we suggest XUV multilayer coatings to, depending on the application, select a spectral region, extract a particular harmonic, or to temporally compress SAPs. The multilayer XUV mirrors which are designed for specific wavelength ranges and small angles (close to normal incidence) will direct the radiation to application ports 1 and 2. Metallic mirrors address the rest of the ports. The highest possible XUV flux is obtained at port 5, as no deflection is required; in this case the mirrors are moved completely out of the beam path. Ports 1 and 2 and ports 3 and 4, respectively are designed symmetrically, meaning that each pair of ports shares exactly the same properties. This offers great flexibility to users and operators, as e.g. the XUV radiation send to experiments in one application port can be characterized at its symmetric counterpart and vice versa. The total arrangement of five application and characterization ports provides a large variety of possibilities for user applications.
For spectral characterization we envisage a VUV spectrometer (\(\sim 5 \rightarrow 20\) eV) for low-order harmonics (sub ionization threshold harmonics) and a high resolution XUV spectrometer (20 – 200 eV) for high-order harmonics from different generation gases. A spectral resolution below 1 nm is sufficient for this application. The spectrometers should be one-dimensional imaging spectrometers, which provide valuable insight also into the spatial properties of the beam. Different suitable types of such imaging spectrometers are commercially available. A CsI-coated imaging MCP should be used as the detector for the VUV spectrometer. For the XUV spectrometer, either an imaging MCP or an XUV CCD can be used. These diagnostic tools will be important for tuning the gating parameters for the generation of single attosecond pulses. Moreover, we suggest a calibrated back-illuminated XUV CCD camera to characterize the spatial beam profile and to measure the XUV pulse energy\(^\text{13}\). We recommend a 2048 x 2048 array with a 13.5 \(\mu\)m pixel size, to ensure high spatial resolution and ample field of view.

Ionization cross-correlations with the IR field obtained from the pump-probe interferometer will be performed to characterize the temporal properties of the generated XUV single attosecond pulses and attosecond pulse trains. The generated photo-electron spectra are recorded with an electron time-of-flight (e-TOF) spectrometer while the IR field is temporally swept through the XUV field. A toroidal mirror at grazing incidence focuses the XUV and IR fields into the sensitive region of the e-TOF where a suitable detection gas is provided. The cross-correlations can be performed in different modes; the streaking method\(^\text{14}\) will be applied to SAPs, while the RABBIT\(^\text{15}\) scheme\(^\text{16}\) will be used for attosecond pulse trains. The e-TOF should feature a narrow electron acceptance angle in order to perform reliable streaking.

\(^{15}\) RABBIT - Reconstruction of attosecond beating by interference of two-photon transitions
measurements. In addition, it should provide an energy resolution better than 100 meV for photoelectrons with energies up to 100 eV. Depending on the length of the streaking trace, the single attosecond pulse and/or the IR streaking pulse can be reconstructed\textsuperscript{17}. The unit composed of the toroidal mirror and subsequent e-TOF can be moved to different application and diagnosis ports. In this way the radiation at each port can be characterized either directly or at its symmetric counterpart. Finally, we envisage two more ports for diagnostics: One port for alignment purposes, and another port from which the IR beam can be extracted and directed to characterization devices suited to measure the temporal profile of few- to single-cycle laser pulses, such as special versions of FROG\textsuperscript{18} or SPIDER\textsuperscript{19}.

4 Summary

Laboratory space estimates

As shown in Figure 1, the entire system consists of several units, separated by connecting vacuum tubes. Little transversal space is needed for the straight tube sections. The main size limitation is the length of the system. Considering a length of $L_0 = 2$ m along the beamline before \textit{unit 1}, $L_1$, $L_2$ and $L_3$ as discussed in Section 3.1 and a length of 8 m for $L_4$ (space for characterization and application area), a total length, $L_{\text{total}}$, of approximately 23 m and 42 m are needed for phase 1 and phase 2 respectively (Table 3). Our estimations include some work space around the system. The given values of $L_1$ and $L_3$ should be seen as an estimate of the minimum required lengths. This implies the possibility to increase these values for phase 1 (while keeping the total focal length unchanged) in order to fit the dimensions for phase 2.

<table>
<thead>
<tr>
<th>(m)</th>
<th>$L_0$</th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_3$</th>
<th>$L_4$</th>
<th>$L_{\text{total}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase 1</td>
<td>2</td>
<td>4,9</td>
<td>1,7</td>
<td>6</td>
<td>8</td>
<td>22,6</td>
</tr>
<tr>
<td>phase 2</td>
<td>2</td>
<td>12,2</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>42,2</td>
</tr>
</tbody>
</table>

Table 3: System length.

We further note that it might be of interest from an application point of view to increase the beam propagation distance before the application area significantly (e.g. the distance between \textit{unit 3} and \textit{4}). This is especially relevant for applications where the XUV beam is refocused in order to reach a high XUV intensity. Minimizing the number of mirrors in the XUV beam while achieving a tight focus geometry requires the expansion of the divergent XUV beam before refocusing.


\textsuperscript{18} FROG - Frequency Resolved Optical Gating.

\textsuperscript{19} SPIDER - Spectral Phase Interferometry for Direct Electric-field Reconstruction.
Our size estimations for the individual units are given in Table 4. Again, the actual chamber size plus some work space around are considered.

<table>
<thead>
<tr>
<th>length x transverse size (m x m)</th>
<th>Unit 1</th>
<th>Unit 2</th>
<th>Unit 3</th>
<th>Unit 4 (including application area)</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase 1</td>
<td>3 x 3</td>
<td>3 x 3</td>
<td>3 x 3</td>
<td>7 x 8</td>
</tr>
<tr>
<td>phase 2</td>
<td>3 x 3</td>
<td>10 x 3</td>
<td>3 x 3</td>
<td>7 x 8</td>
</tr>
</tbody>
</table>

Table 4: Dimensions of the individual sub-systems.

The minimum floor space required for each phase is schematically shown in Figure 6. The proposed floor plan fits within the laboratory space at ELI labeled 100KHZ-ISO 7, AU1-ISO 7, AU2-ISO 7, and AU3-ISO 7 in the ‘Layout for Technology 2012.08.27’ document. We also note that unit 4 can be set up equivalently to the right or the left of the beamline. Changing from the left to the right requires building a mirrored interferometer (Figure 4).

Source development needs and user availability

The system allows further source development even during operation periods dedicated for users. This is ensured by a design which allows fast switching between sending the generated attosecond pulses for characterization and to user stations.

The beamline dimensions and other system parameters greatly exceed the parameters of any known operating attosecond beamlines. We therefore foresee a large amount of time necessary for testing and initial source development during the first six months of the system operation. In the long run, 15% operation time for further source development should be sufficient.

Estimated construction time

We estimate a construction time of 17 man months for the detailed design, 8 months for delivery of all items, and 19 man months for setup and installation. This estimation does not include “testing and initial source development” mentioned above.
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High-order harmonic generation (HHG) in gases has been established as an important technique for the generation of coherent extreme ultraviolet (XUV) pulses at ultrashort time scales. Its main drawback, however, is the low conversion efficiency, setting limits for many applications, such as ultrafast coherent imaging, nonlinear processes in the XUV range, or seeded free electron lasers. Here we introduce a novel scheme based on using below-threshold harmonics, generated in a "seeding cell", to boost the HHG process in a "generation cell", placed further downstream in the focused laser beam. By modifying the fundamental driving field, these low-order harmonics alter the ionization step of the nonlinear HHG process. Our dual-cell scheme enhances the conversion efficiency of HHG, opening the path for the realization of robust intense attosecond XUV sources.

The interaction of intense laser pulses with atomic or molecular gas media leads to the generation of harmonics of the laser light, up to very high orders. These harmonics are locked in phase, giving rise to attosecond bursts of XUV light. The simplicity of the experimental technique, together with the progress in ultrafast laser technology, has promoted HHG sources as essential tools in many laboratories; opening, in particular, the field of attosecond science. However, HHG suffers from low conversion efficiency, owing partly to phase mismatches in the nonlinear medium that prevent efficient build up of the macroscopic field, but mostly to the weak response of the individual atoms to the field.

The atomic response to an external driving field can be described by a three-step model [Fig. 1(a)]: First, a bound electron tunnel-ionizes into the continuum; second, it is accelerated by the laser field; and finally, it recombines with the parent ion upon field reversal, emitting an XUV photon. The electron trajectories can be grouped in two families, named the long and the short, depending on the excursion time of the electron and generated in intervals II and III of Fig. 1(a), respectively. The most interesting from a practical point-of-view are the short trajectories, which lead to collimated and spectrally narrow emission. Unfortunately, these trajectories start at times close to the zero-crossings of the driving electric field, suffering from very low quantum-tunneling probability.

Altering the driving electric field at the subcycle level provides a way of modifying the single atom response. This has been investigated mainly by adding the second harmonic field, thus breaking the symmetry between consecutive half cycles. In contrast, odd-order harmonics modify the HHG process while maintaining the half-cycle symmetry. In a pioneering work, Watanabe and coworkers investigated the influence of the third harmonic (TH) on single ionization and HHG in Ar, obtaining an enhancement of up to a factor of ten for the TH and/or the extension of the cutoff energy. Another approach to enhance the signal by modify the single atom response is to control the time of ionization by using attosecond pulse trains to initialize the three-step process via single photon absorption.

In this letter, we demonstrate a simple and robust, yet powerful enhancement scheme based on a dual gas-cell setup [Fig. 1(b)]. We study HHG in neon using a high-energy (~20 mJ), near-infrared fundamental field, loosely focused in a long gas cell, resulting in high-order harmonics in the 40–100 eV range, with a typical energy of 10 nJ per harmonic order. The addition of a high-pressure Ar gas cell before the generation cell produces a large enhancement in the Ne signal, as seen in Fig. 1(c). We experimentally and theoretically show that the observed enhancement is due to below-threshold, low-order harmonics which modify the fundamental field in such a way that the contribution of the short trajectories is increased.
Results

In our experiment, the generation cell is placed approximately at the laser focus while the seeding cell is located a few centimeters before (see Methods). The gas pressures in the cells can be independently adjusted and are typically a few mbar in the generation cell (Ne) and up to tens of mbar in the seeding cell (Ar). In Fig. 2(a–c), HHG spectra from neon are plotted as a function of the seeding pressure for three different driving intensities. When no gas is present in the seeding cell, standard Ne spectra are obtained. As the seeding pressure increases, the signal from the neon cell decreases until it is almost completely suppressed. At higher pressures, the neon spectra reappear and are significantly enhanced in the 50 – 80 eV region while the maximum photon energy slightly shifts to lower harmonic orders.

Figure 2(d) shows harmonics generated in the seeding cell. Harmonics with energies above the ionization threshold are not present at pressures where the enhancement in the generation cell occurs, and therefore are not responsible for the signal boost through single-photon ionization. At these pressures, only low-order harmonics are efficiently generated in the seeding cell, indicating that they are responsible for the seeding process.

In order to validate our interpretation, we performed numerical simulations for both cells. In the generation cell, we simulated the seeded HHG process using the strong-field approximation while the maximum photon energy slightly shifts to lower harmonic orders.

Figure 1 | HHG in a dual gas-cell. (a) Schematic classical trajectories for a sinusoidal driving field (red line). The colors indicate the return energy of the electrons in units of the ponderomotive energy \( U_p \). Modifying the driving field by adding an odd harmonic field (blue line) can lead to an enhanced ionization probability for short trajectories (interval III) while suppressing the ionization of non-contributing electrons (intervals I and II), as indicated by the arrows. (b) Schematic experimental setup. Low-order harmonics generated in the seeding cell co-propagate with the fundamental into the generation cell and modify the HHG process. (c) Comparison of a typical HHG spectrum from a neon-filled generation cell obtained using only the fundamental field; and a spectrum obtained combining the fundamental field with low-order harmonics generated in the argon-filled seeding cell. In the latter case, the harmonic yield for the plateau harmonics is enhanced while the cutoff energy and the divergence are reduced.

Figure 2 | Experimental HHG spectra. (a–c) Spectra from the generation cell as a function of the pressure in the seeding cell at three driving intensities 2.7, 3.5, and \( 4 \times 10^{14} \) W/cm², respectively. The spectra were obtained using argon in the seeding cell and neon, at a fixed pressure, in the generation cell. The data were normalized to the most intense enhanced neon spectrum. (d) Low- (3–7) and high-order harmonics from the seeding cell as a function of Ar pressure. The dotted lines indicate regions measured independently with different detectors. Each region was normalized to the highest intensity in the corresponding spectral range.
The total field can be written as

\[ E(t) = E_0 \left( \sin(\omega t) + \sum_{q=1}^{n} r_q \sin \left( q \omega t + \Delta \phi_q \right) \right), \tag{1} \]

where \( E_0 \) is the amplitude of the fundamental field, \( \omega \) its frequency, \( I_p \) the ionization energy, \( r_q \) the ratio between the fundamental and \( q \)th harmonic field, and \( \Delta \phi_q \) their relative phase. Although all harmonics below the ionization threshold of Ar may influence the enhancement phenomenon, we considered only the TH, which is the most intense one (we omit the subscript 3 below). A simulated HHG spectrum in neon with \( |r|^2 = 0.01 \), is shown in Fig. 3(a) as a function of \( \Delta \phi \). A relative phase of \( \sim 1 \) rad leads to an enhanced ionization probability, since the electrical field is increased at the time where the short electron trajectories are born [interval III in Fig. 1(a)]. Furthermore, the electric field amplitude is reduced around the peak of the fundamental field leading to suppressed probability for non-contributing trajectories (intervals I, II) and to an improved macroscopic situation since plasma dispersion and depletion effects are minimized. When \( \Delta \phi \approx \pm \pi \), the situation is reversed and HHG is suppressed compared to the unseeded case.

We experimentally confirmed the dependence of the HHG signal on \( \Delta \phi \) by studying HHG using a combination of the fundamental and the TH generated in a crystal. To control the delay between the two fields, we used a Michelson interferometer with the TH produced in one arm. Our results, plotted in Fig. 3(b), show a strong delay dependence of the harmonic yield. However, we could not increase the overall HHG efficiency compared to the dual-cell scheme, since a large fraction of the fundamental field was needed for the TH generation and consequently lost for HHG.

In the seeding cell, we examined the pressure dependence of both low-order and high-order harmonic generation. Our calculations confirm the experimental observation that HHG in Ar peaks at a certain pressure (\( \sim 10 \) mbar) which corresponds to optimized phase matching, while below-threshold harmonics continue to increase up to pressures as high as 100 mbar. We also investigated the propagation of the fundamental and TH fields in a high pressure cell (see Methods). This allowed us to examine their phase relation after the seeding cell and to eliminate the relatively weak reshaping of the fundamental field in our experimental conditions as possible cause for the enhancement. As Fig. 3(c) shows, for high enough seeding pressures, \( \Delta \phi \) will be between 0 and 2 radians during part of the laser pulse, leading to a gated enhancement mechanism.

**Discussion**

As in any enhancement scheme, a key question is whether our method is advantageous over “usual” HHG optimization, which can be achieved for example by using looser focusing, optimizing the position of the focus in the cell, or adjusting the pressure in the gas cell. Ideally, one would like to compare optimized HHG and optimized seeded HHG for a given fundamental pulse energy. This is not easy to realize experimentally, so we choose to benchmark seeded HHG against optimized unseeded HHG, with \( \sim 10 \) nJ at 63 eV (41st harmonic).
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**Figure 3 | Influence of the relative \((\omega, 3\omega)\) phase in HHG.** (a) SFA spectra as a function of \( \Delta \phi \) in the generation cell, normalized to the unseeded spectrum. Only the contribution of the short trajectory is considered. An effective grating response is included to mimic the experimental conditions. (b) Experimental results with the TH generated in a crystal, normalized to the highest signal. (c) Propagation simulations in the seeding cell: \( \Delta \phi \) at the exit of the cell as a function of time for different pressures.

![Figure 4](https://example.com/figure4.png)

**Figure 4 | Optimization of HHG.** (a) 41st harmonic energy as a function of the driving intensity for seeded (red) and unseeded (blue) HHG. Unseeded HHG is optimized at the maximum intensity. (b, c) Corresponding experimental spectra at 3.5 and \( 4.4 \times 10^{14} \) W/cm², respectively.
Figure 4(a) compares the 41st harmonic signal in the seeded and unseeded cases as a function of the driving intensity. The intensity required for saturating seeded HHG is only half that needed for unseeded HHG. This explains the reduction of the cutoff energy and the lower divergence for the harmonics. The enhancement factor depends on the driving intensity (Fig. 4b,c). For the 41st harmonic, it varies from five at $3.5 \times 10^{14}$ W/cm$^2$ (and even higher at lower intensity) to two at $4.4 \times 10^{14}$ W/cm$^2$. By further optimizing seeded HHG (e.g. by changing the focusing conditions) one should be able to obtain an even larger increase compared to unseeded HHG. A higher efficiency together with the lower divergence leads to a brighter source of XUV light.

In summary, we have studied the effect of seeding HHG using harmonics generated in a separate gas cell and showed that low-order harmonics are responsible for the resulting enhancement. The combined electric field preferentially enhances the short trajectories while suppressing depletion and plasma dispersion effects. The required phase difference between the fundamental and the low-order harmonics is obtained by adjusting the pressure in the seeding cell, thus modifying the free-electron dispersion. Our method is not limited to the gas combination presented here. Experimentally we have observed an increased harmonic yield for a variety of gas combinations, and even when the same gas is used in both cells. Our simulations show that the enhancement can be scaled far above one order of magnitude by increasing the low-order harmonic intensity, for example by using longer cells, higher pressures or gases with higher nonlinearities. This also leads to a shorter temporal gate, of interest for single attosecond pulse generation.

Methods

Experimental setup. The harmonics were generated using 45 fs pulses, centered at 800 nm. The gas cells used in this setup were 1 cm long with a diameter of 1 mm. The injection of gas into the cell was synchronized with the laser repetition rate (10 Hz) and the delay between the gas injection and the pump pulse was optimized for each cell. In the experiments, seeding cell pressure and pulse energy were the parameters investigated. The generation cell pressure was set for the best phase-matching conditions for Ne at the highest laser intensity ($4.4 \times 10^{14}$ W/cm$^2$), corresponding to less than 50 mbar. The focus position was adjusted in order to optimize HHG in the generation cell. The cell separation was 15 mm with the generation cell located at focus ($r = 4$ m). Nevertheless, larger separations, up to 50 mm yielded similar results. The cells were mounted on motor-controlled XYZ stages with motorized XY tilt capabilities. The cells could be removed completely or partially and the experiments were performed with the evacuated seeding cell or with the seeding cell removed from the beam path. The same true was for the seeding cell where Ar spectra could be obtained under both conditions. The pressure and intensity controls were automated to scan the region of interest. At each experimental condition 10 single-shot spectra were measured and averaged. The harmonic orders were calibrated using the absorption edge of an Al foil filter. The fundamental intensity was estimated from the cutoff of the unseeded Ne spectra.

Numerical simulations. Generation cell. The influence of a weak third harmonic field on the HHG process was simulated by solving the time dependent Schrödinger equation within the strong field approximation. The quasi-classical action for the electron motion in the continuum

$$S(\tilde{p},\tilde{z})=\int dt \left[ \tilde{p} \cdot \frac{d\tilde{r}}{dt} + \frac{1}{2m} \right]$$

is calculated for a combined vector potential of the fundamental field and a weak parallel auxiliary field consistent with the field definition in Eq. (1). $\tilde{r}$ and $\tilde{t}$ correspond to the tunneling and recombination times for an electron with canonical momentum $\tilde{p}$, $\tilde{z}$ is the ionization potential, and $\tilde{A}$ the vector potential of the field. We approximate the HHG dipole as

$$x(t) = \int dt \left\{ \frac{\partial}{\partial t} \left( \frac{F}{e} \right) \right\}_{t=t(t)} \delta(t) \left[ x_0(t) - x(t) \right] (e^{2\varepsilon t} - 1)$$

where a stationary phase approximation is performed over momentum, with $x_0(t) = |E(t)| / \left| \tilde{E}(t) \right|$, where $\tilde{r} = t$ is the excursion time in the continuum.

We also insert a filter function $F(t)$ to select the short trajectory: $F(t) = 1$ for $t < 0.65T$ and $F(t) = 0$ for $t > 0.65T$, where 0.65T corresponds to the position of the cutoff. The integral in Eq. (3) is then evaluated numerically on a linear grid followed by a numerical Fourier transform for the dipole emission.

Seeding cell. We performed calculations which combine the solution of the time-dependent Schrodinger equation in a single-active electron approximation and propagation in a partially ionized medium using a slowly-varying envelope approximation. Our main goal was to examine the influence of the pressure both for low-order and high-order harmonic generation in conditions mimicking the experiment. We found a maximum for HHG at around 10 mbar, while below-threshold, low-order harmonics which are not reproduced in the medium continue to increase up to very high pressures (100 mbar).

The generation of the third harmonic in the seeding cell was simulated using a (1+1)-dimensional, unidirectional, nonlinear envelope equation. The complete frequency dependent dispersion relation is considered, enabling to propagate the fundamental and the third harmonic simultaneously. It is numerically integrated using a split-step technique, where the linear contributions, such as dispersion and diffraction are treated in $k$-transverse frequency space, while the nonlinear part, taking into account the Kerr effect, third-harmonic generation as well as plasma dispersion and plasma defocusing is treated in normal space. The method is described in detail in 15. The calculated phase variation is mainly due to plasma dispersion effects. There are also small contributions from the geometrical phase acquired along the seeding cell wall as well pressure dependent third harmonic phase matching.
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We study two-color high-order harmonic generation using an intense driving field and its weak second harmonic, crossed under a small angle in the focus. Employing sum- and difference-frequency generation processes, such a noncollinear scheme can be used to measure and control macroscopic phase matching effects by utilizing a geometrical phase mismatch component, which depends on the noncollinear angle. We further show how spatial phase effects in the generation volume are mapped out into the far field allowing a direct analogy with temporal carrier envelope effects in attosecond pulse generation.
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High-order harmonic generation (HHG) in gases using multicolor optical fields is becoming a common tool in attosecond science. Multicolor HHG has been implemented by mixing the fundamental field with waves at low harmonic [1–3] and at incommensurate [4,5] frequencies. Other schemes employ attosecond pulse trains mixed with the fundamental field [6] as well as synthesized light transients [7] for driving the HHG process. The control and flexibility brought about by using two or more driving fields is used, for example, to improve the efficiency of the generation process [3,8], to monitor the single atom response [9,10], and to implement gating techniques [11]. High-order wave mixing can further be beneficial for achieving phase matching [1,12–15].

Using multiple optical driving fields also allows for noncollinear geometries. This concept, used extensively in low-order frequency conversion processes such as optical parametric amplification, has barely been applied to attosecond science. In an early work, Birulin and co-workers [16] addressed theoretically the general concept of HHG in a noncollinear geometry. By mixing the fundamental and a weak second harmonic at an angle, Bertrand and co-workers [17] demonstrated the spatial separation of multiple extreme ultraviolet (XUV) beams corresponding to different sets of absorbed photon numbers from the two fields. A similar scheme was recently used [18] for reconstructing the spatiotemporal characteristics of the generated attosecond pulses. Other authors [19–21] concentrated on noncollinear sum-frequency generation (SFG) processes driven by two identical laser fields. Such a scheme allows us to separate the harmonics from the fundamental but suffers from phase matching problems.

In this Letter, we theoretically and experimentally examine the influence of noncollinear geometries in HHG, analyzing in detail the macroscopic aspects. We show for the first time, to our knowledge, how a weak noncollinear field can be used as a probe to monitor and control phase matching. We show that difference-frequency generation (DFG), where a photon (or several photons) is emitted in the conversion process, is in general more favorable than SFG [30], which becomes very inefficient with increasing noncollinear angle. This leads to the counterintuitive result that the XUV radiation is dominantly emitted outside the angle sector defined by the two driving fields. Our analysis is illustrated in an experiment where high-order harmonics are generated in argon using a high-energy 800 nm laser and its weak second harmonic, crossed under a noncollinear angle of a few mrad (Fig. 1). We identify two important regimes for noncollinear HHG: (i) the generation at noncollinear angles large enough to allow a direct spatial separation of all photon pathways leading to the same final energy [17] and (ii) the generation at smaller noncollinear angles leading to spatially resolved interferences between adjacent photon pathways. At large angles, our noncollinear generation scheme provides the functionality of an all-optical beam splitter, delivering multiple, angularly separated XUV beams. At small angles, the observed spatial interferences directly reflect the harmonic phase variation across the focal plane.

Noncollinear high-order harmonic generation illustrates beautifully the two fundamentally different but equivalent concepts of light, waves or photons. Both concepts are very useful for understanding the underlying principles and will therefore be used alternately in the discussion throughout this Letter. We begin by explaining the main features of noncollinear HHG resulting from the field distribution in the focal plane, followed by a more quantitative description including propagation effects.

In the photon picture, the combination of two laser fields with central frequencies $\omega_1$ and $\omega_2$ leads to radiation with frequency $\omega_3 = m_1\omega_1 + m_2\omega_2$, where $m_1$ and $m_2$ are...
integers. Without loss of generality $m_1$ can be chosen to be positive and $m_2$ positive or negative, accounting for sum-... for a linear energy scale. The noncollinear angle ($\gamma$) is exaggerated in this illustration.

FIG. 1 (color online). (a) Wave vector representation of non-collinear wave mixing. (b) Schematic setup: a red (680 nm) and a blue (400 nm) laser beam are focused in a noncollinear geometry, resulting in the emission of spatially separated high-order harmonic beams. The depicted spectrum is a measured experimental MCP image recorded at $\gamma \approx 2$ mrad and resampled for a linear energy scale. The noncollinear angle ($\gamma$) is exaggerated in this illustration.

FIG. 2 (color online). Illustration of the interference concept: spatially resolved harmonic spectra as well as near- and far-field intensity distributions for a given harmonic order. (a) $\Delta \beta_q > \Theta_q$ and (b) $\Delta \beta_q < \Theta_q$. The spatial distribution of the high-order harmonic emission in the far field is defined by the interference grating in the focus representing multiple harmonic sources, determining intensity and phase of the emitted harmonics. The displayed far-field spectra were calculated using the strong field approximation, considering $\gamma = 6$ mrad (a) and $\gamma = 1.5$ mrad (b) with $I_{\omega}/I_{2\omega} = 0.05$ and $I_{\omega} = 2 \times 10^{14}$ W/cm², where $I_\omega$ denotes the focus intensity at central frequency $\omega$.

For sufficiently large $\gamma$, the number of $\omega_2$ photons defines a unique emission angle so that all driving photon combinations that lead to the same final energy are spatially separated in the far field. A pattern of harmonic beams can then be detected for each harmonic order, as illustrated in Fig. 2(a). For small noncollinear angles such that $\Delta \beta_q = \beta(q, m_2 + 2) - \beta(q, m_2) < \Theta_q$, where $\Theta_q$ is the divergence angle of a single harmonic beam, the harmonic beams with different $m_2$ orders can partly overlap spatially and interfere [Fig. 2(b)], as discussed in more detail later. The intensities of the two driving fields determine the probability for up-converting photons from one or the other driving field and define therefore the envelope position and width of the pattern in the far field. For the case of a weak $\omega_2$ field, harmonic emission occurs at small angles around $k_1$ and only low $m_2$ orders can be expected. For a given harmonic order $q$, an $m_2$ order will be separated from the $\omega$ beam if $\gamma \geq q/Af_{\omega}m_2$, where $f_\omega = f/D$ is the $f$ number of the $\omega$ beam focused with a focal length $f$ and with an initial beam diameter $D$.

From a wave perspective, the generated far-field pattern can be understood as the interference of multiple harmonic sources. These sources are created by the interference of the two driving fields, as illustrated in Fig. 2. The modulation of amplitude and phase of the $\omega/2\omega$-driving field across the focal plane leads to an amplitude and phase modulation of the dipole oscillating at a given harmonic frequency. Note that the harmonic grating persists over the pulse duration while the intensity modulation at the fundamental frequencies is smeared out in time. All features of the far-field pattern mentioned above can be explained with this concept: the nonlinearity...
of the process determines the harmonic intensity distribution in the focal plane and therefore the width of the \(\omega\) and the \(2\omega\) beams. (d) Extracted wave vector mismatch \(\Delta k_{jj}\).
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FIG. 3 (color online). (a),(b) Schematic phase matching scheme for noncollinear \(\omega/2\omega\) HHG. In conditions where a phase mismatch is present for a collinear generation geometry (here illustrated for a negative \(\Delta k_j\) on the optical axis), it is possible to find a corresponding noncollinear geometry at which the total phase mismatch is zero (e.g., considering DFG in the displayed scheme). The shaded areas indicate anegative (green) and positive (blue) \(\Delta k\). (c) Measured harmonic spatial profile averaged over the relative phase between the \(\omega\) and \(2\omega\) fields for \(\gamma \approx 1.5\) mrad: the solid blue line indicates the approximate center of the spatial profiles; the dotted blue line marks the calculated center of the harmonic beams in the absence of propagation effects. The two arrows mark the propagation directions of the \(\omega\) and the \(2\omega\) beams. (d) Extracted wave vector mismatch \(\Delta k_j\).

where \(\Delta k_j\) is the \(k\)-vector mismatch corresponding to the collinear generation geometry [Fig. 3(a)] while \(\Delta k_j\) is the geometrical offset added by the noncollinear geometry. Considering a certain \(m_2\), phase matching (\(\Delta k = 0\)) can be achieved by choosing the right angle \(\gamma\). \(\Delta k_j\) is positive or negative depending on the sign of \(m_2\), i.e., on whether we consider DFG or SFG [Fig. 3(b)]. \(\Delta k_j\) can be written as a sum of four components [22]: the wave vector mismatch due to the geometrical Gouy phase, two components that arise from dispersion in the partially ionized medium, and a contribution due to the intensity-dependent dipole phase. A limiting factor is ionization, which is intrinsically required for HHG but strongly reduces the efficiency due to the negative phase mismatch induced by plasma dispersion. Additionally, the Gouy phase can lead to a significant negative phase mismatch especially in the case of a tight focus or high harmonic orders. In both cases, the resulting negative \(\Delta k_j\) can be compensated by a positive \(\Delta k_{ei}\).

In these conditions high harmonic emission driven by noncollinear DFG can dominate over noncollinear SFG. In the absence of propagation effects and for a weak perturbing \(2\omega\) field, the harmonic spatial profile is strongest at \(\beta = 0 (m_2 = 0)\) [17]. If the far field pattern is predominantly emitted outside the angle sector defined by the two driving fields (as in Fig. 1), DFG dominates, indicating that \(\Delta k_j\) is negative. If the emission maximum is located inside this angle sector, SFG dominates and \(\Delta k_j\) is positive. Not only the sign, but also the magnitude of \(\Delta k_j\) can be estimated as shown by the analysis of our experimental results presented below.

We performed experiments using a high-energy 40 fs Ti: sapphire laser system operating at a 10 Hz repetition rate [24]. The second harmonic field, with a pulse energy corresponding to 5% of the fundamental, was generated in one arm of a phase-stable Michelson-like interferometer and loosely focused together with the fundamental field into an argon gas cell \((f_{\phi} = 200)\). The interferometer allowed us to spatially displace the two beams so they could be focused with a small angle relative to each other. The generated harmonics were analyzed by an XUV spectrometer with an entrance slit and recorded by a microchannel plate detector. Our experimental conditions are chosen to strongly favor HHG emission from the short trajectory [24]. Due to the small angle, the beams corresponding to different \(m_2\) orders interfere (case (b) in Fig. 2), and the spatial distribution in the far field depends on \(\phi\), the relative phase between the \(\omega\) and the \(2\omega\) fields. Figure 4(a) shows a single shot harmonic spectrum recorded with \(\gamma \approx 1.5\) mrad. Figure 3(c) presents the corresponding spatial intensity distributions for four harmonic orders, averaged over \(\phi\). The solid blue line in Fig. 3(c) shows that the center of the far field distribution, obtained by fitting Gaussian envelopes to the experimental data, varies with harmonic order. In order to deduce the effect of propagation from the spatial distribution, the \(\omega\)-beam
direction cannot be used as a reference, since the 2ω-field intensity is not negligible in our experimental conditions. Instead we calculate this reference [dotted blue line in Fig. 3(c)] using numerical simulations based on the strong field approximation (SFA), accounting for the noncollinear overlap of the two driving fields but neglecting propagation effects (see the Supplemental Material [23]). Experimentally, we clearly observe a dominant contribution on the left side from the reference direction, for most harmonic orders, which we relate to a dominant DFG contribution in our experimental conditions. The offset between the experimental beam centers and the SFA results allows us to deduce an approximate value for the effective Δk$_{j}$ as shown in Fig. 3(d) (see the Supplemental Material [23]).

Finally, we examine in more detail noncollinear HHG at small crossing angles and analyze the influence of interference effects on the harmonic spatial profile. Figures 4(b)–4(d) show the far-field profiles for harmonics 16, 19, and 22 as a function of $\phi$. The position of the spatial fringes varies periodically with $\phi$ and this variation becomes more pronounced as the harmonic order increases. This can be understood within the wave model: the harmonics generated at different source locations in the focal plane [e.g., A and B in Fig. 2(b)] interfere in the far field, and the interference pattern depends on their relative phase. The main contribution to this phase difference is due to the single atom response and can be expressed as $\Delta \phi_{III} = \alpha_{q}(I_{A} - I_{B})$, where $\alpha_{q}I_{q}$ denotes the harmonic dipole phase [25] at a corresponding driving field intensity $I_{q}$. When the phase $\phi$ is varied, the harmonic intensity grating in the focus moves across the focal plane and the difference between $I_{A}$ and $I_{B}$ changes. Consequently, the interference fringes in the far-field shift as clearly visible in Figs. 4(c) and 4(d). The slope reveals the dipole phase dependence on the intensity, which is small for low harmonic orders and increases with order, as expected for the short trajectory contribution [26]. Results from our SFA simulations, shown in Figs. 4(e)–4(g), reproduce fairly well the main features of the experimental interference patterns. The differences in width and shape of the spatial profiles (and consequently in the slope of the fringe pattern) can be explained by deviation from Gaussian optics including possible asymmetries of the fundamental beam shape in the focus as well as ionization effects leading to additional spatial broadening.

There is a clear analogy between the presented spatial phase effects and CEP-dependent spectral fringes in HHG. Attosecond pulses are generated by a short fundamental pulse at a few instants in time, e.g., $t_{A}$ and $t_{B}$ at the corresponding driving field intensities $I_{A}$, $I_{B}$. The harmonic spectrum is a consequence of the interference between these pulses. Similarly to the spatial interference effect discussed above, the spectral interference pattern depends on the relative phase $\Delta \phi_{II} = \alpha_{q}(I_{A} - I_{B})$, which changes with CEP [27,28].

In summary, we have theoretically and experimentally investigated noncollinear HHG, focusing on the macroscopic aspects of the generation process. We have shown how a noncollinear second harmonic field can be used to probe phase matching by utilizing a geometrical phase mismatch factor, introduced by the noncollinear geometry. Using difference-frequency generation processes, this factor can be advantageous for phase-matched generation in a partly ionized medium. We further identify different noncollinear angle regimes leading either to well separated harmonic beams or to spatial interference structures in the far-field spectrum. These interference patterns are the spatial analog of temporal interference structures in attosecond pulse generation with few cycle pulses.

This research was supported by the Marie Curie program ATTOFEL (ITN), the European Research Council (ALMA), the Swedish Research Council, the Swedish Foundation for Strategic Research, and the Knut and Alice Wallenberg Foundation.
[30] We emphasize that a geometrical phase mismatch introduced by the noncollinear generation geometry leads to enhanced DFG emission, which is different from earlier results that show dominating DFG emission due to dispersion effects in collinear geometries [15].
[31] Strictly speaking, this definition is an approximation, neglecting phase matching effects which can lead to a modified emission direction especially for large noncollinear angles and in the presence of radial field gradient vectors [29] caused e.g., by the intensity dependent dipole phase.
[32] We define the \( k \)-vector mismatch as the difference in \( k \) vectors between fundamental and harmonic fields, e.g., \( \delta k = k_{f} - k_{p} \).
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This supplementary information contains:
A. a description of the model used for the numerical simulations
B. a derivation of the method used to extract an effective wave vector mismatch

A. Numerical simulations of the noncollinear HHG process

We perform two-dimensional calculations in order to simulate HHG using a noncollinear geometry. The single atom response was obtained by solving the time dependent Schrödinger Equation within the strong field approximation. The quasi-classical action for the electron motion in the continuum

\[ S(p; t, t_0) = \int_{t_0}^{t} dt' \left( \frac{\left| p' - \vec{A}(t') \right|^2}{2\hbar} + I_F \right) \]  

is calculated for the vector potential \( \vec{A} \) of the combined fundamental and second harmonic field. \( I_F, m \) and \( e \) denote ionization potential, electron mass and charge, respectively. \( t_0 \) and \( t \) are tunneling and recombination times for an electron with canonical momentum \( \vec{p}' \). The laser induced dipole [1] was calculated by evaluating the integral:

\[ z(t) = i \int_{0}^{\infty} d\tau \left( \frac{\pi}{\epsilon + i\tau/2} \right)^{3/2} d^\ast_{\epsilon}(p_{\epsilon}(t, \tau) - A_{\epsilon}(t)) \times \exp[-iS_{\epsilon}(t, \tau)/\hbar] F(\tau) \times d_{\epsilon}(p_{\epsilon}(t, \tau) - A_{\epsilon}(t - \tau))E(t - \tau) + c.c., \]  

(2)

considering a stationary phase approximation over momentum, with \( p_{\epsilon}(t, \tau) = [E(t) - E(t - \tau)]/\tau \), where \( \tau = t - t_0 \) is the excursion time in the continuum. In accordance with our experimental conditions, the short trajectory contribution was selected via a filter function: \( F(\tau) \approx 1 \) for \( \tau < 0.65T \) and \( F(\tau) \approx 0 \) for \( \tau > 0.65T \), where 0.65T corresponds to the position of the cutoff. The integral in Eq. (2) is evaluated numerically on a finite temporal grid for all points along a one dimensional grid in the focal plane. The far-field emission is computed using Fourier methods. We have performed the calculations both in one dimension and in two dimensions and found that the far-field pattern did not change significantly when including the second dimension. Propagation effects are not taken into account.

B. Estimation of the global phase mismatch

As explained in the main letter, the asymmetric distribution of the harmonic beams relative to the reference direction [dotted blue line in Fig. 3(c) of the main letter] can be linked to macroscopic phase matching effects and allows an estimation of \( \Delta k || \).

The harmonic signal \( S_q \) can be calculated by integrating the dipole response along the propagation axis \( z \) over the medium length \( L \), taking into account a global wave vector mismatch \( \Delta k = \Delta k || + \Delta k < \) as well as re-absorption of the generated xuv emission in the generation gas, denoted by the absorption coefficient \( \kappa_q \):

\[ S_q \propto \int_0^L dq \exp \left[ i((\Delta k + i\kappa_q)(L - z)) \right]^2 \]  

(3)

Approximating the dipole amplitude \( d_q \) as well as \( \Delta k \) as constant over the medium length, Eq. 3 reduces to:

\[ S_q \propto |d_q|^2 e^{-\kappa_q L} \frac{\cosh(\kappa_q L) - \cos(\Delta k L)}{\Delta k^2 + \kappa^2} \]  

(4)

We now consider \( S_q = S_q(m_2) \) for different emission directions, i.e. for different \( m_2 \) values, defined through Eq. 1 in the main letter. \( |d_q|^2 \) has to be replaced by a function accounting for a reasonable scaling of the intensity of the harmonic emission corresponding to different \( m_2 \)-orders. As an approximation and in agreement with our simulations, we replace \( |d_q|^2 \) in Eq. 4 by a Gaussian function of width \( \Delta m_2 \), centered around \( m_2^0 \):

\[ S_q(m_2, \Delta k ||) \propto \exp \left[ -4 \log(2) \frac{(m_2 - m_2^0)^2}{(\Delta m_2)^2} \right] \frac{e^{-\kappa_q L} \{ \cosh(\kappa_q L) - \cos \left[ (\Delta k || + \Delta k < (m_2))L \right] \}}{\left[ \Delta k || + \Delta k < (m_2) \right]^2 + \kappa^2} \]  

(5)
$\Delta k_\perp$ is a function of $m_2$, defined via Eq. 2 in the main letter. $m_0^2$ has a dominant influence on the distribution $S_q(m_2, \Delta k_\parallel)$. In our analysis, we use the numerically extracted $m_0^2$-values shown in Fig. 3 (c) in the main letter. $\Delta m_2$ influences $S_q(m_2, \Delta k_\parallel)$ only weakly and was set to $\Delta m_2 = 7$ in our analysis, reflecting an upper limit of the experimentally measured width. Considering further $L = 2\text{ cm}$ and a generation pressure of $p = 2\text{ mbar}$ in order to estimate $\kappa_q$, we can fit $S_q(m_2, \Delta k_\parallel)$ to the experimentally measured distribution by adjusting $\Delta k_\parallel$ and thus extract $\Delta k_\parallel$.
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Summary
We report on the fabrication and characterization of amplitude and phase samples consisting of well defined Au or Al features formed on ultrathin silicon nitride membranes. The samples were manufactured using electron beam lithography, metallization and a lift-off technique, which allow precise lateral control and thickness of the metal features. The fabricated specimens were evaluated by conventional microscopy, atomic force microscopy and with the digital in-line holography set-up at the Lund Laser Centre. The latter uses high-order harmonic generation as a light source, and is capable of recovering both the shape and phase shifting properties of the samples. We report on the details of the sample production and on the imaging tests with the holography set-up.

Introduction
An ultrashort light pulse in the X-ray regime can penetrate and interact with a structurally intact biological sample or macromolecule to yield a high resolution image, before the sample is destroyed by the very same pulse (Neutze et al., 2000; Bergh et al., 2008). The requirements for such an experiment are stringent: The light pulse needs to be of high intensity, because the interaction efficiency is low, and the tolerable pulse duration is just a few femtoseconds, limited by the onset of the Coulomb explosion caused by the intense electromagnetic field of the pulse (Howells et al., 2009). To achieve high spatial resolution, and to image biological samples in their natural state, the photon energy needs to be in the X-ray regime. The absorption of X-rays in matter prohibits the use of glass-based lenses and therefore hinders the application of conventional imaging methods. Despite the difficulties, an experimental implementation is by all means feasible, as has been demonstrated by Chapman et al. in 2006, in a groundbreaking experiment at the FLASH Free-Electron Laser (FEL) in Hamburg, Germany (Chapman et al., 2006). In this experiment, a test sample was imaged by diffraction with a coherent soft X-ray pulse of 25 femtoseconds (fs) duration. The method used, coherent diffraction imaging (CDI; Chapman & Nugent, 2010), retrieves the diffraction pattern and requires an iterative algorithm to reconstruct an image of the sample, because of the loss of phase information. Coherent diffractive imaging is also used at the Linac Coherent Light Source FEL at the SLAC National Accelerator Laboratory in the United States (Seibert et al., 2011). Although FELs provide an excellent combination of high degree of coherence, short-pulse duration and high intensity, they are large-scale facilities with limited user access. In recent years, laser-based sources have emerged as an alternative. A very promising light source for these kinds of experiments is high-order harmonic generation (McPherson et al., 1987; Ferray et al., 1988), a process which generates coherent light pulses of ultrashort duration in a medium, i.e. inert gas (Krausz & Ivanov, 2009). The short time duration can be used for time-resolved, single-shot measurements such as CDI, and indeed it was shown that the achievable flux is sufficient for this application (Ravasio et al., 2009). Furthermore, the good coherence of the pulse allows for alternative imaging methods that do not require...
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Fig. 1. Schematic of sample fabrication using electron beam lithography (EBL) and lift-off: (a) the membrane is prepared for resist deposition, (b) spin-coating of silicon nitride membrane by PMMA resist, (c) EBL exposure of the resist, (d) removal of the exposed resist in development, (e) thermal evaporation of a thin metal layer and (f) lift-off in acetone to form metal feature.

Sample fabrication

The patterning of the membrane was performed in the clean room of Lund Nano Lab at the Division of Solid State Physics, Lund University. Before exposure of the membrane in EBL, the sample was spin-coated with a thin layer of polymethyl methacrylate (PMMA). The PMMA layer works as a positive electron beam sensitive resist, i.e. after irradiation by high-energy electrons and development, the resist is locally removed resulting in a well-defined pattern. Subsequent evaporation of a thin metal layer onto the membrane and dissolution of unexposed resist in acetone (lift-off technique) leads to formation of the metal features with precisely controlled shape and thickness (Broers et al., 1996; Vieu et al., 2000). This approach allows fabrication of metal features with lateral size as small as 15 nm, but in the present work we limit the lateral size to 2 μm.

In our experiments we used a commercially available EBL systemRaith 150 (Raith GmbH, Germany), thermal evaporation tools for deposition of the metal layers as well as Zeiss AxioVision (Carl Zeiss Microimaging GmbH, Göttingen, Germany) optical microscopes for sample inspection. The 20 nm thick, 500 × 500 μm² large silicon nitride (Si₃N₄) membrane, supported by a solid Si frame up to 3 × 3 mm² in size, was bought ready-made from SPI Supplies (Structure Probe, Inc., West Chester, PA, U.S.A.). The sample with the membrane was glued onto a stainless steel support structure using melted indium. For spin coating, the rectangular support structure was temporarily attached to a 2" silicon wafer. The samples were spin-coated with a thin layer of PMMA resist, 950KD, dissolved in anisole. After deposition of the resist and its soft baking, the resist layer was exposed to the electron beam in the EBL machine using acceleration voltage 20 kV and a dosage of 340 μC cm⁻² for the amplitude object, and 810 μC cm⁻² for the phase object. The exposed PMMA was developed in a mixture of methyl-isobutylketone and isopropanol (MBIK:IPA), rinsed in IPA and nitrogen blow-dried. In the following steps, a thin layer of Au or Al was evaporated and carefully lifted-off to make metal features on the silicon nitride membrane. The sample fabrication steps are shown in Figure 1. Microscope images of the samples used in this work are shown in Figure 2. The first example, Figure 2(a), shows a membrane covered with a 20 nm thick layer of gold. The formed pattern consists of squares of varying size, 16, 8, 4 and 2 μm side lengths. Figure 2(b) shows the second sample, where the membrane is covered with aluminium in various shapes. This sample is designed to introduce a phase shift to the...
Digital holography

The produced samples were imaged with the digital in-line holography set-up at the Lund Laser Centre, which uses XUV pulses produced in a high-order-harmonic generation (HHG) set-up. The HHG process takes place when an intense laser pulse is focused into a gas medium. The interaction of the laser pulse with the gas atoms results in the emission of overtones of the fundamental frequency. The laser system used in this experiment operates at a wavelength of 800 nm, and Ar is used as a target medium. The generated spectrum reaches into the extreme ultraviolet regime, up to the 29th harmonic at 27.6 nm. More details on the HHG set-up can be found in He et al. (He et al., 2009). The XUV pulse is refocused tightly, to get a divergent pulse for the in-line holography scheme (Fig. 4, see Schwenke et al., 2008 for more details). The samples are imaged in transmission, which means that the beam must transmit through the membrane to interact with the sample layer. This requires a sufficient transmittance of the membrane for the XUV. During the experiment, a transmittance of about 46% at 38 nm wavelength was measured. The photon flux from the source of about $3 \times 10^{10}$ photons per pulse per harmonic (He et al., 2009) allow for single-shot imaging, as has been demonstrated previously (Schwenke et al., 2008). The quality of the holograms is, however, improved by acquiring an image during a few seconds, about 30 shots at a 10 Hz repetition rate.

The fringes of the hologram reveal both the spatial composition of the diffracted light as well as the phase shift relative to the reference part of the beam. A reconstruction of the field in the sample plane can be achieved by applying a numerical algorithm to the recorded hologram. A detailed description of the algorithm can be found in Genoud et al. (Genoud et al., 2007). Of particular interest in this work is the correction for the twin-image blurring, which arises from the ambiguity of the interference fringes in the hologram. We apply an iterative algorithm suggested by Latychevskaia and Fink (Latychevskaia & Fink, 2007), which successively recovers the phase information lost in the recording process. This improves the contrast of the reconstructed object image, and can potentially yield the true values of the complex object properties. The spatial resolution of the reconstructed images is limited, because information can only be obtained in the overlap region between the reference wave and the object wave, which is restricted by the divergence of the source. In this set-up, the limit for the spatial resolution is calculated to be about 1.2 µm.

Results

The sample production method allows for a wide range of different designs and materials to be used. For this work, various sample structures made of single layers of Au (20 nm thickness) or Al (21.7 nm; and also Cr, 26.7 nm) were produced. A double-layer sample of Au (15.1 nm) and Ni (6 nm) was produced as well. Here Ni served as an adhesive to the silicon nitride membrane. We found that once a proper handling protocol was in place, the lithographic process could reliably be applied on membranes as thin as 20 nm. Variations
Fig. 5. Experimental hologram and reconstruction of a detail of the sample seen in Figure 2(a). (a) The recorded hologram. (b) The reconstructed transmission. (c) The data along the line in (b). The shaded areas show the position of the squares in (b). The edge marked with the arrow was used for determining the spatial resolution.

of the quality of the produced structures were not observed, yet a systematic study was not performed.

The sample shown in Figure 2(a) was used to determine the spatial resolution of the holography set-up. Figure 5 shows the results from the holography imaging. The first image, Figure 5(a) shows the recorded hologram, although Figure 5(b) shows the reconstructed transmission function. Figure 5(c) shows the data along the line in Figure 5(b). The spatial resolution was determined to be 1.5 µm, measured at the edge indicated with the arrow. Here the resolution was defined as the lateral distance covered by 60% of the full height of the edge. The given number represents the highest achieved spatial resolution. A comparison of the measured edge with other edges shows, that not all edges are resolved equally well. The resolution varies throughout the image, mainly because of artefacts in the recorded holograms, but also because of a reduced signal-to-noise ratio at the edge of the beam. Note that the 2 µm sized square is visible in Figure 5(c).

Figure 6 shows the reconstructed object images for the phase sample. The large square seen in Figure 2(b) was imaged. Although Figure 6(a) shows the recorded hologram, Figure 6(b) shows the reconstructed phase shift and Figure 6(c) shows the data along the line in Figure 6(b). The calculated transmittance is 90%, and the estimated phase shift through the aluminum is 0.51 rad, for 38 nm radiation. The measured transmittance is 87%, and the measured phase shift is 0.57 rad, calculated as the mean values of the complex modulus and phase angle in the area covered by the object in the reconstructed image. The measured transmission and phase shift agree well with the expected values. Figure 6(c) shows the data along the line in Figure 6(b) before applying the iterative algorithm (blue dashed line) and after 300 iterations (orange line). Further iterations do not improve the contrast, but increase the noise in the image and add artefacts. After applying the iterative algorithm, the contrast is significantly enhanced, and the phase shift is similar to the expected value. However, both the two-dimensional image and the line-out show a large amount of noise. The success of the iterative phase retrieval, and the quantitative reconstruction of the object properties, relies strongly on the stability of the source.

Summary and conclusions

We have demonstrated a method to produce arbitrary shapes and layer compositions on ultrathin silicon nitride membranes. The produced objects were used to demonstrate digital in-line holography with a HHG source. The reconstructed images match closely the sample specification.
Fig. 6. Experimental hologram and reconstruction of a detail of the sample seen in Figure 2(b). (a) The recorded hologram. (b) The reconstructed phase shift. (c) The data along the line in (b). The two lines show the reconstructed phase shift before (blue dashed) and after (orange) application of the iterative algorithm.

The spatial resolution is limited because of the numerical aperture of the XUV focusing optics. The iterative process increases the image quality by enhancing the contrast and removing contributions from the twin image. The remaining image distortions can be removed by better optics which less aberrations, and by improving the pointing stability of the laser and the mechanical stability of the experimental set-up.
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1. Introduction

The direct detection of the spatiotemporal dynamics of nanolocalized optical nearfields on nanostructured metal surfaces, e.g. imaging of localized surface plasmons on rough or nanostructured metal films or the imaging of propagating surface plasmon polaritons at a vacuum-metal or metal-dielectric interface, e.g. in metallic waveguides, is a prerequisite to further control and optimize surface-plasmon based ultrafast nanooptics for future device development and applications [Raether88, Maier06].

While the free electrons in metals collectively respond to the excitation from a light pulse, which is resonant to the surface plasmon frequency of the system, and squeeze and amplify the field intensity of the incoming plane light field into a sub-wavelength spatial volume, the typically broad frequency bandwidth of surface plasmon resonances supports an ultrafast response of these fields with rapid field changes on sub-femtosecond time scales.

The sub-wavelength nanoscaled localization of optical fields in the vicinity of metal nanostructures and the ultrafast temporal evolution of such fields on a 0.1-100 fs time scale require the invention and development of new experimental methodologies, which combine nanometer (sub optical) spatial resolution, sub-femtosecond temporal resolution and optionally further nanospectroscopic information.

Resolving the spatial distribution of such fields requires a microscopic technique with sub-optical spatial resolution, e.g. in the 10 nm – 100 nm range.

Scanning near field optical microscopy techniques have been successfully applied with spatial resolutions of about ~100 nm, however the combination with ultrashort light pulses is still very difficult. Photoemission electron microscopy is a technique capable of spatially resolving the spatial emission distribution of photoelectrons with an ultimate resolution of ~10 nm. Furthermore, the photoemission process turns out to be very sensitive to localized surface fields (like surface plasmons) especially for nonlinear multiphoton excitation schemes. It is for those reasons that PEEM has matured to a very powerful technique for imaging and analyzing localized surface plasmons.

Detecting the temporal evolution of surface plasmon fields requires femtosecond to attosecond temporal resolution, which is usually enabled by interferometric two-pulse pump-probe experiments using ultrashort resonant optical laser pulses (fsec) for excitation and visible fs to XUV attosecond (High Harmonic Generation) pulses for probing.

A schematic picture for the excitation of localized surface plasmons on a metallic nanoparticle is displayed in Figure 1.
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Figure 1 Concentration of optical field energy (λ ~ 500 nm) in the plasmonic nearfield of a metal nanoparticle (typ. 10 nm dia.) induced by collective electron oscillation (picture courtesy of M. Stockman).

Photoelectron Emission Microscopy (PEEM) combined with ultrafast laser-based excitation sources has matured over the last 10 years into a very powerful experimental tool to study the collective electron dynamics and field dynamics from surfaces via a photoemission process with a spatial resolution limit ranging down to ~ 10 nm. Furthermore, state of the art PEEM microscopes are nowadays equipped with electron energy filtering for nanospectroscopic investigation of the emitted photoelectrons.

The following sub-chapters describe the current status (as of the end year 2013) of research and development on ultrafast PEEM experiments over the last 10 years, with a special emphasis on converging to the ultimate goal of ultrafast microscopy with ultimate specifications on the spectral and temporal resolution.

2. Time-resolved multi-photon PEEM with femtosecond time resolution

Rough metal surfaces irradiated by Ti:Sa femtosecond laser pulses in the NIR (e.g. 800 nm) or visible (e.g. SHG at 400 nm) regime show strong emission of photoelectrons even though the incident photon energy (typ. 1.55 eV or 3.1 eV) does not exceed the metal work function (e.g. typ. ~4.5 eV for Ag or Au). This multi-photon (2 photon, 3 photon) excitation process can be strongly enhanced by the resonant excitation of localized surface plasmons, if the incident wavelength hits the surface plasmon resonance frequency of the metallic sample (surface plasmon assisted multiphoton photoemission).

2.1 Observation of surface plasmon enhanced “hot spot” photoemission in fs-PEEM

While first experiments on nonlinear multi-photon photoemission with fs laser pulses have been performed in the 1990s by photoelectron spectroscopy without any spatial resolution, the investigation of the strongly localized emission characteristics of photoelectrons from localized surface plasmons voids or protrusions of rough metal films or even from lithographically formed metal nanostructures (see Fig. 1) was only possible by first experiments using Photoelectron Emission Microscopes coupled to short pulse laser sources.

First fs-PEEM experiments published in 2003 by the group of Schönhense (University of Mainz) on lead nano-cluster films and rough silver films revealed strongly localized photoemission intensities in so-called “hot-spots” with sub-optical spatial dimensions, and with a pronounced intensity dependence on the lateral orientation of the incoming linear light polarization.

Shortly after the discovery of this “hot-spot” photoemission from plasmonic metal surfaces, the nature of the photoemission process has been investigated by time-of-flight
PEEM microspectroscopy by measuring the lateral intensity distribution as well as the kinetic energy distribution of the emitted photoelectrons in a ToF-PEEM.

The results (from the same group) obtained on a polycrystalline copper surface show distinct differences in the kinetic electron energy spectra revealed from hot-spot and non-hot-spot surface areas, pointing to change of the local work function.

2.2 Interferometric time-resolved fs-PEEM

A first experiment combining nanoscopic spatial with femtosecond temporal resolution was successfully performed and published by the group of Hrvoje Petek at the University of Pittsburgh in 2005. They combined interferometric time-resolved two-photon photoemission (ITR-2PPE) excited by two identical 400nm/10fsec replica laser pulses with a spatially resolving detection of the emitted photoelectrons by PEEM. The sample under investigation was a silver grating structure, whose line edge roughness gave rise to pronounced hot spot emission. By analyzing the hot spot intensities of different local areas as a function of the pump-probe time delay the researchers could observe the localized surface plasmon field evolution as a function of time via the instantaneous photoemission intensity. While all hot-spot intensities initially oscillated in phase with the exciting 10 fs laser pulse, they converge towards their plasmonic eigenfrequencies for later times up to their T₂ dephasing time (see Figure 2).

Figure 2 Interferometric two-photon correlation measurement of the photoelectron emission intensity from one distinct Ag hotspot A as a function of the relative time delay (a). A detailed comparison of the temporal variation of the photoemission signal as a function of time delay for 4 different hotspots A-D show different behavior.

3. The “Atto-PEEM”

In a theoretical paper published by M. Stockman et. al. in 2007 [Stockman07], the development of a new type of ultrafast photoelectron microscope was proposed, which for the first time could potentially see and spatially as well as temporally resolve the ultrafast nearfield oscillations of localized surface plasmons on their genuine nanometer spatial and attosecond temporal time scales.

In 2009 PEEM imaging using attosecond pulse trains was then demonstrated experimentally by Mikkelsen et al [Mikkelsen09], and it was realized for single attosecond pulses by Chew et. al. [Chew12] in 2012. While these and further experiments showed the immense potential of the technique [Mikkelsen09, Chew12, Marsell13], it was also clear from these studies that an important limiting factor to fully realize the great potential of Atto-PEEM is the repetition rate of the high harmonic generation (HHG) light sources. At the end
of this chapter the use of a new generation of laser technology enabling attosecond light pulses with repetition rates in the hundreds of kHz range is demonstrated to yield exactly the improvements needed to take this technology to a qualitative new level.

In section 3.1 we discuss the theoretical proposal of attosecond PEEM plasmonic that was a precursor to this whole experimental endeavor. This is followed by two sections elaborating on the two different approaches towards Atto-PEEM that have been developing until now. In section 3.2 the experimental developments and conceptual ideas, of the group of Kleineberg at LMU Munich, to realize this concept using a ToF-PEEM and a single attosecond HHG source. In section 3.3 we discuss the development and conceptual ideas of the Mikkelsen & L’Huillier groups at Lund University, using HHG attosecond pulse trains, synchrotron sources (for comparison) and recently a ≥200kHz HHG source. Our hope is that this will be a helpful guide for future atto-PEEM imaging experiments and developments.

3.1 Theoretical description of the attosecond nanoplasmonic field microscope

The theoretical proposal to study plasmonic effects to the attosecond level was based on a few-cycle femtosecond laser pump pulse resonantly exciting surface plasmons (very similar like in nonlinear multiphoton PEEM experiments), while the temporal evolution of the plasmonic field from the enforced excitation converging towards the plasmonic eigenmodes within the plasmonic dephasing time is being probed by linear photoemission process induced by a single extreme ultraviolet attosecond pulse (see Fig. 3).

The high XUV photon energy (typ. ~ 90 eV) gives rise to the emission of fast photoelectrons from the valence band close to the Fermi edge (in contrast to usually slow photoelectrons emitted via multiphoton excitation), which are quickly penetrating through the plasmonic surface nearfield and take up momentum from that field.

Depending on the relative time delay between the femtosecond NIR excitation pump pulse and the attosecond XUV probe pulse, the measured energy change of the emitted photoelectron bears a fingerprint of the instantaneous plasmonic surface nearfield at the time of electron release. Their energy change is proportional to the local electrical field potential at the time of electron release and is independent of the electron emission angle, which makes high-resolution PEEM collection with a large numerical aperture possible.

The concentration of the incident light field in the vicinity of metallic nanostructures (when illuminated close to the plasmonic resonance) gives rise to a localized enhancement of the electromagnetic field on the nanoscale, which is dubbed “hot-spot”. In photoelectron
emission these plasmonic hot-spots act as local surface points of enhanced electron emission, because the transition probability of a dipole-allowed electronic transition scales with the square of the electrical field.

The temporal response of such a plasmonic hot-spot field upon resonant excitation by a very short few-cycle laser pulse is displayed in Fig. 4. The chosen parameters (pulse duration 5.5 fs, wavelength 800 nm, intensity 10GW/cm$^2$) of the simulated few-cycle laser pulse (a) are very similar to typical few-cycle laser pulses, which nowadays can be experimentally achieved by state-of-the-art femtosecond laser sources.

The simulated hot-spot field response is displayed in panel b. The magnitude of the hot-spot field has been normalized to the maximum amplitude of the exciting laser field, which has been set to “1". The initial time response of the plasmonic field closely resembles the field oscillations of the driving laser field, due to the large spectral bandwidth of surface plasmon resonances supporting sub-femtosecond field oscillations.

At longer time delays > 20 fs a complex interference beating of several plasmonic eigenmodes occurs, which is characteristic for each nanoscaled hot-spot.

It is the idea of nanoplasmonic field microscopy to trace the field beating of plasmonic eigenmodes by XUV photoelectrons liberated from a single attosecond XUV pulse (pulse duration indicated by the arrow in panel (b)).

Furthermore, at this particular nanosystem the simulated hot-spot field is enhanced by a factor of approximately 30 compared to the incident laser field.

![Figure 4 Simulated few-cycle (5 fs, 800 nm) excitation pulse (a) and simulated nanoplasmonic field response in a plasmonic “hot spot” (b).](image)

### 3.2 High-Harmonic PEEM with single attosecond XUV pulses

A first realization of a PEEM experiment with excitation by single attosecond XUV pulses from High Harmonic Generation has been reported by the Garching group in 2012.

A High Harmonic spectrum has been generated from 5fs/0.6mJ/1kHz driver laser pulses from a carrier envelope phase stabilized Ti:Sa amplifier focused into a Ne gas target.

The HHG spectrum together with the transmitted NIR driver laser pulse is further propagating in a high-vacuum beamline towards the ToF-PEEM. The NIR beam is being blocked by a 150 nm Zr filter, which has a transmissive window for the HHG XUV spectrum above 60 eV. The HHG spectrum can be then optionally analyzed by a transmission grating XUV spectrograph.

The HHG spectrum at the spectral cutoff is further being monochromatized and refocused onto the PEEM sample at an angle of incidence of ~ 65 deg by means of a near-normal incidence Mo/Si multilayer mirror (Fig. 5).
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Figure 5 Experimental setup of an HHG-PEEM experiment using a 1 kHz repetition rate HHG source filtered for single isolated attosecond pulses at around 93 eV.

The measured HHG spectrum behind the Zr filter is displayed in Fig. 6, together with the XUV reflectivity curve of the Mo/Si multilayer mirror. The multilayer mirror is reflecting a spectrum of 5.4 eV FWHM spectral bandwidth centered around 93 eV close to the cutoff of the HHG spectrum (~97 eV). The resultant spectral bandwidth of the HHG spectrum corresponds to an XUV pulse duration of ~400 attoseconds.

A comparison of the PEEM imaging performance with conventional CW UV irradiation from a mercury discharge lamp at 4.9 eV photon energy and the attosecond pulsed HHG irradiation described above has been performed on a microstructured gold chessboard sample, consisting of alternating 1 micron Au squares on a SiO2 surface (Fig. 7).

Figure 6 Measurement of the HHG spectrum after 150 nm Zr metal filter plus reflectivity curve of the Mo/Si multilayer focusing mirror. The bandwidth of the mirror (5.4 eV FWHM) corresponds to attosecond pulses of approx. 400 as duration.

The PEEM images exhibit two different contrast mechanisms: While the UV-PEEM image contrast is dominated by work function differences at the surface, with Au appearing bright due to its work function (4.7 eV) being lower than the UV excitation energy (4.9 eV), while SiO2 appears dark due to its higher work function exceeding 4.9 eV, the XUV PEEM image is dominated by the different yield of inelastically scattered electrons which dominated the XUV photoelectron spectrum. This contrast (in case of Au and SiO2) is much lower than the work function contrast of both materials, thus giving rise to a lower contrast PEEM image. Furthermore, the achieved spatial resolution also differs due to physical reasons. While the energy distribution of photoelectrons emitted at the work function threshold is very narrow, resulting in monochromatic photoelectron emission and reduced chromatic aberrations in the PEEM imaging process, the energy distribution of the XUV excited secondary electrons is much broader, giving rise to significant chromatic aberration in the PEEM image.
Accordingly, a resolution of about 150 nm has been deduced from the UV PEEM image along a 16%/84% line edge criterion, while the spatial resolution has been degraded to about 230 nm for comparable PEEM settings in the case of the HHG XUV irradiation. Please note, that achieving this resolution is only possible, if space charge effects are reduced by attenuating the HHG intensity (see text below).

This attenuation extends the required image acquisition time to a few hours, making time resolved experiments merely impossible at 1 kHz repetition rate. This finding underlines the demand for further improving the HHG pulse rate into the multi kHz or even low MHz repetition regime.

A detailed analysis of the influence of space charge due to the short HHG excitation pulses on the PEEM image performance as well as the resulting photoelectron spectra was possible by applying Time-of-Flight spectroscopic measurements at different illumination intensities (Fig. 8).

The HHG intensity has been over 3 orders of magnitude by changing the Ne gas pressure in the gas target. Optimum intensity is achieved at around 100 mbar partial pressure, however no image contrast and resolution could be achieved under these illumination conditions. In short pulse photoemission, the tolerable number of photoelectrons per pulse may not exceed one electron, because multiple electrons emitted quasi simultaneously suffer from coulomb repulsion either at the sample, or more severely, at the conjugated image plane inside the PEEM column, where the electron beam trajectory crosses. The approximate XUV photon intensity of $10^6$ photons per shot results (with a photon-electron conversion of $\sim 0.001$ at 93 eV) in about 1000 emitted photoelectrons per pulse way exceeding the tolerable number of 1 photoelectron per shot. While attenuating the XUV pulse intensity by gradually decreasing the Ne gas pressure, the image contrast as well as the image resolution improves, finally being optimized for a Ne gas pressure of about 50 mbar. This gas pressure corresponds to an attenuation of the XUV HHG spectrum by a factor of approximately 1000, bringing the number of emitted photoelectrons per pulse into the desired range. However, one has to notice, that the achieved parameters are a tradeoff between reasonable photon flux (image acquisition time) and space charge suppression, but even under these conditions at 1 kHz repetition rate space charge is not totally avoided.
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Figure 8  Space charge investigation of the HHG-PEEM images as a function of incoming HHG intensity. The optimum HHG intensity achieved at ~ 100 mbar Ne gas pressure has to be attenuated by approx. a factor of 1000 to achieve distortion free images. The electron ToF spectra show distinct shifts of the secondary electron energy while the valence band electrons remain unchanged (see text).

A deeper insight into the effect of space charge is delivered by analyzing the kinetic photoelectron spectra at different HHG intensities (Fig. 8b). The ToF electron spectra range from the inelastically scattered secondary electrons at low kinetic energies (between 0 and ~ 20 eV) up to the high energy valence band electrons at the Fermi edge around 87 eV.

While the secondary electrons (which are the majority of electrons and contribute most to the XUV PEEM image formation with no energy filtering applied) show a strong energy shift and broadening with increasing HHG intensity, the valence band electron spectra remain merely unchanged. This is a very important result, because it underlines the feasibility of the ATTO-PEEM concept, which is based upon the image acquisition and analysis by the fast valence band electrons, which carry information about the instantaneous electrical field potential of the localized surface plasmon fields. However, it also shows that kinetic electron energy image filtering of the valence band electrons is a prerequisite for ATTO-PEEM.

Besides filtering PEEM images for kinetic electron energies, electron time of flight analysis bears the potential for microspectroscopy in HHG-PEEM, which was previously only possible by applying Synchrotron Radiation illumination. This is illustrated by selected microarea spectra from a lithographic sample of Au ellipsoids fabricated onto a native oxide covered Si wafer by electron beam lithography.

The UV PEEM image (a) as well as the HHG PEEM image (b) displays the array of Au ellipsoids, with three distinct different intensity areas visible in the HHG PEEM image: the dark background intensity from the Si wafer surface, a moderately brighter intensity from the Au ellipsoids, and very bright intensities observed at localized areas at the rim of the Au frame as well as some distinct hotspots from the Au ellipsoids. When defining these three different regions of interest (ROI), as displayed colored areas of Fig. 9b, we could acquire three different ToF spectra representing these ROI.

The Au spectra show a distinct secondary electron intensity at low kinetic energies and (less intense) emission from primary photoelectrons from the 5d valence band of Au at high kinetic energies (upper panel of 11c). The corresponding emission from the SiO₂ surface shows less intense emission from secondary electrons (also due to the larger work function of SiO₂), and the contrast in secondary electron emission between Au and SiO₂ is mainly

Figure 8   Space charge investigation of the HHG -PEEM images as a function of incoming HHG intensity. The optimum HHG intensity achieved at ~ 100 mbar Ne gas pressure has to be attenuated by approx. a factor of 1000 to achieve distortion free images. The electron ToF spectra show distinct shifts of the secondary electron energy while the valence band electrons remain unchanged (see text).
determining the observed image contrast in non-filtered PEEM imaging. At high kinetic energies, the emission from the sp valence band in SiO$_2$ is observed. Note, that the emission intensities between Au and SiO$_2$ valence band electrons are very similar, which could prevent achieving valence band filtered PEEM image contrast for this combination. Furthermore, some indication of the emission from O-2s core level states is observed. Interestingly, the emission spectra from the most intense PEEM image areas show a distinct and very intense emission of very low energy electrons which could point to the emission of surface plasmon assisted hotspot electrons excited by leaking NIR laser radiation through the Zr metal filter.

Figure 9 Microspectroscopic analysis of a nanostructure Au/SiO$_2$ sample using ToF energy analysis. The occurrence of hotspot photoemission from the rim of the Au frame stems from residual NIR radiation leaking through pores of the Zr film.

3.3 PEEM with high-order harmonics: Attosecond pulse trains and 1 to 200 kHz repetition rate light sources.

In this section, we discuss the quality of high-order harmonics generated in a gas as an XUV light source for PEEM (HHG-PEEM), as developed at Lund University. Our considerations have the underlying premise of using the high-order harmonic generation (HHG) light source for achieving attosecond time resolution in the Atto-PEEM. This goal requires solving fundamental and technological challenges, which we have gradually been addressing since publishing the first PEEM images using attosecond XUV pulse trains in 2009 [Mikkelsen2009]. From a fundamental point-of-view, restricting the pulse duration of the excitation light to a few hundred attoseconds or less inevitably leads to very broad energy distribution, with FWHMs between 10 and 20 eV, thus affecting spectral resolution and imaging contrast. From a technical point-of-view, the high temporal resolution required for Atto-PEEM implies high optical and mechanical stability, which is difficult to maintain over the long time needed for acquiring an image.

One of the major concerns for Atto-PEEM is the low repetition rate (<10 kHz) of the laser sources used for HHG. Space charge problems associated with the release of too many photoelectrons per event severely limits the useable harmonic pulse peak intensities (if no image degradation is to occur). On the other hand, it is necessary to detect many photoelectrons in total in order to get a good image. Combining this requirement with the necessity to limit the acquisition time for stability reasons and to take images at different pump/probe delays for temporal resolution is one of the main difficulties of Atto-PEEM. The development of high harmonic sources in the hundreds of kHz to low MHz range is a crucial next step to make Atto-PEEM and HHG-PEEM useful techniques for applications in surface physics.
We now describe the experimental developments necessary for PEEM imaging with high-order harmonics and discuss possible imaging modes. We also compare HHG-PEEM with PEEM using other light sources such as the MAX II synchrotron [Zakharov12]. We end with an experimental demonstration of how achieving high resolution in both time and space will be possible especially with the advent of attosecond light sources going into the low MHz repetition rate range.

3.3.1 Experimental setup and requirements

The experiments described in this section were carried out with two femtosecond laser systems at Lund University, based on different ultrafast laser technologies, Chirped Pulse Amplification (CPA) and Optical Parametric Chirped Pulse Amplification (OPCPA). In both cases the seed pulse is temporally stretched in order to avoid parasitic nonlinear effects in the amplification process, but the energy transfer from pump to signal radiation is realized in fundamentally different ways. The CPA laser is based on Titanium:Sapphire (Ti:Saph) as active laser material. It delivers pulses of 35 fs full width half maximum duration and 3 mJ pulse energy at a repetition rate of 1 kHz. The OPCPA laser system delivers much shorter pulses (<7 fs) at much higher repetition rate (200 kHz – 2 MHz), but at the expense of pulse energy, which is around 10 µJ. Both laser systems will be described in detail in the following and in subsequent sections we will generally term the 1 kHz system as the “kHz laser system”, while we will use the term “MHz laser” for the OPCPA based laser although it will often be operated in the few hundreds of kHz regime.

The development of ultrashort laser technology has recently reached a turning point where traditional CPA and OPCPA coexist and compete. The differences between normal chirped pulse amplification and optical parametric chirped pulse amplification are illustrated in Figure 10. After the first demonstration in 1985 [Strickland85], CPA became the method of choice for obtaining the shortest and most energetic laser pulses for applications in science and industry, such as refractive surgery of the human eye, skin cancer detection, cutting, drilling and micro- and nano-structuring. In 2001 CPA laser technology allowed for the first time the generation and characterization of single attosecond pulses and attosecond pulses...
trains [Hentschel01, Paul01]. The attosecond community has a large share in continuously
driving the development of CPA laser technology towards shorter pulses, higher pulse energy,
and faster repetition rate. However, reaching down to pulse durations below ~20 fs still
remains a challenge because of gain-bandwidth narrowing. Furthermore, the heat load
deposited in the laser crystal, resulting in effects like thermal lensing, is a current limitation
for Ti:Saph-based high-average power CPA lasers.

OPCPA was first demonstrated in 1992 [Dubietis92], but it took until recently for the
technology to mature and become suitable for applications in attosecond science. In OPCPA
the energy transfer from pump to signal wavelength relies on parametric amplification. A
pump pulse, which has approximately the same duration like the stretched signal pulse, is
nonlinearly mixed in an optical crystal, resulting in amplification of the signal pulse and
emission of an idler pulse. Since only virtual energy levels are populated in parametric
amplification, no energy is being stored in the nonlinear crystal; thus heat dissipation and
thermal effects are usually negligible and OPCPA scales very favourably towards high
repetition rate and high average power. In optimum phase-matching conditions, i.e. under
energy ($\omega_p = \omega_s + \omega_i$) and momentum ($\vec{k}_p = \vec{k}_s + \vec{k}_i$) conservation, the energy transfer
from pump to signal pulse can be highly efficient with up to 30% in a single pass. Here $\omega$ and
$k$ are the frequencies and wave vectors, respectively of the pump (P), signal (S), and idler (I)
beams. Noncollinear pump-signal arrangements provide phase-matching bandwidths for
direct amplification of few-cycle pulses (one optical cycle at 800 nm wavelength is 2.7 fs
long), considerably below 10 fs duration. While optical parametric amplification can often be
realized in very compact dimensions, elaborate pump laser technology and precise
synchronisation of pump and signal pulses in the amplification crystals is required. Indeed,
the pump sources are often sophisticated CPA lasers, since short pump pulses in the
picosecond range are required for efficient OPCPA pumping.

Today OPCPA schemes are particularly interesting for very short pulse duration (<10 fs)
and high repetition rate (MHz) [Krebs13, Matyschok13], as well as for carrier wavelengths in
the IR and MIR spectral regions, where no conventional broadband laser media exist
[Biegert12].

The 1 kHz-repetition rate CPA laser system used for atto-PEEM experiments in Lund has a
Ti:Saph ultrafast oscillator (Femtolasers Rainbow) as front-end, followed by a grating
stretcher, a regenerative amplifier, a multi-pass power amplifier, and a grating compressor.
The Ti:Saph crystal in the last amplifier is cryogenically cooled to ~90°C in order to
minimize thermal lensing. A programmable acousto-optic filter (Fastlite, DAZZLER), placed
between the stretcher and the regenerative amplifier, is used to shape the seed spectrum to
minimize gain bandwidth narrowing in the amplifiers and to correct residual spectral phase.
Pulse energy of 3 mJ and pulse duration of 35 fs are obtained behind the compressor.

For the attoPEEM experiments the laser pulses are sent into an actively stabilized Mach
Zehnder interferometer [Kroon14], as illustrated in Figure 11. In one arm of the
interferometer, attosecond XUV pulse trains are produced via high-order harmonic generation
by focusing the laser in a pulsed Ar gas cell. The XUV is subsequently separated from the
pump IR light by transmitting through a 200 nm thick Al filter. A probe beam propagates in
the second arm of the interferometer. The probe radiation is recombined with the XUV on a
holey mirror, where the attosecond pulses propagate through the hole and the IR is reflected
from the boundary. A piezo delay stage in the probe arm of the interferometer allows for
precise sub-cycle temporal delay between the attosecond pulses and the IR laser pulses. After
the recombination mirror the XUV and IR pulses propagate collinearly and are focused by a
toroidal mirror into the sensitive region of a magnetic bottle time of flight electron
spectrometer (MBES). By cross-correlating IR probe pulses with the XUV attosecond pulse
train in a detection gas the average pulse duration of the pulses in the attosecond pulse train
can be characterized by the RABBITT technique (reconstruction of attosecond bursts by interference of two-photon transitions) [Paul01] (Figure 12).

Figure 11 Sketch of the experimental setup developed for atto-PEEM measurements, consisting of an attosecond pump-probe interferometer, followed by a Magnetic Bottle Electron spectrometer (MBES) for attosecond pulse characterization and the PEEM.

The PEEM is placed behind the MBES and the sample to be illuminated is located approximately 70 cm behind the focus of the XUV. Due to strong space charge effects in the PEEM imaging path, as will be discussed later in this section, the XUV intensity was not an issue in these experiments.

Figure 12 (top) Typical harmonic photo-electron spectrum measured in the magnetic bottle time of flight spectrometer; (bottom) Attosecond pulse train obtained from a RABBITT measurement.
Figure 13: Sketch of the few-cycle, high repetition rate OPCPA laser source used in HHG-PEEM imaging in Lund.

The OPCPA laser source, used for HHG-PEEM imaging experiments at high repetition rate, was co-developed with an industrial partner (VENTEON Femtosecond Laser Technologies). The frontend is a few-cycle Ti:Saph oscillator (VENTEON Pulse-one) with pulse duration below 6 fs. Unlike in CPA, where gain bandwidth narrowing increases the pulse duration significantly, most of the oscillator bandwidth can be preserved in the optical parametric amplification process, resulting in output pulse duration below 7 fs [Matyschok13]. A sketch of our OPCPA laser source is presented in Figure 13. The pump laser is a Ytterbium-doped fiber CPA chain with two rod-type large-mode area fibres as last amplification stages, emitting pulses of ~1.5 ps pulse duration at an average power of ~40 W. The output of the fibre laser is converted to green by second harmonic generation in order to pump the parametric amplification stages. The fibre laser chain is optically seeded with part of the oscillator spectrum around 1030 nm in order to minimize the timing jitter between pump and seed pulses in the optical parametric amplification stages. Parametric amplification is realized in a non-collinear geometry, where the pump and signal pulses are overlapped with an angle of ~2.5° in two subsequent BBO (Beta Barium Borate) crystals, where each crystal is pumped by one of the two rod-type final amplification stages of the fibre laser. The signal pulses are stretched by a pair of wedges to duration of several hundred femtoseconds before parametric amplification. Compression is realized with commercial chirped mirrors (Venteon). An output power of ~2 W is achieved after compression, which at the current repetition rate of 200 kHz leads to a pulse energy of 10 µJ. The repetition rate can be increased to up to 2 MHz on the expense of pulse energy, while the average power remains approximately constant. The carrier envelope phase (CEP), i.e. the offset between the peak of the pulse envelope and the peak of the electric field, can be stabilized for hours with two feedback loops. CEP stability is a very important requisite for the generation of single attosecond pulses [Hentschel01].

We currently develop a high-repetition rate HHG-based XUV source to facilitate atto-PEEM experiments. The output of the OPCPA laser system is focused with a short focal length (f=50 mm) achromatic lens into a high pressure Ar gas jet located in vacuum. In order to obtain the shortest pulse duration in the interaction region, the positive dispersion of the lens is pre-compensated with an additional chirped mirror pair behind the laser output. The generated harmonic spectrum is filtered with a 200 nm thick Aluminium filter. The XUV spectrum is detected with a spectograph based on a concave grazing incidence grating and a multi-channel plate (MCP) followed by a phosphor screen. A typical XUV spectrum is shown in Figure 14. We are routinely able to generate harmonics in the 40-50 eV energy region.
Some considerations are also needed regarding the PEEM and the in-vacuum guiding of the beam from the laser to the PEEM setup. At a synchrotron facility, the beam onset is obviously fixed by the position of the ring and has to be in-vacuum manipulated and re-focused at the PEEM using X-ray mirrors. A typical concept is that a well-focused X-ray spot is created at some (reasonable) position in the experimental hall and then the PEEM instrument itself is aligned carefully at this position with mm precision, minimizing the X-ray spot size. This can be a long process taking several weeks. Exactly the same conditions are in practice needed for HHG sources. Conditioning these systems for the optimal and extremely stable operation conditions necessary for Atto-PEEM needs long periods of optimization upon which the laser output position will be fixed as any movement of the laser system or HHG gas chamber will demand plenty of realignments. Also a HHG laser beamline typically has to be used for several different purposes. As a result, the concept is to create the optimum focus of the XUV radiation in a specific spot in the laser laboratory and then position the PEEM at this spot. As in the synchrotron case some flexibility can be awarded using re-focusing X-ray mirrors. One important difference between the synchrotron environment and the laser environment is physical space (which is a somewhat overlooked commodity). When designing the experimental setup at a synchrotron ample floor space typically exists for placing the systems. As a result, the Elmitec PEEM/LEEM system at the MAX-II ring can be placed on a 3x2x1m concrete block by itself for vibrational stability. This type of freedom is rarely available in a laser laboratory. For this reason, the electrostatic PEEM as for example our Focus PEEM is more suitable for a laser environment. This instrument is a roughly 1.5m long (depending on attached energy filtering units) and 0.6m long cylinder. In addition it has the sample stage integrated directly with the PEEM column, making it less sensitive to vibrations and is no need for a special sample manipulator. Below we will go through the two experimental setups used in the laser laboratories for these systems, but it is worth noting that in extreme cases we have placed the PEEM on a laser table directly connected to the laser system in use. This worked fine and the resolution limit of this instrument (20-50nm) could be reached.

Having access to PEEM at both a synchrotron and a HHG source is highly advantageous for comparison of image contrasts of the same nanostructure with different types of radiation. Thus since we will be describing results from both systems we should describe the two instruments. First we will briefly discuss the synchrotron based instrumentation, followed by a more in-depth discussion of the PEEM setup for HHG.

X-ray PEEM experiments were performed at beamline I311 [Nyh01m] at the Swedish national synchrotron laboratory - MAX IV laboratory. The beamline is equipped with a modified SX-700 monochromator providing light for two stations. The first experimental station is built around a large hemispherical electron analyzer for photoelectron and X-ray absorption spectroscopy. The Spectroscopic PhotoEmission and Low Energy Electron Microscope (SPELEEM) (Elmitec LEEMIII) is installed downstream from the first experimental station. The present set-up allows three basic operation modes using X-rays: 1)
energy filtering imaging, 2) energy filtered micro-diffraction and 3) micro-XPS or dispersive plane imaging. The first harmonic of the undulator is used for the excitation, normal incident to the sample surface plane. This is in fact somewhat unconventional and is only possible due to the 60 degree angle of the PEEM (and LEEM) columns with respect to the sample (the light goes through the beam separator of the microscope). This is in contrast to the PEEM used for HHG (discussed below) in which the light must come in at an angle of 65 degrees to the surface normal of the sample, which in this instrument coincides with the optical axis of the PEEM column. The electrons in the Elmitec instrument are extracted with a set voltage of 20 kV on the sample. The energy filtering function is realized by utilizing a hemispherical analyzer in the electron optical path. The transition between different operation modes is accomplished by changing the excitation of two lenses (intermediate and projective), two apertures (selected area and contrast aperture) and the energy slit in the dispersive plane of the analyzer [Schmidt98].

The PEEM used in the HHG experiments is a commercial Focus PEEM supplied by Omicron [Omicron1]. Photoelectrons are extracted from the sample stage with voltages that can be varied from 100V up to 15 kV and focused using an electrostatic focusing system. Contrast apertures ranging from 30 µm to 1500 µm in diameter could be inserted into the back focal plane of the objective lens to achieve improved resolution - at the expense of severe reduction in the electron intensity measured at the MultiChannel Plate (MCP) in connection with a fluorescent (YAG) screen used for displaying the electron intensities.

In the very first test setup employed for HHG PEEM measurements [Mikkelsen09] we used a scaled down Ultra High Vacuum system relying on only one turbo-pump for vacuum, with no special damping. At this point the PEEM had no energy filtering capabilities. Nevertheless resolution down to ~100 nm could be achieved with a standard Hg-Lamp light source. For this first setup, the PEEM vacuum chamber was directly connected to the HHG vacuum chamber with no additional diagnostics in-between. This positioned the PEEM exactly in the geometric focus of the HH beam. Alignment of the PEEM could be done via XY-stages. The IR laser beam can be used as a guide in the alignment procedure. The IR beam co-propagates with the XUV beam, and is usually cut by an Al filter. Final alignment and initial characterization of the XUV beam was done using the PEEM in low magnification. This setup has several shortcomings, both in terms of mechanical vibrations, lack of energy filtering, and perhaps most importantly, no easy way to diagnose the HHG signal. The last point is absolutely crucial in order to determine exactly the energy and time structure of the XUV laser pulses by HHG in more long term experiments going beyond the initial demonstration. Still, this first generation experiments clearly demonstrated that the biggest problem in these types of experiments is space charge effects coming from the photo excited electrons passing from the sample through the PEEM imaging optics (we discuss this in detail below). For a continuous source this is not a problem, but as the photoelectrons in the 1kHz HHG system are released in extremely short bursts essentially “using” only \(10^{-11}\) of each second for electron emission we end up with a dense electron cloud at each pulse which will smear out any resolution in energy or space (as seen below). To reduce this effect below the detection limit we had to attenuate the 1kHz laser system by a factor of \(300\), which led us to conclude that for such a system it can be of value to place the PEEM significantly out of the focus point of the XUV.

In the next experiments, the XUV and IR pulses were focused into the sensitive region of our magnetic bottle electron spectrometer (MBES) in order to observe the spectrum of the HH and to measure the time structure of the attosecond pulse trains. The PEEM was placed at 70 cm from the focus. The spatial resolution that could be achieved with XUV attosecond pulse trains and Hg lamp in this setup were on the order of 200 nm and 50 nm, respectively. In order to get high enough IR intensities (for pump-probe experiments), we moved the IR laser focus closer to the target by adding a lens in the IR arm of the interferometer. While the angle
of illumination was fixed at 65° to the normal (due to the extractor column/sample geometry) the polarization of the beams could be controlled. In this version of atto-PEEM we also made necessary improvements to the vacuum systems setup. An ion-pump was added to the PEEM UHV chamber for vibration free pumping. Since pressures in the HHG chamber can be rather high it would normally not be possible to run an ion-pump in the adjacent chamber exclusively. However, the MBES chamber which had been added in between the PEEM and the HHG chamber also had the function of acting as a differential pumping chamber for the PEEM. Thus a pressure in the PEEM below the 10^{-7} mbar range could be maintained even with high pressures in the HHG chamber. It should be noted that the turbo pumps in the HHG and MBES were magnetically suspended and the PEEM and the MBES was coupled via a stretchable bellow which could further reduce vibrational issues. All in all, with this setup the optimal resolution of the PEEM (20-50nm) could be achieved using the Hg-lamp.

In the third PEEM setup used with the MHz system a couple of features were again modified. Firstly since the number of photons per pulse was strongly reduced, we now needed to use a higher part of the XUV peak intensity. The radiation was focused to a spot of the same size as the maximum relevant PEEM Field of View (FoV) with a re-focusing mirror. We had the option to insert an XUV reflection grating to disperse and divert the beam onto a channel plate system for diagnostics for the XUV radiation. The PEEM was placed on a specially designed laser worktable which allows for static damping and placement of optical components at the PEEM optical access windows. Further, as MHz atto-PEEM increases the average intensity by orders of magnitudes, it became interesting to upgrade the PEEM with an energy filter. We chose the high-pass, retardation grid imaging energy filter (IEF) as it works independently of the laser system and is the simplest in terms of adding extra electron optics components.

Crucial for successful Atto-PEEM experiments is also the correct choice of samples. For our purposes we need both lithographic samples for establishing lateral image quality and tailored samples (both via synthesis and lithography) for studying for example plasmonic responses. Because of the very broadband nature of attosecond XUV pulses, obtaining a good contrast with this type of radiation (without strong energy filtering) is a challenge. One standard sample used throughout our experiments was a lithographic sample consisting of a Si substrate with a 65 nm thick, patterned Au film. Nine arrays of holes were made in a 150 µm × 150 µm region of the Au film. The region was divided into nine 50 µm × 50 µm squares using 1 µm wide lines. In the center part of each square, there is an array of holes with a coverage area of 20 µm × 20 µm. The diameter of the holes was 100 nm in all the nine arrays and the separation between holes was designed to be different in different arrays and was systematically changed from 240 nm to 400 nm. The hole diameter and the separation between holes in each hole array were indicated by text numbers made lithographically with 200 nm wide text lines (Figure 15a). Other structures imaged in our experiments, were size-selected 50 nm Au aerosol nanoparticles, deposited on a conducting Si substrates with a density of 1 per µm², as well as 35 nm diameter III-V nanowires also deposited on a conducting Si substrate. Growth and deposition of these structures are described elsewhere [Hjort12]. We also investigated Ag nanowires and nanoparticles, which have been used in a number of previous plasmonic studies [Wei11]. We deposited the Ag nanostructures from colloidal solutions onto different substrates. We used nanowires, near-spherical nanoparticles, nanorice and nanocubes all dispersed in ethanol solution [Sun02, Liang09, Wei10]. A drop of the solution was placed onto a substrate which was blow-dried after 30 seconds. The sample was then cleaned in acetone in an ultrasonic bath for 5 min. We tested a variety of substrates in this case (All highly conducting): 50 nm thick Au film on Si, 50 nm Cr film on Si and 150 nm ITO film on borosilicate glass. Specific structures investigated in the PEEM could be relocated and studied in SEM. We also recorded XPS spectra at beamline I311 at the MAX-II
synchrotron of the different samples, to monitor overall surface chemical composition and energy distribution of photoemitted electrons over a wide energy range.
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Figure 15 Samples used for the studies a) SEM image of part of a lithographic pattern inscribed in Au. In total, 9 square arrays of holes were fabricated in a square region of 150 µm ×150 µm of the Au film. Red arrow indicates text with 200nm wide lines. An array of holes with 100nm in diameter is found in the center (not visible in this magnification of the SEM image). b) Ag nanowires, nanoparticles and nanorice, scalebar is 1 micrometer. c) Thick InAs semiconductor nanowire (Scale bar is 200 nm). These nanowires can be made in all diameters from a few nanometers up to hundreds of nanometers.

With the 1 kHz laser repetition rate, the quality of PEEM imaging and temporally-resolved measurements was severely compromised by space charge blurring effects. To obtain a sharp image, we had to turn down the gas pressure in the HHG cell. We estimate that the necessary reduction in the signal was more than a factor of 300 compared to the highest achievable values. At higher intensities the images gradually became blurred until only a broad (>200 µm) footprint of HHG beam was observed. The space charge effects can be understood in this way: although the average electron density on the scale of seconds (like the exposure time of the PEEM) is moderate, the short duration of the XUV pulses leads to high peak photoelectron intensities (more than 10¹⁰ times the average photocurrent). This leads to Coulomb repulsion which manifests itself in three ways: temporal, lateral, and energy broadening, resulting in significant blurring of the images. Theoretical and experimental work on short electron pulses and photoemission have shown similar space charge problems, in good quantitative agreement with our results [Collin05]. Our results are also comparable to those obtained using the femtosecond XUV pulses from the free-electron laser FLASH [Pietszch08]. As the electron distribution in our experiments already has an energy FWHM of ~15 eV, the energy broadening will not cause much additional smearing of the image. Thus we expect that the pure geometrical broadening is the most important effect in distorting the images. It was found in two-photon or three-photon photoemission microscopy experiments using a laser system operating at 1 kHz repetition rate (as ours), that the intensity had to be reduced to levels where imaging was only possible by measurements over 15 min [Buckanie09]. In this case the space charge problems were believed to occur at the crossover point near the entrance to the hemispherical energy analyzer incorporated in the design, when the electrons are decelerated to 1 keV. This energy analyzer is not installed in our PEEM and as we can achieve imaging at much shorter exposure times (indicating less space charge problems) it seems quite conceivable that a simpler PEEM design (as in our case) can also reduce the degree of space charge problems observed.

To illustrate the space charge problems, we imaged Au particles illuminated by an IR field and displaying resonant enhancement either by being separated by a distance matched to the laser wave length, or overlapping in configurations resulting in a resonance. Combining now a HHG and IR beam, it can be observed that the IR and XUV beams influence each other, leading to a defocusing of the image. We have investigated this influence as a function...
of delay between the IR and the XUV beam when the XUV pulse is before and after the IR, we find that the effect disappears by separating the pulses by some picoseconds. This means that the electric fields from the charges created by the two pulses influence each other. Such effects should be most important at the point where the charges are closest to each other and therefore most concentrated. Charge density is generally highest in the focal points of the PEEM or at the surface where the electrons are first photo emitted – i.e. in the back focal plane of the objective lens or in the area near the sample. The distance between the two electron pulses will be smallest in the region between the extractor and the sample where they are accelerated. In a simple model, the central position of an electron pulse in this region will vary as \( z(t) = \frac{eV_0(2md)}{2m}t^2 \), where \( z \) is distance between the pulse and the sample, \( d \) is the distance between the extractor and the sample, \( m \) is the electron mass, \( V_0 \) is the extractor voltage (\( V_0 = 14 \text{ kV} \)) and \( e \) is the electron charge. From this formula, we calculate that the total time spent in the extractor region is 60 ps. Assuming that the two pulses generated are separated by 5 ps, we calculate that after the second pulse is released the distance between the two pulses is between 15 and 80 µm during the first 10 ps – less than the estimated diameter of the pulses of \( \sim 250 \) µm. The separation between the centers of the pulses after they leave the accelerating field can be calculated to \( \sim 350 \) µm. This is also the distance between the two pulses in the back focal plane. Thus we estimate that the interaction between two pulses, when separated in time, is strongest near the sample. In a simple model considering the first stage of the PEEM and the sample described as a cathode/anode lens, the observed effect can be understood as a result of the field from the photoelectrons released by the XUV pulse effectively spreading out the photoelectrons from the IR pulse as indicated in Fig 16 - thus acting as an additional electrostatic element in the system. As is also observed, this effect would exist no matter which pulse comes first as the photoelectron bunches would affect each other while moving through the lens system. Finally, if the charge created by one pulse acts as a simple electrostatic lens on the other pulse moving the focal point, one can under some conditions refocus the spots in the images by changing the focus of the PEEM. Indeed we find that by changing the focus of the PEEM we can refocus the bright spots of electrons emitted due to the IR beam. Finally, we have observed that this space charge effect can also be removed be reducing the intensity of the IR beam, while still observing multi-photon electron emission.

For the MHz laser system some simple calculations can be done to avoid space charge effects. Using the double MCP of the PEEM instrument, it is possible to detect single electron events at very low image intensities, which is a way to correlate the image intensity and the number of detected electrons. With this method, we estimate that we detect on the order of 0.1 electrons per pulse in a 20 µm field of view when working with PEEM using the 200 kHz HHG source at typical conditions. With a contrast aperture of 70 µm, we further estimate the average transmission of the instrument for the secondary electron peak to be on the order of 5%, meaning that the number of electrons per pulse created at the sample in the FoV is roughly 1-10. At these low photocurrents we do not detect any significant space charge effects. The size of the beam on the sample does not play a major role here. Our studies show that electrons originating from different light pulses do not interact to create space charge effects if the pulses are separated by more than 10 ps, as discussed above. With an acceleration voltage of 10 kV and a sample-extractor distance of 1.8 mm, this corresponds to electrons from the two pulses never being closer than 20 µm to each other. This in turn tells us that a large spot size does not lead to significant parasitic space charge effects from photoelectrons generated outside the FoV, as long as the spot size is on the order of 20 µm or larger.
Simplified illustration of the mechanism behind the interaction of the electrons created by the IR and the XUV pulses respectively. The first stage of the PEEM lens system consists of the sample as cathode and the first lens of the PEEM as anode. a) If only one electron excitation source (red arrow) is used, the electron paths (indicated by blue lines) will pass into the microscope being bend by the first lens, thus effectively creating a focus point behind the sample. The focus point of the PEEM behind the sample is indicated by the crossing of the broken black lines. b) If two consecutive excitation pulses follow rapidly after each other (red & green arrows), the electric field from the charges excited from the first pulse will act to bend the trajectories of the electrons excited by the second pulse. This also effectively moves the focus point. c) PEEM image (12 kV) of the lithographic structure using the 1.55 eV IR laser beam and the XUV beam with no time delay between the two beams. d) PEEM image (12 kV) of the same structure and area as in c) using the 1.55 eV IR laser beam and the XUV beam with a time delay of 10 ps between the two beams.

3.3.2 XUV Imaging

One important aspect of PEEM in combination with HHG (and synchrotron) light sources is the wide variety of imaging modes possible, depending on both the configuration of the light sources and the PEEM.
The fundamental imaging mode of the PEEM is achieved by using an Hg-lamp UV source which images just around the work function threshold of the metal (4-5eV). With such a source the main contrast comes from topography and work function differences. As the photon energy is just above the work function threshold, this also means that the released photoelectrons have very low initial energies (<1-2 eV), which does give a reasonably narrow energy distribution with little necessity for energy filtering. Thus the technical limits of resolution for a PEEM in a given setup can quickly be tested in this mode, and it is also an excellent mode for observing all nanoscale objects placed on the surface, and even small chemical differences. On the negative side, since several contrast mechanisms are involved interpretation of the contrast can be challenging. Still, Hg lamp imaging is an indispensable mode to have available during HHG PEEM experiments as it gives an immediate report on any changes to the surface and aids in optimizing the lenses in the PEEM for optimum resolution.

Another important imaging mode is multi-photon photoemission using a laser pulse with an energy below the work function threshold. Since HHG is the result of intense IR pulses interacting with a gas medium, intense ultrashort IR pulses are always available as an excitation source and will often also be the pump pulse in an atto-PEEM pump-probe experiment. While a single IR photon does not have enough energy to release a photoelectron, multiphoton processes, in which the electron is excited through several short-lived states in the gap between the Fermi level and the vacuum level, may also lead to photoemission. The probability of such processes will scale with $P^n$, where $n$ is the number of photons involved in
the multiphoton process and $I$ is the intensity of the laser field. As is seen in Fig 17, multi-
photon photoemission can be observed using only a small percentage of the IR intensity
available in HHG laser systems. If the intensity the IR is further increased the sample will
instead be structurally damaged. Interestingly, we have imaged multiphoton emission up to at
least $n=8$ with no apparent damage to the sample [ref 8 photon PEEM]. The contrast observed
in multiphoton photoemission is a very sensitive map of the field intensity across the surface
as it scales with $I^n$ (for the fundamental ~800nm IR used for HHG, this corresponds to $n=3$).
As a result, this imaging mode allows us to observe any resonance structure (such as a
plasmonic structure) giving rise to locally enhanced fields on the surface. We can
immediately visualize where we expect the strongest interaction between the IR beam and
nanostructures to take place on the surface – which is especially relevant for nanoplasmonic
studies. For pump-probe studies in which the IR is the pump pulse (exciting a surface
plasmon) and the XUV is the probe pulse, one must limit the multiphoton photoemission as it
is the electrons emitted by the XUV photons that we are interested in. Our measurements
indicate though that this is not a significant problem – we have very appreciable IR field
strength on the surface and still have a clearly discernible signal from the XUV beam.

A third imaging mode is monochromatized X-ray radiation (between 30-1000 eV at
MAX II), which gives a very clearly resolved energy structure of the photoelectrons. As an
illustration we show in Fig 17 imaging of 80nm thick Au seeded InP nanowires with an
undoped segment sandwiched between highly sulfur doped n-type segments [Hjort11]. The
nanowires can be characterized both using directly emitted photoelectrons from specific core
levels and secondary electrons (SEs) from inelastic scattering inside the sample. From
imaging the In4d core level electrons we immediately get information specific to the parts of
the wires containing In (in this case it shows the very homogeneous distribution of In along
the nanowire). As can be expected- the primaries give clear and easily interpretable
information, but the intensity is lower than for SEs. Dopant induced contrast in SEs was
observed very clearly, and did not change with different kinetic energies, nor with different
photon energies used for excitation. SE dopant imaging favors a contrast scale with p-type as
the brightest, and the SE intensity gradually decreasing as n-doping is increased. This can be
explained by a locally varying vacuum level potential outside the sample surface where
electrons emitted from the n-part need a higher energy in order to reach the detector, which
will thus lead to a lower SE yield. The difference in the secondary electron emission can be
used to extract a rough estimate of the change in carrier concentration between the different
segments. One can for example find that the top segment has a higher SE yield corresponding
to a significantly lower charge carrier concentration.

We now turn back to imaging using XUV radiation from HHG (attosecond pulse trains).
Due to signal intensity and photon energy PEEM-imaging used all of the emitted electrons
and thus primarily secondary electrons. The preceding example and many other works clearly
show that SEs can give much information about structural [Locatelli08], chemical [Hjort11],
and magnetic properties [Stöhr93] with nanoscale resolution. SEs are thus in principle an
excellent source of information, however as with the electron emitted via the Hg lamp, since
several different phenomena play a role in determining the SE intensity, interpreting and
predicting how a given sample will display in SEs can be tricky. We have thus experimentally
investigated the contrast that can be achieved detecting all electrons emitted by broadband
attosecond pulse trains of duration of ~20 fs. We investigated Ag nanowires and nanoparticles
on different substrates: ITO, Cr, and Au. The Ag nanostructures are among the most studied
in plasmonics and thus present a good basis for exploratory attosecond studies. We also tested
semiconductor substrates such as Si or InAs, but the lower conductivity of these substrates led
to severe problems with charging of the samples. The contrast obtained with SE PEEM
imaging depends on a number of different aspects, such as topography, work function, and
ionization cross-section. The ITO, Cr, and Au substrates give very different contrast. On the
ITO substrate, most nanowires appear black (i.e., they show a photoemission yield significantly lower than that from the substrate). There is also no clear orientation dependence. This suggests an electronic structure contrast mechanism that is sensitive to the surface of the wire, with the vast majority of structures emitting significantly less than the substrate. On the Cr substrate, the wires show almost no contrast. Some wires appear slightly brighter than the substrate and some slightly darker. A strong dependence on the direction of the nanowire can also be seen, with nanowires lying in the plane of incidence (horizontally) being completely invisible. The contrast, in this case, is topological and mainly due to a shadowing effect of the nanowire. The nanowires have diameters of 150-200 nm, which is well above the wavelength of the XUV radiation (~40 nm). The increased brightness on the side facing the illumination can be explained by a mirror effect, where light reflected off the surface before the nanowire yields a higher XUV intensity at the side facing the illumination. The shadowing effect explains the dark side of the nanowires, and also why nanowires oriented parallel to the incoming radiation are not seen in the images (since the small shadow at the short end of the nanowire cannot be resolved in the images). Finally - on the Au substrate, the Ag nanowires appear significantly brighter than the substrate, giving a clear contrast. One can also see that vertical nanowires have one brighter and one darker side, while horizontal wires show a more homogeneous bright intensity distribution. The bright contrast is due to electronic structure differences, while the dark part is a topological shadowing effect. From profiles across wires, we found that the nanowires were up to 30% brighter than the Au substrate, while the contrast on the Cr substrate was below 10%, both for the bright side and the dark side of the wire. On the ITO substrate, the wires were ~15% darker than the substrate. These contrast differences come from the SEs, since they constitute more than 90% of the total electron yield. This shows that, even with a broadband light source and no energy filtering, good imaging conditions using SEs can be obtained for samples that are relevant for plasmonic studies. Differences in SE emission can be explained by differences in absolute work function and in excitation probabilities of either primary or secondary electrons. For example, Au has a higher work function than Ag (5.1 eV for Au and 4.1-4.7 for Ag) which explains the contrast differences in this case.

The ultimate resolution in PEEM at photon energies much above the work function threshold can be estimated from the use of synchrotron sources which have narrow energy bandwidths and high average intensity. Under favorable conditions the highest achievable resolution is around ~20 nm. The resolution is limited by the wide secondary electron energy distribution and the relatively large field of view. Using highly monochromatized electron sources for excitation in the same microscope (so called low-energy electron microscopy (LEEM)), a resolution of 5-10 nm can be achieved. A dramatic breakthrough in the field of electron microscopy is the advent and practical realization of aberration correction optics capable of significantly improving the spatial resolution in LEEM down to <2 nm. Along with much better spatial resolution for an aberration-corrected microscope, the electron transmission is also significantly (ten-fold) increased which is very important for the flux hungry PEEM experiments. The first aberration corrected PEEM/LEEM systems are now coming into operation and are living up to their promises. It should be noted though that the amount of electron optics in the microscope is almost doubled, making the instrumentation much more complex to handle. With the additional lenses, space charge issues at new points in the microscope could also be a concern.
Figure 18a illustrates the spatial resolution achieved in our first HHG-PEEM imaging experiments. By comparing several features from the imaged lithographic structures we estimate that the spatial resolution to be between 200 to 300 nm [Mikkelsen09]. In later studies we tried to push the resolution down as much as possible, by limiting mechanical vibrations, carefully adjusting the electron optics, using smaller contrast apertures, and going to longer exposure times with the use of a cooled, slow-scan CCD camera. With these improvements, the fundamental limit in resolution of the PEEM (20-50 nm) could be reached when using the Hg lamp as light source, while with HHG-PEEM led to a resolution of about 200 nm. Our resolution limit with the XUV pulses with an energy bandwidth of 20-40 eV was measured using a lithographically defined structure with clear edges and a 16%-84% measure criterion as explained in Fig 18b.

To check if chromatic aberration was the reason for our spatial resolution limit, we made a test at the Elmitec PEEM at the MAX-II synchrotron radiation source. Using 34 eV photons we imaged semiconductor nanowires, with diameters of 35 nm and length of several microns, spread randomly across a Si substrate. Removing any energy filter (resulting in a bandwidth comparable to the HHG, i.e. larger than 10eV), the nanowires could not be observed and only large features wider than 100 nm were seen. Inserting an electron energy filter with a width of 0.7 eV, the wires could easily be imaged. This suggests that a normal spatial resolution of <50 nm or below could be achieved with the HHG-PEEM setup provided an energy filter is introduced in the PEEM. What prevents us from using this feature was the low average flux at 1 kHz repetition rate. In order to form images in any reasonable periods of time we had to use...
large apertures and no energy filtering. In contrast to spectroscopy experiments where data collection over days is possible, this is in practice difficult in imaging experiments, obtaining and keeping a good focus in the image, and thus in practice realizing high resolution, demands acquisition times which are compatible with the present stability of PEEM setups, using laser based sources.

These issues are the origin of our efforts towards high repetition rate using OPCPA laser technology – Fig 18 compares measurements of Ag nanowires imaged with HHG-PEEM operating at 1 and 200 kHz respectively. In addition to the order of magnitude improvement in exposure time a clear improvement in image quality of a factor of 2-3 is observed. This is because smaller apertures can be inserted in the image taken at 200 kHz thus reducing both the spherical and chromatic aberrations. Future studies will be necessary to confirm that we can reach the ultimate resolution limit for our PEEM setup using high repetition rate HHG sources. The sources also open up new imaging opportunities allowing us to select energy windows, as presented below.

We now proceed with a more in-depth analysis of HHG imaging for attosecond experiments. XUV or X-ray photons interacting with a solid give rise to many excitation processes. Electrons can be emitted from the sample by direct photoemission (corresponding to core level or conduction band photoemission), and by photoexcitation followed by subsequent electron–electron interaction (such as Auger or secondary electron emission). Some of these processes are pictured in Figure 19, where the mechanisms are schematically drawn in an energy diagram on the left side and correlated with their respective spectral signatures in the typical spectrum shown to the right.

For photon energies in the XUV range, the SE contribution to the spectrum typically contains 90-95% of all the emitted electrons. The width of the SE peak is on the order of a few eV, but can vary significantly [Yang07]. All of these photoelectrons can be used for PEEM imaging, as has been widely explored using synchrotron radiation. Using energy-filtered PEEM in combination with X-ray sources with high average flux, both core-level electron levels and the valence band region can be used for imaging. However, if the secondary electrons are instead selected, the image contrast is qualitatively different arising from several features of the surfaces, as discussed in section 2a. Still, the number of electrons originating from the substrate should be minimized, since these only add to the noise levels and contribute to space charge effects in the PEEM, while the electrons from the nanostructures themselves constitute the interesting signal. This means that the materials system should be chosen to create a clear contrast with the features of interest appearing bright in the image, which in some circumstances can be done by an appropriate choice of substrate [Mårsell13], as discussed in 2a. The contrast can also be modified by surface manipulation such as adsorption of molecules or alkali metals [Aeschlimann07].
Figure 19 Schematic illustration of some different mechanisms for photoelectron emission. (a) Direct excitation of a core level electron to the vacuum. (b) Direct excitation of a conduction band electron to the vacuum. (c) Excitation of a conduction band electron to a higher-lying state, followed by a secondary electron cascade where the excited electron distribution is thermalized via electron–electron interactions. (d) Schematic photoelectron spectrum, showing the typical spectral signatures of the different processes. The secondary electron peak is typically much higher than shown in the figure, but it has been scaled down for clarity. Note also that this is a schematic of a spectrum recorded with a monochromatic soft X-ray source.

From a practical point of view, imaging SEs is easier than imaging primary electrons because of the lower energy of the electrons to be imaged. Because of the generally low average intensity used in HHG-PEEM alignment and focusing of the instrument constitutes a significant practical challenge. For the SEs, this challenge is of minor importance since the electron energies are similar to those used for threshold PEEM using an Hg discharge lamp. For primary electrons on the other hand, finding the optimum settings of the microscope can be quite a challenge, since typical image acquisition times are on the order of five minutes to more than one hour [Mårsell13, Chew12]. Thus all successful imaging in HHG_PEEM using 1 kHz sources has been done with SEs. These exposure times can also be expected to be longer for primaries than for secondaries, since the latter constitute the vast majority of the emitted electrons.
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Figure 20 (a-b) shows PEEM images acquired using high-order harmonics from the MHz laser system in Lund (set at 200kHz rep rate). There, a nanostructured Au/Si surface is imaged using the primary electrons (with kinetic energy above 15 eV) and the entire photoelectron distribution, dominated by secondary electrons. This type of energy selective imaging is one of the new features made available by the MHz HHG setup that allows significantly higher average photocurrents to be used for the experiments.

In order to realize pump–probe PEEM imaging on the attosecond time scale, several conditions need to be met. First of all, as mentioned earlier, a stable interferometer needs to be built (see Fig. 12) to produce (optical) pump and (XUV) probe pulses. Secondly, an ultrafast process must be initiated by the optical pulse and a measurable signal that still carries information about the dynamics on an attosecond time scale needs to be generated by the attosecond pulse. This signal has to be strong enough to be detected with the PEEM, i.e. a satisfactory signal-to-noise ratio needs to be reached. While the time scale for direct photoemission from a solid has been shown to be ultrafast [Cavalieri07], less is known about the SE cascade. However, the high electron density in metals leads to a large probability for electron–electron scattering, and thus to a short mean free path (on the order of 5 Å). For excitation using photons in the 30 eV range, a typical excited electron only undergoes 2-3 scattering events before being thermalized to a state below the vacuum level, and thus unable to escape from the material. This can be further investigated using a semiclassical Monte Carlo model, as we have previously shown [Mårsell13]. Simulations based on the model developed by Wolff in the 1950s [Wolff54], and recently used for application in attosecond spectroscopy from surfaces [Baggesen09], show that more than 80% of the secondary electrons escape from the surface within one femtosecond after excitation with an attosecond pulse with a central energy of 30 eV and FWHM of 15 eV, thus showing that also the secondary electrons contain information about sub-femtosecond surface dynamics.

Figure 21 XUV image (left), IR image (middle) and XUV+IR image (right) of the same area. Scalebars are 10µm. The XUV and IR signals can have similar intensities.
Attosecond pump-probe PEEM requires the detection of an oscillating signal on top of a constant background. In order to determine the relationship between the oscillation strength and the statistics needed to be gathered to detect the signal, some estimates can be made about the signal-to-noise ratio. Measuring the pixel values from a featureless area of the substrate in PEEM images recorded with different exposure times, we can define a noise level as a function of exposure time as the ratio between the standard deviation and the mean of the pixel values in the area. For experiments using the 1 kHz laser, this ratio reaches 0.035 at an exposure time of about 500 s. This noise level corresponds to a sinusoidal oscillation with 10% peak-to-peak variations compared to the background, and thus gives an estimate of what exposure times are needed to pick up an oscillating signal of certain strength, assuming that the oscillating signal occurs in a single pixel. If several neighboring pixels oscillate in phase, the oscillation will be easier to identify. Using the new MHz laser setup, we have shown that we can reduce the exposure times by at least an order of magnitude, while at the same time improving the spatial resolution, allowing us to observe more easily local variations in the signal. We therefore believe that it is now possible to detect a 10% peak-to-peak oscillation in the electron yield using exposure times of 30 seconds.

By removing the metallic filter in the beam path and shutting down the gas for HHG in the pump-probe PEEM setup, it is possible to perform IR-IR interferometric measurements on the sample. Such measurements can, besides probing the stability of the interferometer, give information on several points. First of all, they can be used to map out the localized surface plasmon resonances on the sample, and even measure their dephasing times as long as the pulses are short enough. Furthermore, the measurement is a direct way of calibrating a Mach-Zehnder type interferometer since it can map out the absolute zero delay with high precision. Figure 22 shows part of such an interferometric autocorrelation recorded with the kHz laser system (35 fs pulses) and a sample consisting of Ag nanowires on a Au substrate.

The multiphoton photoemission used in these IR-IR pump-probe studies can also be a limiting factor in attosecond pump-probe experiments. The IR pump pulse must be intense enough to create a measurable variation in the signal depending on the delay, whether this signal is in the total primary or secondary electron yield or in the yield in a specific energy region of the photoelectron spectrum. If the IR pulse, however, is strong enough to induce multiphoton photoemission, this will disturb the desired signal from the XUV pulse. At moderate intensities, this disturbance is just an added constant signal that can contribute to extra noise, but at higher intensities the multiphoton photoemission can give rise to space charge effects and thus deteriorate the image quality. The effect will be smaller the higher the kinetic energy of the electrons, since the electrons emitted by multiphoton photoemission will have rather low kinetic energies and therefore only interact with high-energy photoelectrons just at the surface.

The new generation of laser systems capable of producing high-order harmonics at repetition rates of hundreds of kHz or even higher is a key component for atto-PEEM experiments. We have shown that the high-repetition rate system can give large improvements in resolution while also reducing exposure times by more than an order of magnitude. It can also be used for energy selective imaging, either for band-pass filtering to reduce chromatic aberrations, or for imaging of primary photoelectrons. In general, transmission lowering elements such as apertures and filters can be inserted into the PEEM without increasing the exposure times to unreasonable levels.
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Conceptually the most straightforward IR/XUV experiment involves a single femtosecond IR pump pulse followed by a single attosecond XUV probe pulse. By varying the time delay between the IR and the attosecond pulse, the time-evolution of a single surface plasmon excitation can be investigated on the attosecond scale. Another interesting possibility is to use a single femtosecond IR pump pulse and a synchronized attosecond pulse train [Mårsell13]. In this type of experiment the time evolution that can be probed is reduced to a half-cycle (for APTs with two pulses per cycle) or to a cycle i.e. 2.7 fs (for APTs with one pulse per cycle [Mauritsson06]), but the signal increases due to repetition of the process several times for each laser pulse. Such experiments could be advantageous for observation of plasmons on a surface. While we have shown that imaging using attosecond light pulses are feasible even with 1kHz HHG light sources, new developments in terms of MHz rep-rate atto-laser systems and tailoring of experimental setups and samples will open up for the true potential of atto-PEEM.
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