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Abstract
The effect of microscopic colloid interactions on the resultant macroscopic phase behaviour is a frequently studied topic in soft matter research, and lies at the heart of this thesis. Key structural and dynamic properties of colloidal model systems across liquid-solid transitions are tracked using optical imaging techniques.

The first studied system comprises of thermosensitive microgels. These are soft, crosslinked polymer networks of colloidal size, which have been used as model systems to investigate various phase transitions. They display a rich phase behaviour due to their soft potential and internal core-corona structure. Especially, their thermosensitivity allows us to use temperature as an external control to tune particle size, volume fraction and effective interaction potential in situ. However, a thorough understanding of the effective interactions between microgels is lacking, and constitutes a key research question in this thesis.

We therefore quantitatively compare experimental and numerical pair correlation functions (g(r)s) across the phase diagram, obtained from confocal microscopy and simulations. We find that neutral, swollen microgel interactions are temperature-dependent, but also hinge on whether the core or corona of the microgel is explored.

This approach is repeated for ionic microgels with varying crosslinker density, where the introduction of acrylic acid complicates the resultant swelling behaviour. For this reason, we start by decoupling the core and corona swelling response to various charge regimes via light scattering experiments, and found that dangling polymer strands can extend up to several 100 nm outside of the network. Dangling ends had a pronounced effect on the interactions and phase behaviour of ionic microgels, but their contribution is missing within the current theoretical framework.

Finally, liquid-solid transitions in concentrated protein solutions are investigated. Two well studied globular proteins, lysozyme and γ-crystallin, were used as model systems with completely different interactions. No unambiguous experimental demonstration of the existence of an arrested glassy state had been published so far for either protein. A combination of two passive microrheology techniques now allowed us to confirm the formation of a glass phase at concentrations above a critical arrest concentration, and to obtain quantitative insight into the concentration dependence of the zero shear viscosity prior to arrest.
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Popular summary

A first lesson in physical chemistry invariably starts with an example of water existing in three states, or phases - gaseous (water vapour), liquid (water from the tap) and solid (ice cubes). Such phase transitions are easily observed, but their underlying cause is not so evident. Atoms and molecules are difficult to follow due to their minute size and rapid movements. So, in order to investigate phase transitions, so-called colloids are often employed. Colloids are tiny particles ranging between 1-1000nm in size: their size is large enough, and their dynamics are slow enough to be detectable with various instruments, yet at the same time, their motion and interactions still resemble molecules and atoms. Like magnets, interactions can either cause colloids to move away from each other (repulsive interactions) or draw closer to each other (attractive interactions). The microscopic interactions between colloids drive their macroscopic phase transitions, and so by investigating the phase behaviour of colloids with different interactions, we can learn more about what triggers phase transitions in atomistic and molecular matter. In recent years, the phases and phase transitions of increasingly complex colloids have been researched.

My thesis follows suit, and focuses on two vastly different systems, for which we try to predict phase behaviour based on the interactions between the colloids. The first system consists of so-called microgels, which are tiny, soft polymer networks. The microgel is comparable to a microscopic sponge saturated with water, which can be squeezed (relatively) dry. Changes in sample environment, for example an increased temperature, will lead to the squeezing out of water, which can also be done via the packing of many microgels in a small space. A swollen microgel softly repulses its neighbour, while a so-called collapsed microgel, i.e. a compressed sponge, experiences attractions. As a result, the macroscopic behaviour of a microgel sample will change significantly as the temperature is increased. The aim of my thesis is to find a model which correctly predicts the interactions between microgels as a function of temperature and packing fraction.

The second leg of my thesis revolves around the interactions and phase behaviour of two proteins, lysozyme and $\gamma_B$-crystallin, which occur naturally in the body. Proteins - consisting of many different amino acids, each with their own specific interactions - can be considered as very complex colloids. A recurring theme in physical chemistry is therefore the attempt to describe proteins with models based on simpler colloids. In the absence of salt, lysozyme is slightly attractive but mainly repulsive, and these mixed interactions leads to the formation of clusters. There is an ongoing debate whether these clusters will eventually jam and stop moving with increasing protein concen-
transitions, i.e. transitions from a liquid state into a solid one. \( \gamma_B \)-crystallin possesses attractive patches on its surface. Under physiological conditions, these patches dominate its phase behaviour and at high enough concentration, a network is formed. Any simple colloid with an overall attractiveness - as opposed to patches - would not form such a network. Predictive theories describing at what concentrations such patchy particles will arrest, and how the concentration affects the macroscopic viscosity, are not readily available. The second aim of my thesis is therefore to experimentally explore the liquid-solid transitions for these two proteins.
I | Introduction

1.1 A state of being

Atoms and molecules are the building blocks of the physical world. Their particular (dis)order on the microscopic scale leads to various macroscopic phases. A simple example is crystal formation of water upon freezing: with decreasing temperature, the molecules arrange in an orderly fashion as it is energetically favourable. However, the driving force behind some phase behaviours remains an open question. For example, it is unknown how the composition of multiple constituents in metal alloys sparks changes in load-bearing capacities (see for example Ref. (1)). There is a strong link between the interactions on a single-atom level, and the resultant phase properties of the macroscopic matter. Clearly in this case it would be convenient to know which interactions govern the phase behaviour, as predictions of the strongest alloys are easier than trial-and-error.

Unfortunately, experiments on the nanoscale are challenging. Instead, physical chemists employ colloids, which are defined as particles with a size between 1-1000 nm, as model systems. Colloids are still affected by thermal motion - and so behave similarly to atoms and molecules - but in contrast, since they are much larger and move much slower, the relevant length and time scales are much more easily accessible in experiments (2). They can conveniently be monitored and tracked using optical imaging techniques such as confocal laser scanning microscopy in-situ and in real time, and the interaction potential between the particles can be varied greatly and quite easily. The idea of colloids as big atoms was first introduced in the 80’s in the seminal work by Pusey and Van Meegen, and has gained traction ever since (3).

The focus of this thesis lies on the interplay between microscopic interactions and macroscopic phase behaviour of soft colloidal matter. Two types of colloids are under
CHAPTER 1 INTRODUCTION

scrutiny: (I) the so-called microgels and (II) proteins. The aim of this thesis - in the
case of the microgels - is to link the experimentally observed phase behaviour to pro-
posed interaction potentials, where a strong effect from the particle architecture on
interactions is expected. In the case of the proteins, the aim is to map how underly-
ing interactions alter the (debated) phase transitions, and trace this back to colloidal
theory. The rest of this introduction is therefore devoted to a short description of the
phase diagram for hard spheres (Section 1.2) and identifying key knowledge gaps in
microgel research (Section 1.3) and protein research (Section 1.4).

1.2 The hard sphere paradigm

Hard spheres can be considered the cornerstone of colloidal research; these ‘ideal’
particles experience zero interactions, until contact, where the repulsion becomes in-
finite (Figure 1.1a). Because they are impenetrable spheres with a well-defined size, it
is physically impossible for particles to draw nearer beyond contact. For this reason,
hard sphere interactions are sometimes referred to as excluded-volume interactions.
Such interactions closely follow atomistic behaviour (2). Pusey and Van Meegen in-
vestigated the phase behaviour of hard spheres (Figure 1.1b). They published the first
experimental proof of the existence of entropic crystals (3) and the glassy state (4), as
was previously predicted by theoretical models (5; 6). Because hard spheres do not
show any interactions until contact, this phase diagram can be considered the corner-
stone for all other (exotic) phase diagrams. A schematic of the paradigm hard sphere
state diagram is therefore shown in Figure 1.1b and will be described in more detail
below.

At low volume fraction \( \phi \), the sample is in a gas-like state. Only a few particles are
suspended in the solvent so that the probability of particles meeting is low. As a result,
they undergo simple Brownian motion, which means they follow a random walk in
the sample without being hindered: their diffusivity is maximal. As \( \phi \) increases, the
liquid becomes denser. The chances of two particles coming into contact increases
- simply because of the larger number of particles. At even higher concentrations, a
hard sphere system will form a crystal, due to it excluded volume interactions. Such
an ordered phase might seem counterintuitive, until we consider that this structure
allows each particle space to rattle in their cage: although long range order will in-
crease, each hard sphere can explore the maximum number of microstates in its cage.
At high densities, a crystalline order is thus the equilibrium state with the lowest
free energy. If the onset of crystallisation is very slow or suppressed, increased num-
ber density will restrict the diffusivity of a particle by the close proximity of other
particles. This eventually leads to an arrest transition due to the persistent nearest neighbour cage, accompanied by a viscosity increase of multiple magnitudes. This so-called glassy phase is highly disordered and possesses a higher free energy than the crystal. However, particles are kinetically trapped, so that they are prevented from structuring themselves into the lowest energetically favourable state, i.e. the crystal. Because the key difference between the liquid and glassy state is the dynamics of the particles, the structural signature of liquid and glassy states are very similar (7–9).

Because the interactions are based solely on particle-particle contact, the hard-sphere phase diagram possesses only one relevant state variable, the volume fraction. This case is also referred to as the athermal limit, as it does not depend on temperature. Hard spheres are quite difficult to create, as it implies that all other interactions are eradicated while particles remain stable. After van Megen and Pusey’s work the field of colloidal interactions and phase behaviour of hard spheres grew enormously, with a vast amount of work generated in the 90s. In recent years, the focus has shifted from hard sphere systems to soft and responsive colloids (10) as well as anisotropic particles (11; 12). Such systems offer new phases and interesting materials properties, which in some cases can be tuned externally.
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1.3 Part I: The complex phase behaviour of thermoresponsive microgels

The soft colloids studied in this thesis are so-called microgels. Microgels are miniature, covalently crosslinked polymer networks (10; 13–16), typically suspended in water. Their colloidal size but polymeric nature places microgels at the interface of colloid and polymer science (17–19).

The key characteristic of microgels is their fast response to external stimuli. Depending on the monomers incorporated in the polymer network, a microgel will adapt its network swelling to parameters such as temperature (20), pH (21) and salinity (13; 22). A change in network swelling cascades into an altered volume fraction, and here lies the root of the popularity of microgels in current research. The facile way of tuning the volume fraction \textit{in situ} - simply by varying the sample temperature, for example - leads to elegant experiment design. For example, microgels have been used to study phase transitions (23–27), and glass or jamming transitions (10; 28–31). In other studies, the variable size of microgels is conveniently used to tune directed self-assembly. A sophisticated application of this can be found in Sacanna \textit{et al.}'s work, where microgels are used as agents to switch on at off at will the selective binding of two anisotropic colloids. (32; 33). Another example of directed self-assembly can be found in the preparation of thermo-responsive colloidal molecules, where each 'atom' constitutes one microgel (34).

The inherent open structure and softness of the polymer network results in markedly different interactions and phase behaviour compared to the classical hard sphere system. Microgels interact via soft repulsion (35; 36) and are very forgiving for polydispersity in the crystalline phase (37). A rich phase behaviour is predicted for various types of microgels (38; 39), while the application of an electric field causes unique phase behaviour (27; 40–42). In addition, because of their polymeric nature, microgels can interpenetrate, deform or shrink, allowing packing fractions $\phi > 1$ (43–47). Such behaviour is highlighted by work from Hendrickson \textit{et al.}, who show that loosely crosslinked microgels are able pass through pores up to 10x smaller in particle diameter (48). Clearly, microgels are a versatile class of colloids.
CHAPTER 1 INTRODUCTION

1.3.1 Neutral microgels

In this thesis, specifically two types of microgels have been studied. On one hand, the interactions and phase behaviour of neutral poly(N-isopropylacrylamide) (PNIPAM) microgels are scrutinised, which we introduce in this section. On the other hand, the effect of internal structure on the phase diagram of ionic poly-(N-isopropylacrylamide)-co-acrylic acid (PNIPAM-co-AAc) microgels is investigated (see next section). The swelling response of neutral PNIPAM microgels suspended in aqueous solution hinges solely on temperature, with the volume phase transition temperature (VPTT) typically given as 32 °C (Figure 1.2a). This value is based on the study by Heskins and Guillet in 1968 on linear PNIPAM chains in water (49), although it has not proven entirely reproducible in later studies (50). The temperature influences solvent quality, which in turn affects polymer-solvent interactions. Below the VPTT, polymer-solvent interactions are favourable and so the microgel network contains up to 80% solvent (20; 51–54). Above the VPTT, polymer-polymer interactions dominate and so some fraction of solvent is expelled from the network - although a reasonable amount of solvent (20-30%) is retained within the polymer (52; 55; 56). The first microgels created from PNIPAM are reported by Pelton in 1986, and their work is still widely referenced in the synthesis of microgels (52; 57). In recent years, a lot of research has been performed with this archetypical microgel, not in the least because their LCST is biologically relevant and experimentally accessible (58–62).

Figure 1.2: Characteristics of neutral microgels. a: Swelling behaviour of neutral microgels is governed by temperature. Microgels are swollen below $T<32^\circ$C and show a collapse beyond $T>32^\circ$C. b: the inhomogeneous radial density profile for microgels shows a gradual decay towards the outer surface of the particle, leading to a dense core and soft shell structure.
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For neutral microgel structure, a pivotal paper from Stieger et al. (63) coined the fuzzy sphere model to describe the form factor as extracted from microgel scattering experiments. It relates the microgel scattering profile to a spherical particle with a dense inner core, surrounded by a lower-density corona. This particular core-shell structure is caused by the inhomogeneous crosslinker distribution throughout the microgel network, due to the high reactivity of the crosslinker during microgel synthesis (64; 65). The fuzzy sphere model has gained traction since its conception, and has lead to the generally accepted idea of neutral microgels as a densely crosslinked core with a loosely crosslinked shell, with dangling ends decorating the surface (63; 66–69) (Figure 1.2b). Of course, changing synthesis parameters to a continuous feed of crosslinker, or monomer, or both, will lead to particles with a homogeneous inner structure (70–74). In addition, the amount of added crosslinker will affect network flexibility (75).

It is precisely this inhomogeneous structure that sparks the interesting phase behaviour of neutral microgels mentioned before. Surprisingly, despite the vast body of work utilising microgels in some way, their interaction potential - and its connection to the core-shell structure of the microgel - is still under debate. The phase diagram is complex, because of the gradually decreasing solvent quality with increasing temperature, and because the microgel can be packed to ultra high densities (Figure 1.3c). It is difficult to establish the actual volume fraction in the system, or to study microgel conformation under such closely packed conditions. These issues hamper studies into mapping the interaction potential of neutral microgels.

In broad strokes, first experiments relating the viscosity to interaction potential concluded a temperature independent hard sphere-like interaction for swollen microgels at volume fractions $\phi \sim 0.3 - 0.5$, while at higher packing fractions a deviation from hard sphere viscosity behaviour was observed, suggesting soft sphere interactions (20; 76–78). Early experiments on the effect of transgressing the VPTT showed that an attraction emerges for collapsed particles, due to the increasingly favourable polymer-polymer interactions, as well as stronger van der Waals attractions due to a compacter microgel (56; 63; 76; 79; 80) (Figure 1.3a). The stability of the suspension depends on ionic strength at elevated temperatures, as residual charges from the synthesis can lead to electrostatic repulsions preventing gelation (22).

Although the attraction beyond the VPTT is universally recognised, recent work has indicated that swollen microgels interact via a soft repulsion, rather than a steep hard sphere-like repulsion (35; 36; 56; 81; 82) (Figure 1.3b). The evolution of the interaction potential starting from a particle with soft repulsion ($T < \text{VPTT}$) leading to a compacter microgel with considerable attractions ($T > \text{VPTT}$) remains unclear. Clearly,
CHAPTER 1 INTRODUCTION

Figure 1.3: Neutral microgels. a: Interaction potential $U(r)$ above VPTT. Particles are collapsed and attractive. b: Interaction potential $U(r)$ below VPTT. Particles are swollen and interact via soft repulsion. c: State diagram. Phases are colour coded, and the particles indicate the appearance of each phase. The dashed line corresponds to the VPTT. Increasing temperature causes deswelling of soft repulsive microgels, until beyond the VPTT attractions reign. Increasing volume fraction allows ultra-high packing fractions beyond $\phi = 1$.

this emerging picture of microgels with complex, temperature dependent interactions forces us to look at previous work in a different light. Most research simply uses microgels as a tool, with an easily variable volume fraction, under the assumption that microgels are temperature-independent hard-sphere like colloids until $T = 32^\circ$C (10). Therefore there is a sense of urgency in mapping the interactions of microgels across temperature and volume fractions, so that we may correctly (re-)interpret previously published results.

We now see what literature has to offer us in terms of proposed interaction potentials, tailored for microgels. Linked to the core-shell structure, a two-component brush-like model was proposed, with either an incompressible (81) or compressible core (82) surrounded by soft polymer brushes according to a modified Alexander-De Gennes model. This model highlights the colloid/polymer duality of the microgel, where key elements from colloidal and polymer science are combined. The model was tested on a single microgel sample at varying temperatures, spanning $\phi = 0.2 - 0.9$ (81). Despite the refinement in the model, which incorporates many aspects of typical microgel architecture, the theoretical predictions did not correspond to experiments performed by Mohanty et al., where numerous samples were examined at constant temperature $T = 15^\circ$C. (36).

More promising candidates include soft repulsion potentials such as the harmonic potential (83) or the Hertzian potential (35). Such potentials describe the interaction
between elastic particles upon (slight) compression, and can thus be linked back to the network flexibility of the microgel network (84). However, the internal architecture of the microgel is neglected in such an approach, which casts doubt on the applicability of these models at high volume fractions. The same study by Mohanty et al. shows that both a harmonic and a Hertzian interaction potential correctly predicts the experimental order in liquid microgel suspensions (36), where the authors concluded that a Hertzian soft repulsion finds more root in the nature of the microgel.

The unique characteristics of neutral thermoresponsive microgels open up many exciting avenues of research, but at the same time the high sensitivity to temperature and possibility to overpack complicates the interaction landscape. Microgels are known to transform from soft repulsive polymer network to more compact attractive colloids with increasing temperature, yet no attention has been given to mapping how interactions change across the phase diagram. The aim of this thesis is to extract an interaction potential which is valid throughout the rich phase diagram of microgels.

Testing the validity of the Hertzian interaction potential for swollen neutral microgels lies at the heart of Paper I, where we present a more complicated form of the model to include crucial core-shell effects. We show that the (multi-)Hertzian captures structural correlations across a broad range of volume fractions and temperature. In addition, we demonstrate that the Hertzian indeed breaks down due to lack of a significant core repulsion, once particles reach the overpacked state (Paper II). A theoretical basis for the suitability of the multi-Hertzian model is laid in Paper III, which elevates it from a phenomenological model to one supported by theory.

1.3.2 Ionic microgels

Co-polymerising functional groups into the microgel network adds a layer of complexity. The resultant microgels become responsive to additional external stimuli, and their swelling response will consequently depend on many factors. Although this increases the applications and tunability of the system, it also makes it more difficult to tightly control the size - and thus volume fraction.

Hoare and Pelton have extensively shown that the nature of the incorporated co-monomer can have a pronounced effect on the internal structure of the microgel, where the reaction kinetics, hydrophilicity and affinity for NIPAM play a crucial role, and lead to non-intuitive trends (85–89). In our research, we focus on NIPAM co-polymerised with acrylic acid (AAc), so-called PNIPAM-co-AAc microgels. From
Hoare and Pelton's research, it is known that the acrylic acid groups distribute quite evenly throughout the microgel network (87; 88).

In literature, the internal structure of these type of microgels is often related back to the fuzzy sphere model as introduced for neutral microgels, with a dense core, loose corona and dangling ends (82; 90–93). Surprising morphologies are sometimes presented (93). In addition, changes in the overall size of the ionic microgel caused by tuning external factors (i.e. salinity, pH, temperature) have been reported, highlighting the complex swelling response (Figure 1.4) (21; 94–96). However, to our knowledge, the influence of such external parameters on the internal structure has been left unexplored. Because of the core-shell architecture, a different swelling response from the core compared to the shell can be reasonably expected, which in turn will affect any proposed interaction potential.

Especially when considering the internal morphology of large (neutral or ionic) microgels, the available research is limited. Generally, static light scattering data is obtained, from which the form factor can be extracted. The form factor can then be related back to structural models. Although the fuzzy sphere model reasonably works for large swollen microgels, once the composition of the microgel changes, there are no alternative models (54; 71). A few reverse-engineering approaches exist, which determine the structure of the scattering colloid based solely on the form factor, bypassing the need for a theoretical model (97–99), but these have yet to be used for ionic microgels.
The unexplored internal swelling response of PNIPAM-co-AAc microgels hampers further investigation into their interactions. After all, it remains to be seen how internal and external factors affect shell and core swelling, and the consequent interaction potential. The sensitive size of PNIPAM-co-AAc microgels poses another challenge: the actual volume fraction $\phi$ at any given temperature, concentration, pH or ionic strength is always a point of contention. The volume fraction is the only relevant parameter when it comes to hard sphere phase diagrams, and it is common for authors to describe in depth how they have reached it. Poon, Weeks and Royall describe in detail the difficulties of establishing $\phi$ already for hard colloids (100).

Temperature, salinity, pH and volume fraction are all state variables which affect microgel swelling and the resulting phase behaviour. Evidently, capturing $\phi$ for systems where the size is so responsive and ill-defined as for ionic microgels - and possibly constantly varying - is problematic. Therefore in some papers the effective volume fraction $\zeta$ is used, where the hydrodynamic radius of the particle at high dilution is assumed constant even at high concentration, where the particle size may decrease (see e.g. (101; 102)). The resultant phase diagrams cannot be related between studies, which has lead to difficulties comparing to theoretical predictions. In fact, the additional charges within the microgel generate a predicted rich phase diagram with many exotic crystal phases (Figure 1.5b) (38). Despite numerous studies on the phase behaviour of ionic microgels, the existence of nearly all of these crystal phases still needs to be (dis)confirmed (91; 92; 101–103). The uncertainties surrounding volume fraction and size make it impossible to pinpoint why these crystals have yet to be found.

It is not known how ionic microgel interactions drive the phase behaviour, or how this depends on innate properties such as charge and crosslinker density. Theoretical studies on ionic microgels suggest that in addition to the elastic Hertzian soft repulsion - similar to neutral microgel - the ionic microgel also possesses an electrostatic repulsion, caused by the charged groups on the polymer backbone (42; 104–107). Most of the charges are ‘inaccessible’ to any neighbouring particles, because counterions are tightly bound to the backbone within the core of the microgel (108). Regardless, an appreciable electrostatic repulsion is expected, especially at low dilutions (Figure 1.5a, denoted with $U_Y$ for Yukawa-type repulsion). With increasing concentration, the elastic soft repulsion will take over the baton as particle contact becomes more and more frequent (Figure 1.5a, denoted with $U_H$ for Hertzian repulsion) (42; 104–107). The proposed cross-over between these two governing forces has never been scrutinised over a full concentration range. Rather, the model has been tested with good results on single state points (42; 105).
The internal structure of ionic microgels - and their response to various charge regimes - is a crucial ingredient in the interaction potential. In Paper IV, we therefore present a detailed light scattering study where we explore the core and shell swelling as function of network charges for loosely crosslinked PNIPAM-co-AAc microgels. We demonstrate that charges have a pronounced effect mainly on dangling end conformation. Surprisingly, all microgels possess a persistent low density core, which we couple to the overlooked role of the initiator during synthesis. Polymer theory captures the network swelling as function of both the innate and external factors, and gives us the necessary tools to predict the internal structure of ionic microgels.

Paper V describes an extensive study on the effect of ionic microgel softness on the resultant phase behaviour. Combining theory and experiments, we see a consistent short ranged repulsive interaction for rigid microgels, while extremely soft microgels display the strongest elastic-electrostatic interactions. The interactions, dictated by the corona and dangling ends of the microgels, lead to distinctly different phase behaviours. The theoretical comparison allows us to extract a 'true' volume fraction for each state point, so that we can present the first realistic experimental phase diagram for ionic microgels, which does not rely on the size at extreme dilutions. Again, no exotic crystal phase was observed.
1.4 Part II: Liquid-solid transition in dense protein systems

Twenty-two different amino acids constitute the building blocks for all proteins. Any protein consists of a long chain of covalently linked amino acids, and folds up in a specific way. The interactions of the protein therefore depend on the type of amino acids incorporated, as well as the folding pattern. It follows that proteins are highly responsive, and their conformation and interactions can change based on their environment. This is the molecular basis for lots of protein functionality \((109)\).

It is thus no surprise that physical chemists are treating proteins as complex colloids with mixed interactions, and that proteins can display a wide range of phases. Under low ionic strength conditions, a protein can possess a long-ranged repulsion, in combination with a short-range attraction (SALR potential). For proteins interacting via the SALR potential, a new and unexpected phase has been discovered, the so-called cluster phase. The first report suggesting the equilibrium cluster phase exists has been hotly debated, as it initially seemed counter-intuitive that such a structure could arise in equilibrium \((110)\). However, with continuous efforts to (dis)prove the clustering at volume fractions as low as \(\phi = 0.1\), the picture has emerged of a widespread phenomenon observed for various proteins and colloids \((111-120)\).

Physical chemists are exploiting the link between proteins and colloids: by coarse-graining the protein (i.e. averaging out microscopic details), the cluster phase can be understood using colloidal science \((113; 115; 121-125)\). Here we can make some distinctions on the level of coarse-graining. Because proteins are highly heterogeneous in composition, their interactions are complex, and it would be too computationally intensive to follow each amino acid for each protein separately. Therefore, the question arises which colloidal theory accurately reflects protein interactions. Models with a high level of detail, for example patchy particle models which include the hydrophobic patches and charge of the protein, will likely approximate interactions and resultant phase behaviour better than models with a high level of coarse graining.

In this work, we focus on liquid-solid transitions in dense protein suspensions. We investigate how the repulsions between equilibrium clusters in lysozyme suspensions are the driving force towards arrest. This is a key question in formulation science, for example in the preparation of monoclonal antibody suspensions for cancer treatment \((126; 127)\). The viscosity behaviour of \(\gammaB\)-crystallin, which occurs in high concentrations within the eye lens, is also followed \((128-130)\). This protein has attractive patches on its surface, which are likely to dominate interactions and phase behaviour under physiological conditions, where long range electrostatic repulsions are screened \((117)\).
Unfortunately, investigations into the rheological properties of proteins is challenging, as achieving sufficiently concentrated samples is often a hassle. In addition, biological samples can be precious, with only small amounts available. Only with the advent of new micro-liter technologies has it become possible to look closer at densely packed protein samples, as minute samples are sufficient for analysis. One example is active or passive microrheology, where the motion of a tracer particle embedded in the medium of interest is monitored (for a review of microrheology see Refs. (131; 132)). Such techniques require only < 0.1 ml of sample, which is much more manageable compared to > 1 ml needed for conventional rheology. Our research utilises passive microrheology only, which is non-invasive and so-called 'passive' because particle motion is left undisturbed (in contrast to active microrheology, where tracer particles are dragged actively through a medium). Instead, the Brownian motion (and by extension the diffusion coefficient) of tracer particles is followed for example via optical microrheology or multiple particle tracking. Because the size of the particles is well defined, the obtained diffusion coefficient can then be linked to the zero shear viscosity \( \eta_0 \) of the medium, via the well-known Stokes-Einstein relation (132; 133). These techniques are described in more detail in the Experimental section.

1.4.1 Lysozyme

The first protein under investigation is lysozyme, which is a part of the innate immune system as it lysed the bacterial wall (134). Because of its high accessibility - it is easily won from chicken eggs - lysozyme has become a much-studied model system. Under low ionic strength, the electrostatic interactions are left unscreened, and the balance between the short range attractions and long range repulsion results in the equilibrium cluster phase at moderate to high volume fractions (112–115; 121; 125; 135–142). In fact, the first notable research on the existence of equilibrium clusters was performed on lysozyme (110). In Figure 1.6, the characteristic phases of lysozyme (under low ionic strength, as is used for this work) are shown.

Surprisingly, despite the vast amount of studies dedicated to lysozyme and its cluster-forming behaviour, very little is known about its cluster driven arrest. The typical issues concerning sample densification described above also plague lysozyme research, so that most studies concerning the zero shear viscosity \( \eta_0 \) of lysozyme investigate up to volume fraction \( \phi \approx 0.25 \) (110; 112; 114; 135). A mere two studies are available which characterise how lysozyme (interacting via the SALR potential) suspensions forms glasses, and these present opposing conclusions. Cardinaux et al. (115) find
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Figure 1.6: State diagram for colloids interacting via a mixed potential. The depiction is not entirely fair, as such a state diagram has three axes (attraction strength $U_a$, repulsion strength $U_r$, and temperature $T$). We simplify it by keeping $U_a$ constant, to highlight the different interactions between lysozyme and $\gamma_B$-crystallin under the studied conditions. Under low ionic strength, the SALR potential exhibited by lysozyme leads to repulsions at large distances but attractions at short distances. In the presence of buffer to mimic the physiological pH, the electrostatic repulsion is entirely screened for $\gamma_B$-crystallin. While both proteins display the states shown in the diagram (liquid phase, liquid-liquid phase separation and glassy), the pathways and underlying structures are thus significantly different.

indications of an arrest at $\phi_{\text{max}} = 0.26$ at 5°C. Godfrin et al. (141) concluded that while on the short time scale, lysozyme displays a glassy behaviour, the long time scales revealed a long-lived macroscopic fluid, even at $\phi = 0.35$ at 5°C. In both cases, the experimental findings could be explained within a theoretical framework (115; 140; 142). Evidently, colloidal theory offers no explanation for how such different conclusions could be drawn, and so the existence of a cluster driven glass transition for dense lysozyme suspensions at low ionic strength is still under debate.

(Dis)confirming the possible liquid-solid transition in dense salt-free lysozyme solutions is the topic of Paper VI. We combine microrheological tools with novel sample preparation techniques to achieve volume fractions beyond $\phi = 0.25$, where we take strong advantage of the minute sample requirements. The zero shear viscosity behaviour of concentrated lysozyme samples is followed upon approaching the glass transition. We unambiguously confirm the existence of a glass transition, and demonstrate how micro-litre based sample preparation and measurements open up new avenues in exploring dense protein dynamics.
1.4.2 $\gamma_B$-crystallin

The second protein under scrutiny is $\gamma_B$-crystallin, which belongs to the family of $\gamma$-crystallins. Together with $\alpha$-crystallins and $\beta$-crystallins, $\gamma$-crystallins are the main constituents of the vertebrate eye lens (129). In the vertebrate eye lens, protein concentrations are up to 500 mg/ml in order to facilitate a high refractive index (128; 130). It is essential for such dense concentrations to remain in a liquid-like state in order to retain the flexibility of the lens, which is necessary to focus on objects both nearby and far away (143). As we age, the quality of the eye lens - its flexibility and capability to focus - decreases, leading to presbyopia (143). The question thus arises if we can identify processes underlying the stiffening of the eye lens, which is intrinsically linked to arrest transitions of the eye-lens proteins.

Under physiological conditions, $\gamma_B$-crystallin interactions are dominated by attractions rather than repulsions, due to the presence of attractive hydrophobic patches on its surface (117; 144; 145). These anisotropic interactions lead to string formation and open, transient networks at relatively low volume fraction (Figure 1.6). The dynamics of $\gamma_B$-crystallin has been shown to slow down dramatically in the vicinity of a neighbouring protein (117; 145). The patchy attractions thus affect the structural ordering and short time diffusion of $\gamma_B$-crystallin, but no studies on the macroscopic viscosity behaviour have been performed (which is linked to long time diffusion).

In Paper VII we investigate the temperature dependence of the arrest line of $\gamma_B$-crystallin, utilising the same techniques as for Paper VI. Again, the zero shear viscosity is tracked using two complementary micro rheology technique, and we employ evaporation-mediated sample preparation to reach volume fractions beyond the arrest transition. Viscosity values are obtained between 20-35°C and display a minimal temperature dependence of the glass line. The divergence of the viscosity close to the arrest can be captured with a power-law approach. The early onset of the arrest is caused by the anisotropic patchy interactions.
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2.1  Confocal microscopy and image analysis

Confocal laser scanning microscopy (CLSM) is an effective tool to study state diagrams. The main advantage of CLSM is the direct measurement of structures in real space as opposed to working in reciprocal space for scattering experiments. In addition, both structural and dynamic information can be obtained, although data acquisition needs to be adjusted based on the particular quantity one is after. Most importantly, the recorded data can be analysed quantitatively through dedicated image analysis scripts, opening up avenues to theoretical and numerical comparison.

2.1.1  Basic principles

Like any other microscope, the basis of the confocal lies in illuminating a sample, and recording the resultant image. A confocal microscope can be seen as a specialised type of epi-fluorescence microscope. The contrast often stems from fluorescence, and detection is sensitive because even very low fluorescence signals can be detected. In epi-fluorescence microscopy, the entire sample is flooded with light and any and all emitted photons are detected. As a consequence, the sample photobleaches easily and resolution is generally low. The resolution of the confocal microscopy has been enhanced in several ways, which we will expand upon below.

The basic set-up of a confocal microscope is shown in Figure 2.1. A laser source is focused onto the sample via lenses and mirrors. The lenses ensure that the laser beam is focused on a specific spot in the sample, i.e. point illumination. The laser - with an excitation wavelength compatible with the fluorophore - thus excites only a small focal volume, and the elicited photons are guided via mirrors and lenses to the detector.
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Figure 2.1: Schematic of a confocal microscope. The incident laser beam (green) is focused on a particular spot in the sample via lenses and the objective. The resultant fluorescence signal (red) is guided to the detector. The pinhole prevents any light from out-of-focus planes to hit the detector.

(photomultiplier tube). A key ingredient is the placement of a pinhole in front of the detector, which filters out any out-of-focus light. In addition, the point illumination allows for scanning of the sample pixel-by-pixel. These factors greatly enhance the spatial resolution of the microscope.

2.1.2 Resolution

Although the resolution is decidedly higher in confocal microscopes than standard issue fluorescence microscopes, the resolution limit - ubiquitous in microscopy - is a limiting factor. The resolution limit basically describes the minimal distance between two features necessary to distinguish them; any features that lie closer together cannot be resolved. It depends on the numerical aperture (NA) of the used objective and the excitation and emission wavelength of the laser and fluorophore $\lambda_{\text{ex}}$ and $\lambda_{\text{em}}$, respectively. The resolution of a microscope is often captured via the Rayleigh criterion, which is defined as $R_{x,y} = \frac{0.62}{\text{NA}} \sqrt{\lambda_{\text{ex}} \lambda_{\text{em}}}$ for the $xy$-plane, and $R_z = \frac{2n}{\text{NA}} \sqrt{\lambda_{\text{ex}} \lambda_{\text{em}}}$ for the $z$-direction, where $n$ is the refractive index of the sample medium (146). In the case of confocal microscopy, the additional pinhole will increase resolution two-fold (147).

In this research, an objective with NA = 1.4, a laser with wavelength $\lambda_{\text{ex}} = 543\text{nm}$ and a fluorophore with $\lambda_{\text{em}} = 660\text{nm}$ was used. The resolution in the $xy$-plane
$R_{xy}$ then becomes 134nm, and the resolution in the z-direction $R_z = 516$nm. The Nyquist-Shannon sampling requirement then states that the pixel size should be $\frac{1}{2.8}$ times the resolution limit in the xy-plane, and $\frac{1}{2}$ time the resolution limit in the z-direction (146; 148). The ideal pixel size, or so-called pixel pitch, then becomes $\sim 50$nm in the xy-plane and $\sim 260$nm in the z-direction (148).

### 2.1.3 Image analysis

The main set of image analysis scripts (and also the ones that are used in our research) are the particle tracking scripts written in the Interactive Data Language (IDL) from Crocker and Grier (149), which have been developed in the 90’s and are widely used to track particles (29; 30; 101; 150–152). These scripts are powerful, because the position of the particles can be determined beyond the pixel size. As it is known a priori that the particles are spherical, the centroiding algorithm will first detect the highest intensity pixels in a given micrograph, and will then consider all pixels surrounding these local maxima (within a region specified by the user). Using all pixels constituting one particle will refine its precise centre of mass. In addition, much more information can be gathered on the brightness and eccentricity of the particle (149).

In practical terms, the feature finding algorithm finds all features - based on a given size - in a bandpassed image. It is then up to the researcher to select the correct features, i.e. to ‘throw’ away features which are not exactly in the focal plane (36; 148; 149; 153). The ‘clean’ dataset can then be used to calculate structural and dynamical information. A detailed guide to image analysis can be found in the Appendix, where the entire approach is explained from start to finish.

In this thesis, we focus on two main properties distilled from quantitative image analysis: the pair correlation function $g(r)$, which signals the structural ordering in the system, and the mean squared displacement MSD, which is a measure of the particle mobility. The MSD will be explained in conjunction with the microrheology methodology (Section 2.4.2), as it is instrumental in deriving rheological properties from the sample.

The pair correlation function $g(r)$ is a probability density function, describing the probability to find a particle at a certain distance $r$ away from a reference particle placed at the origin. A schematic representation of the $g(r)$ for a dense liquid is shown in Figure 2.2. Essentially, $g(r)$ is nothing more than a histogram: the number of particles in a shell of $dr$ around the reference particle are counted, and the values are normalised by the shell area or volume and the number density within the sample.
Typically, a sharp first peak occurs around a distance equivalent to (or larger than) the particle diameter: as particles possess a finite size, it is physically impossible for a neighbouring particle to occupy the same position. The first peak position of the \( g(r) \) thus signals the characteristic nearest neighbour distance. In the liquid state, the short range ordering around the reference particle becomes more and more diffuse with increasing \( r \), so that the likelihood of finding a random particle at large distances is always unity. For glassy states, a similar short-range order is found. Crystalline states, on the other hand, possess long range structural ordering, as each particle is situated onto a lattice. Therefore, characteristic peak positions will be found for the crystal \( g(r) \).

2.2 Light scattering techniques

The experimental premise for light scattering experiments is straightforward: the sample is illuminated by a light source, and the resultant scattered photons are recorded as a function of scattering angle (see also Figure 2.3a). Based on the detected photons, information can be derived about the size, shape and interactions of the particle suspension. Both dynamics and static light scattering (DLS and SLS) analyse the scattered photons, but in different ways. The incoming beam is scattered due to the refractive index mismatch between the scatterer and the surrounding medium.
2.2.1 Static Light Scattering

In static light scattering, the intensity of scattered light $I$ is related to the scattering angle $\theta$, or angular position of the detector. The intensity of scattered light is related to the size of the colloids, their volume fraction, refractive index mismatch and colloid-colloid interactions according to

$$I(q) \propto n_c V_c^2 \Delta \rho^2 P(q) S(q). \quad (2.1)$$

Here, $n_c$ corresponds to the number density of colloids, $V_c$ is the volume of a single colloid, $\Delta \rho$ denotes the difference in scattering length density (i.e. the refractive index mismatch in the case of SLS), $P(q)$ the so-called form factor and $S(q)$ the structure factor. Rather than using the scattering angle $\theta$, the scattering vector $\vec{q}$ is used (a generalised form of the scattering angle) so that results from different instruments may be compared: $\vec{q} = |q| = \frac{4\pi n_s}{\lambda} \sin(\frac{\theta}{2})$. Here $n_s$ corresponds to the refractive index of the solvent, and $\lambda$ is the laser wavelength.

In our research, we are not interested in the absolute value for $I(q)$, but rather in the information $I(q)$ contains on the shape and size of the colloids. This comes back in the form factor $P(q)$. In order to ensure a genuine scattering profile to relate back to...
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Figure 2.4: Typical formfactor \( I(q) \sim P(q) \) obtained from SLS measurements.

\( P(q) \), very dilute samples are measured. This has two reasons: (1) the probability of particles meeting and interacting reduces so that the structure factor \( S(q) \to 1 \) and (2) only single scattering events are recorded. Multiple scattering will smear the recorded data and reduce data quality, but can be overcome by using 3D light scattering, and is thus not really relevant in our case (154).

The shape of the colloids affect the scattered intensity as follows. A coherent beam hits the sample. If we consider one scattering event, the photon will be returned to the detector with a certain phase. However, if another scattering event occurs exactly out of phase, the two events will essentially cancel each other out (destructive interference, see for example Figure 2.3c). If we consider one scattering angle \( q \), the out-of-phaseness depends solely on path difference of the light scattered by both events, which is then related to the size and shape of the colloid. Because the intensity at a certain angle \( q \) is a superposition of all scattering events in the scattering volume, we then end up with specific minima and maxima in the scattered intensity (see Figure 2.3, 2.4). The scattering pattern \( I(q) \) can then be fitted using structural models.

Some care needs to be taken in selecting the appropriate structural model, as the scattered intensity depends on which scattering regime the colloids are in. In our research, two distinct elastic scattering regimes need to be considered. Elastic scattering indicates that the wavelength of the incident beam and scattered beam are equivalent (in contrast to for example fluorescence). First we discuss Rayleigh-Gans-Debye (RGD) scattering. In this scattering regime, the particle can be represented by many
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point scatterers, so that the scattered intensity is simply the sum of the amplitude of all scattered photons. We assume that the incoming incident wave is not distorted within the particle (so-called first Born approximation). Such an approximation simplifies creating analytical models. In order to fall within the RGD scattering regime, two criteria have to be fulfilled:

\[ |1 - n_c/n_s| \ll 1 \]
\[ k2R_c |1 - n_c/n_s| \ll 1 \]  

(2.2)

where \( k = 2\pi n_s/\lambda \) and \( n_c \) and \( n_s \) are the refractive indices of the colloids and solvent, respectively (71; 99). In the case of microgels, \( R_c \approx \lambda \) but refractive index mismatch is assumed relatively low due to the high solvent content of the microgel. For this reason, many studies employ the fuzzy sphere model (based on RGD scattering) on SLS data (54; 66; 71).

The fuzzy sphere model essentially comprises the scattering from a homogeneous sphere, upon which some Gaussian smearing is placed to account for the rather soft microgel surface (as opposed to a clearly defined boundary). The resultant form factor \( P_{\text{fuzzy}} \) is thus given by:

\[ P_{\text{fuzzy}}(q) = \left[ \frac{3\sin(qR_c) - qR_c\cos(qR_c)}{(qR_c)^3} \right] \times \exp\left( -\frac{\sigma_{\text{surf}}^2}{2} \right) \]  

(2.3)

where the first term is the analytical solution for scattering from a homogeneous sphere and the second term denotes the Gaussian smearing of the particle surface with width \( \sigma_{\text{surf}} \) (63). Although this gives some idea on the fuzziness of the particle, no further comment on the internal structure can be made.

We therefore employed scattering analysis based on the Mie scattering regime. In Mie scattering, the incident wave is distorted by the large size and inhomogeneous refractive index of the colloid. Depending on the location of the scattering event, the incident beam will have a different strength, so that the resultant scattered intensity is not a simple sum of the amplitudes of the scattered photons. Rather, the inward-moving and outward-moving waves need to be considered for each scattering event within the particle. Evidently, such calculations are more involved and numerical recursion is necessary to find a convergent solution. Yet, the resultant analysis will yield a wealth of information on the refractive index profile of the scattering particle.
We performed analysis based on Mie scattering from layered spheres, where each layer possesses its own refractive index (155).

### 2.2.2 DLS

In dynamic light scattering, it is not the average intensity as function of angle which is considered, but the temporal fluctuations of the scattered intensity as function of angle. Over time, due to particle diffusion the relative distances between particles within the scattering volume change, causing variations in the destructive and constructive interference generated. As a result, the total scattered intensity will fluctuate with time (Figure 2.3). Large colloids diffuse slower, and so the measured fluctuations will take longer to de-correlate. We therefore quantify the dissipation of light fluctuations via the intensity auto-correlation function $g_2$, defined as:

$$g_2(q, \tau) = \frac{\langle I(q, t)I(q, t + \tau) \rangle}{\langle I(q, t) \rangle^2} \quad (2.4)$$

where $I(q, t)$ is the intensity of scattered light at a certain scattering vector $q$ and time $t$ and $\tau$ is the lag time. Such an auto-correlation quantifies the time necessary to lose all correlation between two intensity signals, i.e. how long it takes for a colloid to move over a characteristic length $\frac{1}{q}$ (Figure 2.5). The intensity auto-correlation function $g_2$ is rewritten to the field auto-correlation function $g_1$ via the Siegert equation:

$$\beta[g_1(q, \tau)]^2 = g_2(q, \tau) - 1 \quad (2.5)$$

with $\beta$ the intercept of the intensity auto-correlation function $g_2$. $g_1$ can be related to the diffusion coefficient $D$ of monodisperse, spherical particles via the following analytical equation:

$$g_1(q, \tau) = e^{-\Gamma \tau} \text{ with } \Gamma = q^2 D \quad (2.6)$$

where $\Gamma$ is the so-called decay rate. This data can be used to extract the hydrodynamic radius $R_H$ in two ways. First, the found diffusion coefficient can be related to $R_H$ via the Stokes-Einstein equation:

$$D = \frac{k_B T}{6\pi \eta R_H} \quad (2.7)$$
with $\eta$ the viscosity of the medium and $k_B$ the Boltzmann constant. A key assumption in the Stokes-Einstein equation is that particles experience unhindered diffusion, i.e. particle interactions are negligible. In this way, a single DLS measurement yields an estimate of the hydrodynamic size of the investigated colloids.

Secondly, the decay rate $\Gamma$ can be plotted versus several $q^2$, so that the slope of the function is equal to $D$. So-called multi-angle DLS is more robust against artefacts introduced for example by measuring at angles which display a minimum in the form factor, i.e. where colloids do not scatter much, inviting unwanted scattering contributions otherwise suppressed by the colloid scattering signal.

### 2.3 Simulations

The algorithms and thermodynamic theory underlying simulations are expansive, and beyond the scope of this thesis (156; 157). Instead, we provide a brief description of relevant simulation approaches, to provide context for the chosen approach.

In any simulation the position $r_i$ and velocity $v_i$ of a given particle $i$ must be tracked. In molecular dynamics (MD) simulations, the future properties are predicted based on the current properties. Since the central question is: how do the position and velocity change over time, Newton’s equation of motion needs to be solved (for Cartesian coordinates):
with \( m_i \) the mass of particle \( i \) and \( f_i \) the forces acting upon particle \( i \). \( f_i \) is the derivative of the imposed interaction potential \( V \) (essentially, the interactions with all neighbouring particles will exert forces onto particle \( i \)). Very small integration steps are used to calculate \( r_i(t + \delta t) \) and \( v_i(t + \delta t) \) and after each calculation the forces acting upon the particles are re-evaluated to prepare for the next step. The most commonly used forward integration scheme is the velocity Verlet approach, which utilises Taylor expansions.

From these considerations, macroscopic quantities of the simulated system can be determined, such as the equilibrium structure of the particles or for example the pressure of the system.

In the current research, the interactions of colloids suspended in a solvent need to be evaluated. Such systems are difficult to simulate using MD, as inclusion of explicit solvent molecules (generally vastly outnumbering the particles of interest) will result in very costly simulations.

For this reason, we also employ Langevin dynamics (LD) simulations, which are generally used to simulate exactly this kind of system. Because the properties of the fast-moving solvent molecules are not of interest, their averaged effect on the colloid is added to the equations of motion. The colloid thus experiences two additional forces: the frictional drag force \( \gamma \) (also known as drag coefficient) and a random force \( \mathbf{R}_i \), which represents thermal motion. So through these two forces, the interactions of all solvent molecules are included into the simulations. If we are only interested in the dynamics of the large colloids, this approximation works well, as it is based on time scale separation: we focus on the dynamics of the large, sluggish colloids rather than the small, fast solvent molecules.

The Langevin equation of motion for a particle \( i \) are thus:

\[
m_i \frac{d\mathbf{v}_i(t)}{dt} = -\nabla_{\mathbf{r}_i} V = f_i + \sqrt{2k_B T} \mathbf{R}_i(t)
\]

where \( \mathbf{R}_i(t) \) is the random force, whose strength is related to the drag coefficient \( \gamma \) via the fluctuation-dissipation theorem. The random force is uncorrelated in time and space, and its time average is zero. It is also known as white noise, and simulates the large number of random solvent-colloids collisions that occur in a time step \( \delta t \).
The drag coefficient $\gamma$ can be related to the diffusion $D$ of the colloids (under dilute conditions) according to the Einstein relation $\gamma = \frac{k_B T}{D}$. This connection is used to map the simulation time scale onto real time, as it all comes down to how fast the colloids move through the solvent.

We note that if the colloids experience no inertia (i.e., the overdamped limit), so that $\frac{d\mathbf{v}_i(t)}{dt} = 0$, the Langevin equation simplifies and the position $\mathbf{r}_i$ of particle $i$ can be directly computed:

$$\frac{d\mathbf{r}_i(t)}{dt} = -\frac{\mathbf{f}_i}{\gamma} + \sqrt{2D} \mathbf{R}_i$$

(2.10)

which is known as Brownian Dynamics.

For the structural properties at equilibrium, the results from LD and MD will be equivalent: particle position is dictated by the set interaction potential only. However, when considering the dynamical properties, LD simulations are able to simulate realistically the velocity of microgels suspended in aqueous solution, in contrast to MD simulations. Therefore, LD and MD will yield the same resultant pair correlation function $g(r)$ while LD can provide the mean squared displacement MSD as well. In the research described in Paper I, particles were simulated with 4% polydispersity to mimic the real-life experiments. In addition, for all described simulations, the $z$-coordinate from the configuration was randomly displaced with Gaussian noise centered around unity with standard deviation 0.005-0.02. This approach is taken to ensure that the experimental 2D and 3D $g(r)s$ can be successfully compared to the simulated 3D $g(r)$ (36). The simulation time scale of the MSDs is mapped onto real time using the same diffusion coefficient $D$ for all state points at at similar temperature and solvent viscosity.

### 2.4 Passive microrheology

Microrheology is a relatively new tool in rheological studies, which focuses on the flow of matter. Instead of conventional rheology, for which 1-10ml of sample is needed, microrheology requires only 1-500 $\mu l$, which opens up new avenues for studies on precious material, such as eye lens proteins. Rather than following the visco-elastic behaviour of a sample directly, in microrheology tracer particles are embedded into the suspension: as the particles explore their local surrounding, their diffusion coefficient will indirectly reflect the rheological properties of the medium. In this work,
we concentrate only on tracking the zero shear viscosity \( \eta \) of the medium. Because viscosity is linked to long-time diffusion, the long-time diffusion coefficient of the tracer particles needs to be measured.

Although it sounds straightforward, there are several requirements that the system need to meet. The tracer particles need to be well-defined in size and non-interacting. Generally, charge stabilised polystyrene (PS) particles are used, but these aggregate in protein samples where the buffer screens charges. More successful are sterically stabilised particles. Tracer particles need limited interactions with the medium they probe, which can be a challenge in protein systems.

Two main classes of microrheology exist: active and passive microrheology. In ’active’ microrheology the response of the sample is measured while the tracer particle is actively dragged around, for example utilising optical tweezers. ’Passive’ microrheology is aptly named, as the motion of embedded tracer particles is simply followed in time. This is a non-invasive technique, which relies solely on thermal motion of particles. We depended exclusively on passive microrheology for Papers VI and VII, which we will expand upon in more detail.

2.4.1 DLS-based microrheology

One branch of passive microrheology involves optical techniques such as dynamic light scattering (DLS). In short, samples are created with a relatively high tracer particle concentration, so that scattering from the particles dominates compared to scattering from the medium of interest (which can still scatter a lot by itself). It is an elegant way to drown out the sample medium response, and track the motion of tracers solely. The autocorrelation function \( g_2 \) can then be used to obtain the diffusion coefficient of the tracer particles, as explained before. However, a key difference with size determination via DLS is that in optical microrheology, the size of the particles is known and well-defined. Thus, we extract a different variable from the Stokes-Einstein equation: \( \eta = \frac{k_B T}{6 \pi D R_0} \). Dividing the found \( \eta \) by the viscosity of the solvent \( \eta_0 \) then leads to the relative viscosity \( \eta_r \) of the examined sample.

2.4.2 MPT-based microrheology

A second branch of passive microrheology involves multiple particle tracking (MPT) based on confocal microscopy videos. Using confocal laser scanning microscopy (CLSM), videos are created of fluorescent tracer particles submerged in the sample.
Unlike DLS-based microrheology, additional resolution is won as the individual tracer particles can be observed, which opens up avenues for exploring heterogenous samples.

Particles are tracked using the standardised Crocker and Grier scripts in IDL (149). From this analysis, the 2D mean squared displacement (MSD) can be calculated (Figure 2.6a-c). The 2D MSD is defined as \( \langle \Delta x^2 + \Delta y^2 \rangle = 4D\tau + (V\tau)^2 \) (with \( V \) error introduced by instrument drift), and describes how much a particle moves on average in the \( x \)- and \( y \)-direction during a certain time step \( \tau \). The slope of the MSD is related to the diffusion coefficient \( D \) of the particles. For example, in Figure 2.6c the MSDs of three distinctly different regions (as indicated in Figure 2.6a) are shown. This particular video follows the crystallisation of a sample. In region 1 (yellow), the tracked particles show unhindered diffusive motion, as indicated by their slope. Region 2 (green) shows slowed down dynamics and the MSD of region 3 (blue) has plateaued, signifying an arrest.

The MSDs in this work have been time- and ensemble-averaged. In other words, the displacements of all tracked particle have been considered throughout the entire video, and averaged to create one MSD. The MSD can be plagued with low statistics and the diffusion coefficient is sensitive to small changes in the MSD slope, which can have far-reaching effects on any rheological properties derived from it (158).

Therefore, we do not extract \( D \) from the initial slope of the MSD, but instead calculate the so-called Van Hove function, and extract the diffusion coefficient from the general width of the Van Hove function.

In short, the one-dimensional Van Hove function \( P(\Delta x, \tau) \) is a probability density function, describing the probability of a particle moving a certain distance \( \Delta x \) during a certain lagtime \( \tau \). The shape of the Van Hove function is thus instrumental in determining whether tracer particles experience a heterogeneous or homogenous sample environment: any trapped particle displays a low chance to move a certain distance, while any ‘free’ particle can move large distances (159). For example, Figure 2.6d shows that for each region separately, a Gaussian of different width can be fitted to \( P(\Delta x, \tau) \). The width is then related to the different local diffusion coefficient. However, if the displacements from all three regions are considered in one overarching \( P(\Delta x, \tau) \), the shape becomes distinctly non-Gaussian (red symbols).

For purely diffusive motion, the Van Hove function will take a Gaussian distribution, so that:

\[
P(\Delta x, \tau) = (4\pi D\tau)^{-1/2} \exp(-\langle \Delta x^2(\tau) \rangle / 4D\tau)
\]  

(2.11)
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The non-Gaussian parameter $\alpha_2$ indicates how well the experimental Van Hove function fits to a theoretical Gaussian function: if $\alpha_2 = 0$, the distribution is perfectly diffusive and suggests a homogeneous sample environment. If $\alpha_2 > 0$, the tracer particles experience heterogeneous micro-environments (159). In one dimension, it is defined as $\alpha_2 = \left( \frac{\langle (\Delta x^4) \rangle}{3 \langle (\Delta x^2) \rangle^2} \right) - 1$.

Following Josephson et al. (Ref. (160)), we test at which lag time $\tau$ the non-Gaussian parameter $\alpha_2$ statistically speaking indicates a Gaussian shape of the Van Hove function, and choose the lag time with the highest statistics. Only the motion at this particular lag time is then taken into consideration to calculate the diffusion coefficient. Using the Stokes-Einstein equation (Eq. 2.7) as shown previously, the viscosity of the sample can be calculated.

### 2.5 Densification of samples

#### 2.5.1 Preparation of highly concentrated microgel suspensions

The long-term storage of microgel needs to be given some thought, as bacterial growth within the microgel stock suspension is a reality (161). After synthesis and purification, the microgels used in this research were freeze-dried to increase shelf-life. An advantage of lyophilisation is the precise control over the wt% of the sample. Other preservation techniques include a small addition of NaN$_3$, which inhibits bacterial growth, or the acidification or alkanisation of the batch.

The freeze-drying process does not affect the microgels (162), but during the lyophilisation, the microgel networks get entangled. Therefore, a long time needs to be allocated for microgel redispersion in sample preparation. The densification of microgel samples can thus lead to some headaches: a suspension of freeze-dried microgels is unlikely to homogenise at extremely high volume fractions (beyond $\sim 10$ wt%) despite continuous sample agitation for weeks/months.

In order to create the dense samples used in Paper II, we therefore rely on a different approach. The stock solution was created at low density, e.g. 150ml of a 1 wt% microgel suspension. After several weeks of continuous agitation, the sample was checked in the confocal microscope for aggregates. Once the number of dimers and trimers is sufficiently reduced, the sample is transferred into a dialysis membrane (Biotech CE Membrane tubing 24 mm, 0.1-0.5 kDa). The dialysis membrane contains tracer...
amounts of NaN₃ and was rinsed before use; we note that if used in pure water, bacterial growth will commence and affect the sample within weeks.

Instead of using pure water, the dialysis membrane is submerged in 8wt% poly(ethylene glycol) (PEG) solution. PEG is known for its strong osmotic pressure, and at 8wt% it exerts an osmotic pressure of \( \sim 2 \) atm. The pressure forces the water out of the dia-
lysis membrane over the course of a few days. By choosing different concentrations of PEG, the sample can be concentrated at will to any volume fraction, although this remains system-dependent (Figure 2.7). In order to keep reproducibility high, the dialysis setup should be temperature-controlled.

Once the sample is sufficiently dense, the dialysis membrane can be rinsed with MilliQ water to prevent contamination with PEG. The sample can then be retrieved from the dialysis membrane and stored accordingly. The approach knows several disadvantages. First, because of the high concentrations involved, the sample dries out rapidly. Secondly, the extremely small sample volume after densification (< 5ml) obstructs a thorough gravimetrical determination of the wt%. Thirdly, the obtained sample from the dialysis tube can be somewhat heterogeneous, and mixing of the sample is troublesome due to its paste-like properties. The resulting uncertainty or error in concentration can be corrected by subsequently measuring the number density directly in-situ using CLSM on arrested or (ideally) crystalline samples.

### 2.5.2 Creating protein samples beyond the arrest transition

Protein samples, the key players in (Papers VI and VII), are extremely difficult to handle at volume fractions close to the arrest transition. Not only is the lack of sample often a problem (γB-crystallin), during densification via centrifugation the protein can clog up the filters (lysozyme). Although not irreversibly clogged, this blocks solvent
from passing through the filter and thus limits further concentrating. In order to create protein concentrations necessary to experimentally scrutinise the liquid-solid arrest in these systems, we therefore need a different approach.

We created moderately dense samples via ultra-centrifugation, and mixed in the tracer particles - which infers a dilution on the protein samples. A confocal sample cell was fully cleaned, dried and prepared beforehand. The procedure is described graphically in Figure 2.8. We placed the sample cell including cover slip on a balance with 5 decimal accuracy, deposited a $5 \, \mu l$ protein sample droplet, and recorded the weight immediately after deposition. Simultaneously, we note the evaporation starting time. After waiting several minutes, the cover slip is carefully pressed onto the sample cell, which breaks the droplet structure. Especially at higher concentrations, considerable force had to be applied to fully seal the sample cell. The moment of sealing is noted so that the exact evaporation time can be calculated, and the sample cell is weighed again to determine how much solvent has evaporated. We confirmed that once sealed, the sample cell does not reduce in weight over the span of 7.5 hours. In this way, we use evaporation to densify the protein samples, and reach extremely high volume fractions (Figure 2.9).
Figure 2.9: Increase in concentration as function of evaporation time. The concentration of the samples is given on the left y-axis, the corresponding volume fraction on the right y-axis. The different macroscopic appearances are indicated also. Inset: the control experiment did reduce in weight over the span of 7.5 hours.
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3.1 Interactions between neutral microgels

3.1.1 Exploring microgel interactions via depletion attraction

The relationship between the rich phase diagram of microgels and their temperature-dependent interactions is a knowledge gap in microgel research; many works have used microgels under the incorrect assumption that they interact via hard sphere-like repulsions until the VPTT. The first key question of this thesis is therefore to define an interaction potential for neutral microgels which captures both the temperature-dependent and concentration-dependent phase behaviour.

In order to answer this question, we carried out several studies which encompass both experimental and numerical work. In the first work (Paper I), we created 12 samples, where 3 samples contained one type of large, fluorescently labeled microgels and 9 were mixtures with an additional population of smaller, unstained microgels. The small microgels - unseen by confocal microscopy - induce a depletion attraction on the large microgels. For this reason, the small microgels are referred to as ‘depletants’ and the large microgels as ‘colloids’. Using CLSM and quantitative image analysis, we can thus extract structural and dynamic information of the colloid microgels over a range of concentration and temperature. The depletion attraction effectively forces the colloid microgels together, so that we can reveal the ‘hidden’ effect of the dense core, loose shell paradigm structure.

The experimental structural and dynamical information - which spans the liquid regime of the microgels and $T=15-30^\circ\text{C}$ - is then compared to their numerical counterparts, generated via molecular dynamics (MD) and Langevin dynamics (LD) simulations. We first test the Hertzian interaction potential, for which literature has shown
the most promise (36). The Hertzian has been thoroughly tested at a single temperature before, which raises the question if it can capture temperature-dependent interactions. In addition, the Hertzian repulsion does not consider the core-shell structure of the microgel, so that we expect the model to break down once microgels probe
denser, inner regions. The Hertzian repulsion can be described as:

$$V^H(r, T) = \epsilon_H(T)(1 - \frac{r}{\sigma_{\text{eff}}})^{5/2}, \quad (r \leq \sigma_{\text{eff}})$$

$$= 0, \quad (r > \sigma_{\text{eff}})$$

(3.1)

An advantage of this potential is that the parameters required for the Hertzian repulsion can be obtained mostly experimentally: the temperature $T$ can be set, and the effective diameter $\sigma_{\text{eff}}$ is equal to the temperature-dependent hydrodynamic diameter $\sigma_H$, which can be obtained via DLS. Combined with the experimentally determined number density $N_p$, the volume fraction can be calculated as $\phi_{\text{eff}} = N_p \frac{2}{3} \sigma_H^3$. The only ‘free’ parameter which remains is then the Hertzian interaction strength $\epsilon_H(T)$, which has been empirically determined to be around $500$-$1000$ $k_B T$ (35; 36).

We scrutinised the $g(r)$s for the 3 samples containing colloid microgels only. As shown in Figure 3.1a, the $g(r)$ becomes more correlated with increasing volume fraction and decreasing temperature. The volume fractions at 15 °C were adjusted until good correspondence was found, using initial estimates based on viscometry. Based on the microgel swelling, volume fractions at 20-30 °C could be inferred. The Hertzian interaction strength was varied starting with the literature value of 500 $k_B T$ at 20 °C (36). We find that the Hertzian model captures all $g(r)$s (Figure 3.1a), and that the soft repulsion becomes steeper with increasing temperature, suggesting that the repulsions between microgels grow before the VPTT (Figure 3.2a). Yet, beyond the VPTT, literature tells us that van der Waals-attractions dominate. The data shown in Figure 3.1b also confirms that the Hertzian potential captures the dynamical behaviour.

If we add the depletion attraction to the simple repulsive Hertzian to describe the large microgel interactions, the calculated interaction potentials predict instantaneous aggregation of all mixtures: the depletion interaction - even at minimal attraction strength $U_{\text{depl}} = 20$ $k_B T$ - completely overshadows the soft repulsion as established for one-component microgel systems (Figure 3.2b left column; the steep negative curves indicate strong attractions). However, all experimental mixtures are stable. The Hertzian interaction potential coarse grains any inhomogeneity in the microgel internal structure, and instead paints an oversimplified picture of the network. Once microgels begin to interpenetrate each others’ networks, the dense core is expected to start influencing the interactions. It is therefore no surprise that as soon as microgels are forced closer together, the Hertzian model breaks down. In other words, the core repulsion of the large microgels - neglected by the Hertzian model - prevents the predicted aggregation.
We therefore develop a multi-Hertzian model, which in basis is a series of shells, each with its own elastic properties, defined as:

\[
V^{MH}(r, T) = \epsilon_{\text{core}} \left(1 - \frac{r}{\sigma_{\text{core}}}\right)^{5/2}, \quad (r \leq \sigma_{\text{core}})
+ \epsilon_{\text{mid}}(T) \left(1 - \frac{r}{\sigma_{\text{mid}}}\right)^{5/2}, \quad (r \leq \sigma_{\text{mid}})
+ \epsilon_{\text{corona}}(T) \left(1 - \frac{r}{\sigma_{\text{corona}}}\right)^{5/2}, \quad (r \leq \sigma_{\text{corona}})
+ \epsilon_{H}(T) \left(1 - \frac{r}{\sigma_{\text{eff}}}\right)^{5/2}, \quad (r \leq \sigma_{\text{eff}})
+ 0. \quad (r > \sigma_{\text{eff}})
\]  

Each shell (defined by the distances \(\sigma_{\text{core}}, \sigma_{\text{mid}}, \sigma_{\text{corona}}, \sigma_{\text{eff}}\)) corresponds to the elastic properties of a region of the microgel (Figure 3.3) and contributes its own Hertzian strength (\(\epsilon_{\text{core}}, \epsilon_{\text{mid}}, \epsilon_{\text{corona}}, \epsilon_{\text{eff}}\), respectively). The outer shell is equivalent to the previously established Hertzian, and describes the elastic contributions from the corona and dangling ends. In this way, we ensure that in the liquid regime where shell interactions prevail, the multi-Hertzian model reproduces the earlier findings based on the Hertzian model. The inner-most shell is assigned a strong elastic interaction, as
the crosslinker density is much higher in the core. We then added two more shells to create a gradual increase of the interaction potential - mimicking the distribution of crosslinker - rather than a sharp step function. The resultant potential is steeper compared to the simple Hertzian, but it will only have an effect once microgels start to interpenetrate (Figure 3.3). The multi-Hertzian is thus a more realistic representation of the microgel structure, and finds root in theoretical considerations, as we will describe in a later section. Ideally, the model can be filled in using mostly experimentally available parameters, retrieved from small angle x-ray scattering (SAXS) experiments - as described in more detail in Paper I.

We ensure that the multi-Hertzian model is equivalent to the Hertzian model in the liquid regime by setting the shell interactions to the same Hertzian strength as found for the one-component system. When we now consider an additional depletion attraction, we find that the core repulsion of the multi-Hertzian counterbalances the attraction, so the stable experimental mixtures are reproduced (Figure 3.2b, right column). The effect of depletion attraction on the $g(r)$ is noticeable: the first peak of the $g(r)$ becomes more asymmetrical, with a peak shift to lower $r$ and a taller first peak (Figure 3.1c). These effects are captured by the multi-Hertzian for all investigated state points, i.e. 12 samples at 4 different temperatures. In addition, the dynamical signature of the system is reproduced by the interaction potential (Figure 3.1d).

We have thus created a model which follows the crosslinker density of the microgel, so that dense inner regions are difficult to compress while the outer shell possesses softer repulsion. The correspondence to experimental data shows that such a multi-Hertzian
model is better than a simple Hertzian to reproduce the structural and dynamical signature of the microgel system, although the true effect will remain somewhat hidden for single component systems where the core region is not necessarily accessed. We expect that the core repulsion will become important for systems where microgels are drawn close together, for example at ultra-high density or in the presence of an external field.
3.1.2 Does the (multi-)Hertzian hold for dense systems?

In the second work revolving around the interplay between microgel interactions and phase behaviour, we test the applicability of the (multi-)Hertzian model on dense, one-component microgel systems. A large range of samples was created to span the entire phase diagram, i.e. from $\phi_{eff} = 0.05$ to $\phi_{eff} = 1.95$, which we then characterised at $T = 15, 20, 25, 30^\circ C$ using confocal microscopy and quantitative comparison to theory. The aim of this work is three-fold. First, we further test the (multi)-Hertzian potential and its ability to correctly reproduce key structural and dynamic properties of microgels over a large range of volume fractions and temperatures. Second, we hope to pinpoint at which volume fraction the Hertzian starts to deviate, signifying the concentration at which microgels start to significantly interpenetrate. Third, we explore the phase behaviour of soft microgels in overpacked state, which is an interesting region of the phase diagram, but experimentally difficult to reach.

Confocal microscopy videos were collected from 22 samples at 4 temperatures, so that a total of 88 state points can be considered. We therefore start our investigation in the dilute regime of the phase diagram. We first specify the two key parameters $\sigma_{eff}$ and $\rho$ (interaction diameter and number density, respectively) which are essential to calculate the effective volume fraction $\phi_{eff} = \frac{4\pi}{3} \rho \left( \frac{\sigma_{eff}}{2} \right)^3$ of the experimental system. From our previous considerations, we have established that the hydrodynamic diameter $\sigma_{H}$ works fairly well as interaction diameter $\sigma_{eff}$, at least in the liquid regime. Therefore, dynamic light scattering measurements on dilute samples containing solely fluorescent microgels were performed. The confocal microscopy study is executed in the presence of 0.1 M KCl, to suppress any possible contributions from residual charges to the interaction potential. For this reason, two swelling curves (in the presence and absence of 0.1 M KCl) are shown in Figure 3.4 (red squares and circles). Indeed, a small effect of increased salinity can be noted.

Two crystalline samples at 15 $^\circ C$ allow us to extrapolate the experimental number density $\rho$ towards the extremely dilute regime. Combined with the (temperature dependent) hydrodynamic diameter, $\phi_{eff}$ can thus be calculated.

The resultant structural correlations (Figure 3.5, left) and dynamical properties (Figure 3.5, right) compare well to their numerical counterparts, based on the Hertzian model with parameters as described in Section 3.1.1. The results reproduce our previous findings, so that we can confirm extended use of the Hertzian model throughout the entire liquid regime, at temperatures below the VPTT (35; 36; 163).
Any deviations between the multi-Hertzian (includes core repulsion) and the Hertzian (excludes core repulsion) signal that microgels start to experience interactions beyond the shell. We therefore confront the numerical results for the densest liquid state point at 15°C for both models (Figure 3.6). Indeed, only a marginal difference is found, reasserting that throughout the entire liquid phase, shell interaction dominate.

We thus shift our focus to interactions in the arrested state. To this extent, samples were created based on a mixture of 28% fluorescent and 72% non-fluorescent microgels, which have been synthesised in the same way. By measuring on a mixture with an ‘invisible’ component, we hope to alleviate typical imaging issues at high densities such as a high background fluorescence and signal overlap between neighbouring particles. Unfortunately, dynamic light scattering measurements signify that the unstained microgels are slightly smaller ($\sigma_H = 0.6\mu m$ at 15°C) than the fluorescent ones ($\sigma_H = 0.7\mu m$ at 15°C) so that the effective polydispersity within the system is larger compared to the single-component system.

Despite the differences in make-up, samples from both concentration series with equivalent weight percentage overlap well in number density and mean squared displacements. Yet, the increased polydispersity carries two consequences. First, crystallisation is suppressed, which becomes evident when considering the MSDs (Figure 3.7) and $g(r)$s (Figure 3.8) from the densest liquid state points at 15°C: the single component system resides in a crystalline order, while the polydisperse binary mixture still follows liquid behaviour. Secondly, the $g(r)$ appear markedly different at first glance: the binary mixture $g(r)$ displays a softened and broadened first peak ((Figure 3.8).

We therefore increase the polydispersity within the theoretical framework. In the single component system, the particles possessed a size polydispersity of 4%, with 0.5% of noise in the $z$—coordinate. In order to approximate the binary system as a one-
component system, the noise is increased to 3%, which is equivalent to the theoretical polydispersity of 2.9% arising from the mixture and not unreasonable (36). In this way, we recover the correspondence between experiment and theory.

Unfortunately, because only 28% of particle positions are captured, statistics are low - for this reason, only experimental structural data at 15 and 20 °C are shown for \( \phi_{\text{eff}} = 0.58 - 1.30 \). Data at higher \( \phi_{\text{eff}} \) or temperatures displayed a marked decrease in \( g(r) \) quality.

Regardless, we compare the remaining data with either the Hertzian or the multi-Hertzian in Figure 3.9. The theoretical \( g(r) \) have a tendency to overestimate the first peak height in the dense liquid, echoing findings for the single component system. In contrast, once the system arrests, the non-monotonic rise and fall of the first peak maximum \( g_{\text{max}} \) is not reproduced with either model; rather, the simulated peak height plateaus. On the other hand, first peak positions are consistent (whereas higher order maxima appear slightly out of sync). The position of the first \( g(r) \) peak can be related to the number density according to \( a_s \sim \rho^{-1/3} \) in case of soft potentials, or isotropic compression of the particles. We recall that the polymeric nature of the mi-

Figure 3.5: Structural correlations and transport properties in the liquid regime of charge neutral microgels. Each panel contains the experimental (symbols) data overlaid with numerical results from the Hertzian model (solid lines) for the same sample measured at 15-30 °C as indicated by the colour legend, depicting either the \( g(r) \) (left set) or MSD (right set). Effective volume fractions at 15 °C are given for each panel. The two densest state points crystallised at 15 °C.
crogel lends it an inherent softness and flexibility. Using the size of the microgel under high dilution to represent dense packings is therefore, perhaps, a naive assumption. Recent efforts underline how the deformability of the microgel network results in various morphological regimes under dense packing, so that we will consider several scenarios for the microgel diameter in the arrested state (46; 47; 164).

In the work by Mohanty et al. (47), the onset of isotropic shrinking was determined at $\phi_{eff} = 1.05$ (at 15°C). Ghosh et al. (165) identified this turning point as the first glassy state point, i.e. where $g_{max}$ is maximal. In both cases, the isotropic compression essentially means that once more microgels are added to the system, all particles shrink so that the effective volume fraction remains constant.

However, as shown in more detail in Paper II, fit quality is not necessarily improved adopting a flexible radius. If we follow the route from Ghosh et al. (165), the resultant $g(r)$ consistently underestimates the oscillations, although the peak positions are still correct. Between the constant size scenario and a reduced size starting at $\phi_{eff} = 1.04$, differences are not particularly notable. This is partly due to the moderate decrease in size between $\phi_{eff} = 1.04 - 1.3$ as dictated by the $\sim \rho^{-1/3}$ dependency. Effectively, our results signify that within the Hertzian elastic framework, a constant size works well to describe structural correlations up to $\phi_{eff} = 1.3$. Yet, the mismatches at higher order maxima remain, and are an indication that an additional contribution to the interaction potential might be lacking. We suspect an additional attractive component, caused by chain entanglements at such high packing fraction.

The reason for this suspicion can be found when examining the resultant phase diagram, based on all 88 state points (Figure 3.10). Crystallisation is only found for the single component system, so that we cannot comment on its appearance. The arrest
line moves to higher volume fractions with decreasing temperature (i.e. increasing softness), which has been noted before and is in line with expectations. Most interestingly, perhaps, is the emergence of a strongly heterogeneous state at high packing fraction and temperature. In this state, the sample appears macroscopically turbid with large fracture lines. Such effects have been observed before, and have been related to the strong polymeric entanglements of the network at room temperature at such high packings (47). If the temperature is subsequently elevated, the microgel network attempts to shrink and so the interpenetrating polymer strands will exert forces on each other. This will appear as an effective attraction, so that we wonder how these entanglements will affect the structural ordering of the system.

Our results confirm once more the applicability of the ‘standard’ Hertzian model for describing microgel interactions spanning all corners of the liquid phase. Although additional experimental data is obviously required to observe changes in interaction at denser volume fractions and higher temperatures, up to effective volume fractions $\phi_{\text{eff}} = 1.3$, a constant size in combination with the rubber-like Hertzian response reproduces experimental structural ordering reasonably well. Testing various descriptions for microgel compression, we found that microgel compression likely occurs deep in the glass region rather than at the onset of the glass transition, in line with previous work (47). In addition, we note the emergence of a strongly heterogeneous, interpenetrated state which appears to have been relatively unnoticed in microgel research thus far. This peculiar state is a clear demonstration of the softness and ther-
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Figure 3.8: Structural correlations for samples from both concentration series with similar wt% at 15 °C. Panel a depicts the 100% fluorescent series while panel b shows the 28% fluorescent microgels in the presence of 72% unstained microgels. Experimental data is represented by squares. The solid black and dashed red line indicate fits with the multi-Hertzian and Hertzian, respectively. Axes are normalised by the temperature-dependent diameter of the microgels.

moresponsivity hosted by the microgel, and so the ‘history’ of a dense microgel sample is likely to have strong consequences for its exhibited properties.

Figure 3.9: Structural correlations for mixtures at 15 and 20 °C. Experimental data is colour coded according to temperature conditions and symbol shapes indicate the liquid (circles) or arrested state (squares). Solid black and dashed red line represent fits with the multi-Hertzian and Hertzian, respectively. Each panel contains one sample.
Figure 3.10: Experimental phase diagram based on all measured state points. The binary mixtures with 28% fluorescent microgels has been offset slightly in the y-direction (plus 0.5 °C) to distinguish from the 100% fluorescent, single component samples. Effective volume fraction is based on the constant effective diameter.
3.1.3 In silico synthesis of microgels creates realistic microgels

Although the Hertzian and multi-Hertzian model reproduce the elastic properties of the microgel network, they are in essence still rather phenomenological, i.e. a solid theoretical basis for the choice of this interaction potential is somewhat lacking. In Paper III, we therefore investigated the possibility of re-creating microgels in silico, where building a microgel from the ground up can tell us something about the predicted shape and interactions. In the Hertzian model, each microgel is considered as one unit, so that they possess only 1 degree of freedom each. In the simulations employed in this study, each microgel possesses N monomers (i.e. N degrees of freedom), where every monomer corresponds in size to the Kuhn length from polymer theory. A major advantage is thus the much smaller level of coarse-graining, which leads to a higher level of details within the microgel.

The microgels are created in a two-step approach. In the first step, a mixture of bi-valent and tetravalent patchy particles is confined to a sphere and allowed to self-assemble. The particles with two patches represent the monomer, while the four-patches particles correspond to the crosslinker. Monomer-monomer and monomer-crosslinker connections are allowed, whilst crosslinker-crosslinker connections are restricted. After self-assembly is completed, the second step entails fixating all created bonds. The directional interaction between patches is replaced with a Kremer-Grest bead-spring model, which has been shown to realistically reproduce polymer interactions in a good solvent. Finally, an extra term in the interactions is added to all monomers, mimicking the solvophobic potential which provides the thermoresponsiveness to the microgel.

This approach results in simulated microgels with strikingly similar properties to real-life microgels (Figure 3.11a): by tuning the size of the confining sphere, larger or smaller microgels are created. A large number of crosslinker units results in a denser microgel with a smaller swelling response. The transition across the VPTT is also captured through the solvophobicity term.

The follow-up research (166) after the initial creation of simulated microgels reveals that the effective interactions between the simulated microgels can be described well with a cascade of Hertzsians, as shown in Figure 3.11b: the open symbols denote the numerically calculated interaction potential, and the different lines correspond to Hertzian potentials with various strength and range. We can thus assert that the multi-Hertzian is more than just a phenomenological model.
3.1.4 Key conclusions

- Hertzian interactions describe temperature-dependent shell interactions throughout all corners of the liquid phase below the VPTT

- The multi-Hertzian interaction potential captures the core repulsion, which is necessary when evaluating microgel systems with an additional attractive component

- In the overpacked state, both models work more or less, and adoption of a flexible size does not improve fit quality

- Deep polymeric entanglements at room temperatures can lead to a heterogeneous state at elevated temperatures with large internal stressess, so that the ‘history’ of a dense microgel suspension will affect its properties significantly

- In silico synthesis of microgels creates realistic microgels which exhibit multi-hertzian-like interactions
3.2 Interactions between ionic microgels

Intimate knowledge on the internal architecture - facilitated by literature efforts relating scattering experiments to the fuzzy sphere model - has allowed us to build a realistic interaction potential for neutral microgels, which hinges on the innate crosslinker density gradient and temperature-dependent solvent quality. In contrast, the incorporation of functional groups within the microgel generates a much more complex swelling response, sensitive to crosslinker density and charge distribution, as well as temperature, pH and salinity. The specific effect of each external trigger on the internal structure of PNIPAM-co-AAc (ionic) microgels has never been investigated in detail. In addition, no in-depth study has been performed to test the proposed interaction potential for ionic microgels. We must first understand the internal structure before we can explore the connection between interaction potential and phase diagram. The second key question of this thesis therefore revolves around the swelling response of ionic microgel networks to various charge regimes, and whether the proposed interaction potential is suitable for the swollen ionic microgel.

3.2.1 Influence of charge on microgel swelling

In Paper IV, we describe a light scattering study involving large, loosely crosslinked (1.5mol%) PNIPAM-co-AAc microgels suspended in different ambient environments, which lead to different charge regimes within the polymer network. The results allowed us to decouple the effect of salinity and pH on the core and corona swelling of the microgel. Using dynamic and static light scattering (DLS and SLS), we retrieved the hydrodynamic radius $R_H$ and the form factor under dilute conditions at 15 °C. The hydrodynamic radius relies on the diffusivity of the particle, and so encompasses the dense core and loosely crosslinked corona. The dangling ends do not contribute much to the mass of the particle, and so they are ‘invisible’ in SLS. The experimental form factors were fitted using a Mie scattering algorithm (which includes factors such as polydispersity and backscattering), which allowed us to track the mass distribution within the microgel. The experimentally observed structural changes could be connected to classic polymer theory (Flory-Rehner), which describes the governing forces driving polymer network swelling.

In short, for neutral polymer networks, the steric repulsion between monomers leads to a certain degree of gel pressure, i.e. monomers position themselves as far away from each other as possible. This outwardly pointing force is counter-acted by the network elasticity, which can be controlled via crosslinker density (as the monomers...
The Flory-Rehner theory has been used before on microgels, yet we note that in the classic sense, it does not consider the inhomogeneous crosslinker density of the microgel (68; 167). We therefore calculated swelling profiles of microgels with a radially varying crosslinker density using a multi-shell approach. Here, the radial and orthogonal extension of every single shell depends on its radial position, as well as the radial positions of the neighboring shells (68). We employ a modified Flory-Rehner theory with an additional third swelling term, representing the pressure $\Pi_{\text{charge}}$ caused by electrostatic repulsion from deprotonated acrylic acid moieties. The pressure within the polymer network $\Pi(\phi)$ can then be described as follows:

$$
\Pi(\phi) = \frac{3}{5}B_{\text{ref}} \left[ \left( \frac{\phi}{\phi_{\text{ref}}} \right)^2 - \left( \frac{\phi}{\phi_{\text{ref}}} \right)^{1/3} \right] + \Pi_{\text{charge}}(\phi),
$$

where $\phi$ is the gel volume and the positive terms denote outward-pointing forces, while the negative term indicates the counterbalancing network elasticity. The elastic modulus $B_{\text{ref}}$ is a material property and so contains all chemical aspects (i.e. crosslinker density, acrylic acid content), and is set to $\sim 70\text{kPa}$ (68; 168). An immediate corollary to this equation is that $\Pi_{\text{charge}}$ needs to be of the order $70\text{kPa}$ to have a noticeable impact on microgel swelling. In the absence of electrostatic contributions, i.e. $\Pi_{\text{charge}} = 0$, the steric and elastic forces will counterbalance each other so that $\phi = \phi_{\text{ref}}$, i.e. we obtain the size of the microgel in charge neutral state.

In order to investigate how electrostatic contributions affect the swelling and structure of the microgel, we therefore start by considering light scattering data of microgels suspended in 0.1 M KCl, which screens all charges.

The experimental form factor for the neutral microgels is shown in Figure 3.12a as red symbols, with the corresponding fit from Mie analysis as the solid line. From the experimental fit, a radial density profile can be derived (Figure 3.12b, red curve). The radial density profile is converted into a radial mass distribution, which describes more intuitively how the mass is located within the network (Figure 3.12c, red solid line). Using the described Flory-Rehner theory we can compare the experimental mass distribution to its theoretical counterpart (Figure 3.12c, red dashed line).

We note that a persistent low density core is apparent for all samples (cf. the black dashed line in Figure 3.12c corresponding to homogeneous mass distribution). This is in sharp contrast with the previously established internal composition of neutral microgels: the classic fuzzy sphere model describes a dense core surrounded by a loose
corona (63). Scattering data from several different syntheses were created to confirm the inverted profile. The hollow structure is linked to the role of the initiator during the synthesis (169), and indeed the size of the cavity increased with elevated initiator concentration. For this reason, an additional (constant) swelling pressure is included in the model.
We can now turn towards charging of the network. In a first attempt, microgels were suspended in the presence of deionising resins; these resins convert any and all ion species to $\text{H}^+$ and $\text{OH}^-$ (which recombines to form water) so that salt content becomes minimal. We thus introduce the electrostatic term to the network pressure $\Pi_{\text{charge}}(q, 0) = qk_B T$ where $q$ is the net electrostatic charge of the microgel network, determined by the amount of deprotonated acid groups.

The experimental form factor is colour coded in blue in Figure 3.12. When considering the radial density profile and mass distribution, only subtle differences can be found compared to the charge neutral microgel composition. The weak charging of the network does not significantly impact the internal structure, except for a minor shift of mass towards the outer edge of the microgel. However, the increase in hydrodynamic radius $R_H$ in Figure 3.13 is unmistakable, and suggests an unfolding of dangling ends in response to the created charges within the network. In contrast, $R_H$ and $R_{\text{form factor}}$ more or less overlap for the neutral microgel, suggesting only a modest contribution of dangling ends to the outer periphery of the microgel. Such a trend has been observed before, but not been noted so explicitly (96).

Deionising conditions do not correspond to fully charged microgels, as only a small fraction of the acid groups will dissociate. With $\text{H}^+$ the only mobile counterion, the charge density in the microgel equals the $\text{H}^+$ concentration, which is governed by the equilibrium constant of acrylic acid ($\text{pK}_a \sim 4.5$). We therefore take it one step further, and suspend the previously deionised microgels in the presence of deprotonating res-
ins, which convert all cations to Na\(^+\) and all anions to OH\(^-\) (as before). Because the sample was equilibrated under deionising conditions, in effect all H\(^+\) is converted to Na\(^+\). As a consequence, once an acrylic group is deprotonated, the charge will remain more or less bare, because Na\(^+\) cannot form hydrogen bonds. The shifted equilibrium will lead to an increased contribution from the electrostatic swelling term in Eq. 3.3, suggesting a strong network swelling.

The resultant microgel structure is colour coded with yellow in Figure 3.12. The experimental form factor shows a large peak shift to lower \(q\) (indicating a larger size), and almost no scattering features can be resolved, suggesting that the microgels barely scatter. Indeed, macroscopically the sample was almost transparent. It is no surprise that the radial density profile and mass distribution display an extremely stretched out network. The strong charging of the network increases the core size of the microgel, and extends dangling ends slightly further (Figure 3.13).

So far, we have thus shown the effect of salinity: a low ionic content will lead to unfolding of the dangling ends but does not result in sufficient charge on the core network to generate swelling. Subsequent deprotonation causes a strong swelling of the core network as the pH increases. The question arises whether the effect of these two external parameters (salinity and pH) can be fully decoupled. Indeed, when adding a small amount of salt (10 mM KCl) to the deprotonated sample, the core swelling remains intact while dangling ends collapse (Figures 3.12 and 3.13, green data).

In summary, our scattering results thus show a decoupling between dangling end response and core response to various charging regimes. The corona conformation is highly sensitive to ambient ionic conditions, and they will unfold readily as evidenced by the changes in hydrodynamic radius. In contrast, the bulk of the network resists charge-induced swelling under deionised conditions, suggesting that dangling ends will dominate the interactions and phase behaviour in this regime. At high pH, the core network swells notably while dangling ends can be collapsed at will by adjusting the ionic strength of the suspension.

These trends also indicate that in order to fully characterise the network swelling of a microgel, both hydrodynamic and static (light) scattering analysis is required: a simple tracking of hydrodynamic radius under changing temperature, pH and salinity does not necessarily reflect changes in the majority of the microgel network. Analogously, studies that solely rely on static light scattering measurements to scrutinize ionic microgels may have overlooked the response of dangling ends.

Finally, our study showcases that even though fine-tuning of ‘the perfect’ microgels
via synthesis is a notoriously difficult task, an easier alternative can be to fine-tune synthesised particles using different salt/ionic resins ingredients. Combined with predictions from classic polymer theory, this allows for studies on microgels with extremely tightly controlled swelling and interactions.
3.2.2 Effect of softness on the phase behaviour of ionic microgels

Equipped with information on the internal structure of the ionic microgels, we can now focus on mapping the phase diagram of ionic microgels. The variable and sensitive size of the ionic microgel network - as illustrated above - can be a detrimental factor for determining the volume fraction of any given sample and is a classic problem in ionic microgel research. In Paper V, we tackle this issue by retrieving the interaction radius $R_{\text{eff}}$ from fits to a dedicated theoretical model, so that we can construct a more realistic phase diagram. In addition, we comment on the validity of the model. Because relatively robust results are found, the analysis allows us to draw conclusions on the effect of softness on the effective charge and phase behaviour of ionic microgels.

In order to do so, four sets of PNIPAM-co-AAc microgels were synthesised with cross-linker density 1.5, 3, 5 and 10 mol\%. A large concentration range of samples (spanning the entire phase diagram) was created under de-ionised conditions and characterised at 20 °C using confocal microscopy. In addition, dilute samples were measured with dynamic light scattering in order obtain more information on the size of the microgels.

Keeping in mind that for neutral microgels, we have shown that the hydrodynamic radius $R_{H}$ - which encompasses dangling ends - works well as interaction radius $R_{\text{eff}}$, we...
now ask the question how this framework carries over to ionic microgel systems. Under the deionised conditions used in this study, we know that the microgel possesses a porcupine configuration (see also Paper IV). But does this conformation correspond to the interaction radius? DLS measurements were made of dilute samples under deionised conditions (so that dangling ends are extended) to obtain an upper boundary $R_{H}$. Samples were also measured at elevated pH, which fully collapses the dangling ends, to generate the lower boundary $R_{lower}$. It follows that the interaction radius $R_{eff}$ should fall within this range. The results in Figure 3.14a show that loosely crosslinked microgels possess the largest core size as well as longest dangling ends, while the 10 mol% crosslinked microgels display the shortest dangling ends. We corroborate this with calculations based on the approach described in Ref. (68), which predict long dangling ends for loosely crosslinked microgels (Figure 3.14b).

Via confocal microscopy and subsequent quantitative image analysis, structural ($g(r)$) and dynamical (MSD) information across the phase diagram could be derived, with the results shown in Figure 3.15. Based on this data, a phase diagram can be constructed using weight percentage (wt%) as state variable (Figure 3.16a). It becomes apparent that with increasing softness, the crystal phase is suppressed in favour of a glass phase, and crystals were only accessible for 1.5 mol% crosslinked microgels through temperature annealing. However, the phase diagram as it stands is not particularly useful, as the differing sizes of the four microgel sets are not considered. Instead, the effective volume fraction $\phi_{eff} = \frac{4}{3} \pi \rho R_{eff}^3$ (with $\rho$ the number density) should be used as state variable, so that we loop back to the previous discussion: how is the interaction radius...
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Figure 3.16: Phase diagrams constructed for ionic microgels based on different state variables. Green squares, yellow circles and blue diamonds indicate a liquid, crystal and glass phase, respectively. The state variables wt\%, effective volume fraction $\phi_{\text{eff}}$ and generalised packing fraction $\zeta$ are shown in respective panels a, b and c.

$R_{\text{eff}}$ defined for ionic microgels?

Often, as a stop-gap solution, the generalised packing fraction $\zeta = \frac{4}{3} \pi \rho R^3_{\text{H}}$ is employed, but this does not necessarily take into consideration the differences in dangling end length as observed in Figure 3.14. In order to answer this question, we test a dedicated model on all liquid data, using individual fits based on 4-5 radii to span the range between $R_{\text{lower}}$ and $R_{\text{H}}$. The model is a superposition of an elastic Hertzian contribution, to mimic network deformation upon particle contact and an electrostatic Yukawa contribution, which represents the charged moieties within the microgel (105). In essence, the interaction potential is thus built up as schematically shown in Figure 1.5a. In addition, the microgel is modeled as a large macro-ion with homogeneous charge to allow free diffusion of the ionic counter species. Although successful before on one or two state points, the model has yet to be thoroughly tested (42; 105).

For each state point, the salt concentration is set to 2.54e-6 M, corresponding with literature values for de-ionised conditions (108) (although we note that the actual confocal samples do not contain any de-ionising resins to avoid salt gradients). In addition, each type of microgel has been assigned a Hertzian interaction strength corresponding to either experimental or literature values. Because the long tail from the Yukawa interaction prevails in the liquid state (there is simply very little particle contact), an estimate for the Hertzian strength suffices.
The only free fit parameters left are then the effective charge $Z_{\text{eff}}$, the effective radius $R_{\text{eff}}$ and effective volume fraction $\phi_{\text{eff}}$ (or number density). As mentioned before, each state point is fitted with 4-5 different values for $R_{\text{eff}}$. The numerical $g(r)$ can be shifted by adjusting $\phi_{\text{eff}}$, while $Z_{\text{eff}}$ is employed to match the height of the second order maximum.

The results are encouraging: although a persistent underestimation of the first peak height is found for nearly all considered state points, the model produces reasonable agreement between experimental and simulated $g(r)$ (Figure 3.17). This mismatch...
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is most flagrant for the softest microgel, and cannot be resolved by increasing the effective charge, suggesting that a short-range component due to long dangling ends is missing from the model. Nevertheless, fit parameters are robust over the range of radii canvassed: the effective charge does not vary much between sizes probed and in all cases, the calculated number density collapses onto a master curve (Figure 3.18). Evidently, the model is extremely sensitive to number density.

Unfortunately, the model is less discerning when it comes to radii, with a small range of contenders producing equally good fits. Fits based on the lower boundary $R_{\text{lower}}$ and upper boundary $R_{\text{H}}$ lead to under- and overestimation of the higher order maxima and minima, respectively. We therefore discard these candidates (and any others causing a similar effect). Only the $R_{\text{eff}}$ range shown in Figure 3.14 remains (their values are noted in Figures 3.17 and 3.18). Typical fits are shown in Figure 3.17 for each crosslinker series.

The fitting results also disclose some information on the effect of softness on effective charge. For each microgel type, the trend of $Z_{\text{eff}}$ is non-monotonic with increasing concentration, which has been observed before for charged colloids (170). In addition,

![Figure 3.18: Fit parameters obtained for (nearly all) considered radii. Crosslinker content is indicated from left to right. Shaded areas correspond to values obtained for discarded radii to highlight the robust results. The connected symbols display the results for the best-fitting $R_{\text{eff}}$ as denoted in the legends. Panels a-d, e-h, i-l show effective charge $Z_{\text{eff}}$, effective volume fraction $\phi_{\text{eff}}$ and number density $\rho$, respectively.](image-url)
$Z_{\text{eff}}$ is around $\sim 800$ for 1.5 mol% crosslinked microgels and around $\sim 250$ for 10 mol% crosslinked microgels, which appears counter-intuitive at first: small particles loaded with the same amount of acrylic acid should possess a higher charge density compared to large particles. However, this effect has been observed before when comparing swollen and collapsed ionic microgels (171) and is related to charge regulation mechanisms. Acrylic acid is a weak acid, so that a continuous (de)protonation equilibrium will determine particle charge. Because the charges are distributed throughout a smaller microgel volume in the case of the stiff microgels, the equilibrium will shift towards a decreased deprotonation, and so a smaller total charge.

With this information in hand, we reconstruct the phase diagram using $\phi_{\text{eff}}$ as state variable (Figure 3.16b). Because a range of suitable $R_{\text{eff}}$ was found, the average value was used to compute $\phi_{\text{eff}}$. For comparison’s sake, the phase diagram has also been plotted as function of $\zeta$ which is based on $R_H$ (Figure 3.16c).

Not surprisingly, the entire phase diagram has shifted compared to our original construction (Figure 3.16a). We stress also the large difference in x-axis values for Figures 3.16b-c, which exemplifies the difficulties in creating a reliable phase diagram for systems with a diffuse size. Notable is also the slight relative shift for soft microgels in these two phase diagrams, which show how using $\zeta$ will skew the phase diagram a soft microgels more strongly than for stiff microgels.

We thus take a closer look at Figure 3.16b, which displays the most reliable phase diagram. The freezing line is more or less stable for stiffer microgels, but with sufficient softness, the onset of crystallisation is delayed. In addition, glass formation is more readily attained for soft microgels whereas the 10 mol% crosslinked microgel does not even display any glassy phase. Evidently, the high network flexibility of soft microgels leads to a delayed arrest, where they get easily trapped in a glassy phase rather than crystallise.

This effect is underlined when considering the dynamics of the system. In Figure 3.19, the normalised diffusion coefficients are shown for each crosslinker. It is immediately evident that dynamics differ strongly between the crosslinker series. The stiffest microgels (green data) display a sharp transition between liquid and arrested state, characteristic of repulsive colloids. On the other hand, the soft microgels display a gradual transition, suggesting that polymeric entanglements are causing the kinetic arrest, rather than any electrostatic or steric repulsion.

Our results thus indicate that while soft microgels possess the flexibility and charge to reach the predicted exotic crystal phase predicted by theory, their softness also leads
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to long dangling ends which frustrate crystallisation and instead push the system towards a glassy phase. On the other hand, densely crosslinked microgels possess shorter dangling ends so that they crystallise easily, but as a corollary, the contribution from steric repulsion to the overall potential is too big to result in interesting crystalline order.

![Figure 3.19: Normalised diffusion coefficient $D/\sigma_{eff}$ for each state point investigated. Each panel indicates a different crosslinker series. Dashed lines indicate the arrest transition.](image)

3.2.3 Key conclusions

- The internal structure of ionic microgels is not necessarily described by the fuzzy sphere model, due to neglected initiator effects.

- The swelling response of ionic microgels to internal charges can be decoupled for its structural components: salinity does not impact the core and corona network but has a strong effect on dangling end conformation, which possess a smaller charge density. pH, on the other hand, drives the core and corona swelling. Evidently it is imperative to characterise the swelling response of ionic microgels through a combination of DLS and SLS (or DLS combined with small angle neutron or x-ray scattering in the case of small microgels), to capture both contributions from core/corona and from dangling ends to the resultant size.

- The hydrodynamic radius $R_H$, often adopted to calculate the generalised packing fraction $\zeta$, is not a good indicator of effective size for ionic microgels due
to their sensitive dangling ends.

• The proposed theoretical model is missing a component due to dangling ends, which are longer for soft microgels. Dangling end interactions are likely to prevent the formation of exotic crystal phases.

• In the ionic microgel phase diagram, increased softness pushes the freezing line to higher volume fractions, and the crystal region narrows. The much longer and strongly extended dangling ends of these microgels drive the sample into kinetic arrest and thus hinder nucleation and growth of crystals.
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3.3 Proteins

3.3.1 The existence of a cluster glass transition in dense lysozyme solutions

The actual existence of a glass transition in cluster-forming protein solutions is disputed (115; 141). Because of experimental difficulties in obtaining the relevant volume fractions, only two experimental studies have reported on the zero shear viscosity of dense lysozyme samples, with opposing conclusions. For this reason, in Paper VI we map the liquid-solid arrest using two passive microrheology techniques, in combination with a new method for concentrating lysozyme samples.

Commercial lysozyme contains a large amount of ionic impurities, which can significantly alter the resultant interaction potential. For this reason, the protein was washed in ultra-centrifugation tubes with HEPES buffer until the conductivity reaches a plateau value. The same ultra-centrifugation tubes were used to concentrate small amounts of lysozyme solution to $\phi = 0.35 \pm 0.03$, which is already a leap forwards compared to previous research, where large sample requirements halted sample densification beyond $\phi = 0.25$. The extremely viscous sample was then mixed with a few microlitre of tracer particle suspension, which imparts a finite dilution upon the sample. The tracer particles were surface modified as described in earlier work (172), to reduce interactions. The final samples were portioned into samples for DLS-based microrheology (~100 $\mu$l) and MPT-based microrheology (~5 $\mu$l), which are described in more detail in the Materials and Methods (Section 2.4).

From both techniques, the tracer particle MSDs were obtained (Figure 3.20a), which show first of all excellent overlap between the two approaches. Secondly, all MSDs are linear in the observed time frame, which indicates that the tracers are in a purely diffusive regime and that the long-time diffusion of the tracers is captured. The long-time diffusion is necessary in order to calculate the relative zero shear viscosity $\eta_r$ of the lysozyme samples, as detailed in Section 2.4 and Paper VI. In Figure 3.20b, Van Hove functions are plotted for samples with increasing lysozyme volume fraction. The probability density function narrows to zero, indicating the slowing down of the tracer particles (which is reflected in the decreasing motion of the MSDs in Figure 3.20a). The shape of each function is captured well with a Gaussian fit, which signals that the tracer particles explore a homogeneous sample environment.

Next, $\eta_r$ was calculated via the Stokes-Einstein equation based on the tracer diffusion coefficient from both techniques (Figure 3.20c). The resultant viscosity behaviour was fitted with the Quemada model for repulsive colloids (173):
\[ \eta_T = \left( 1 - \frac{\phi}{\phi_{\text{max}}} \right)^{-2} \]  

(3.4)

with \( \phi \) the volume fraction of the protein, leading to a predicted \( \phi_{\text{max}} = 0.34 \). The excellent agreement with the Quemada model signifies that the repulsion between clusters controls the macroscopic viscosity of the protein samples.

Because the addition of tracer particles will always impart a finite dilution upon the sample, another road to fully arrested samples had to be taken. We deposited a droplet of moderately concentrated sample (containing lysozyme and tracer particles) on a confocal microscopy sample cell, and allowed solvent to evaporate (see also Material and Methods). Although the sample volume is small (< 5 \( \mu l \)), it can still be characterised with MPT-based microrheology. In this manner we created lysozyme concentrations far beyond the glass transition, and the solidification of the droplet - i.e. a macroscopic arrest - was readily observed (Figure 3.20d). The sample becomes heterogeneous, due to the drying front at the air-sample interface, but all motion from tracer particles dropped below the detection limit between \( \phi = 0.34 - 0.37 \), confirming the prediction from the viscosity fit.

Our study is thus a clear demonstration of the efficacy of our relatively simple evaporation-mediated sample densification in combination with microrheology. Yet, we also caution on the dangers of evaporation when using microlitre-based techniques in combination with concentrated samples. Evaporation occurs fast enough to induce significant concentration changes - and so the associated viscosity - on the timescales involved in sample handling.
Figure 3.20: Tracer particle motion in lysozyme samples  

a: Tracer particle MSDs obtained via DLS-based microrheology (circles) and MPT-based microrheology (squares), where samples are colour coded according to lysozyme volume fraction.  

b: Corresponding Van Hove functions connected to the MSDs from MPT-based microrheology.  

c: Viscosity behaviour of lysozyme over a large concentration range. The solid line is a fit to the data with the Quemada model, which is used for repulsive colloids.  

d: The arrest transition of lysozyme captured experimentally: with increased evaporation time (from 0 to 6 min) the motion of the tracer particles comes to a full stop.
3.3.2 Patchy attractions dominate the macroscopic phase behaviour of $\gamma_B$-crystallin

The arrest transition for the eye lens protein $\gamma_B$-crystallin has been ill-researched, because sample is difficult to obtain and densify. Previous research indicates that $\gamma_B$-crystallin phase behaviour is driven by short ranged anisotropic attractions due to hydrophobic patches (117; 145). Attractions are often temperature dependent, yet the arrest line of $\gamma_B$-crystallin was suggested to be temperature independent.

Although the underlying interaction potential differs strongly from the previously studied lysozyme system, investigations into the arrest line of $\gamma_B$-crystallin are once again propelled by the latest advances in microlitre research. We take advantage of the minute sample requirements, and apply the same machinery as discussed earlier: the sample viscosity is measured indirectly via two passive microrheology techniques, and extremely concentrated samples were made via controlled evaporation.

Indeed, the resultant relation between volume fraction and viscosity behaves markedly different from lysozyme. A good fit with typical (repulsive) hard sphere models was impossible. Instead, a powerlaw dependence was found, in congruence with the predicted viscosity behaviour for attractive colloids (Figure 3.21a) according to:

$$\eta_t \propto |\phi - \phi_{\text{max}}|^{-\nu}$$

where the exponent $\nu$ takes the value of 3.23 (174). These results suggest that the attractions between $\gamma_B$-crystallins drive the macroscopic viscosity. A more or less constant $\phi_{\text{max}} = 0.3$ is found (Figure 3.21b), in contrast to the arrest line varying between $\phi_{\text{max}} \sim 0.5 - 0.6$ for isotropically attractive colloids experiencing a comparable attraction strength (depending on the attractive model and attraction strength used) (174; 175). The early onset arrest is thus likely caused by the directional patchy attractions between $\gamma_B$-crystallin, which has been shown to lead to the formation of large transient clusters (117).

We also direct the reader’s attention to the deviating DLS results in Figure 3.21a. Some measurements were performed close to the critical temperature ($T_c = 19^{\circ}$C) and across the critical concentration ($\phi_{\text{crit}} = 0.154$), where the scattering contribution of the proteins to the total scattering becomes significant and obstructs a clean separation between the tracer decay and protein decay, necessary for adequate analysis. These kind of considerations are not relevant in MPT-based microrheology, which relies solely on the fluorescence signal of the tracer particles.
Figure 3.21: Viscosity and macroscopic phase behaviour for γB-crystallin. a: Viscosity curves obtained 20, 25, 30, 35 °C. Blue circles correspond to MPT results while red squares denote DLS results (the legend is incorrect). The unsuccessful Quemada fit is shown as dashed line, while the successful powerlaw fit is depicted with a solid line. b: Phase diagram for γB-crystallin adapted from (145) with the experimentally determined arrest transition included. The arrow indicates the critical concentration $\phi_{\text{crit}} = 0.154$.

3.3.3 Key conclusions

- DLS and MPT-based microrheology are powerful, complementary techniques which facilitate investigations into the rheological properties of precious material.

- Densification of microlitre samples via controlled evaporation is a straightforward, but powerful tool to create samples otherwise difficult to access experimentally. It also signals that when handling samples of minute volume, evaporation can already significantly alter the sample concentration.

- Using a combination of microrheology and evaporation-mediated sample preparation, we unambiguously demonstrated the cluster-driven glass arrest of lysozyme at low ionic strength.

- Within the same approach, the macroscopic arrest of γB-crystallin is driven by its attractive patches, which leads to early onset of the arrest and a concentration dependence of the viscosity that is described by a powerlaw.
4 Conclusions and outlook

The connection between macroscopic phase behaviour and microscopic particle interactions has been a frequently studied topic in soft matter research. The work described in this thesis has aimed to contribute to this research area, focusing on liquid-solid transition. Using confocal laser scanning microscopy, we characterised key structural and dynamic properties of neutral microgels, ionic microgels and proteins interacting via a complex potential.

A close inspection of neutral microgel phase behaviour has led us to develop a model based on elastic contributions, taking into consideration the considerable core repulsion at higher packing fraction. Surprisingly, although the core repulsion was imperative once a depletion attraction was introduced, in dense systems its effect could not be pinpointed. Evidently, further research is necessary to test how the inhomogeneous polymer distribution within the microgel as well as its flexible size will affect interactions at even higher concentration. Another key question is how the interaction potential evolves as the VPTT is transgressed: the microgel interactions will change from soft repulsive to attractive, but the precise evolution is, as of yet, unclear.

Whilst exploring the dense region of the neutral microgel phase diagram, we identified a peculiar heterogeneous state which is a result from sample preparation at room temperature: at 20°C, microgels were swollen and strongly interpenetrated, but once the temperature was elevated to 30°C, these polymer entanglements prevented network shrinkage, instead exerting large strain on the particles. Such a state will possess interesting rheological properties, which will depend strongly on the ‘history’ of the sample.

The investigation into the internal morphology of ionic microgels has been elucidating in many ways. We found that the loose polymer strands decorating the surface of the microgel are very sensitive to the salinity in the ambient environment, and
can increase the hydrodynamic size of the microgels with several hundred nm even though the crosslinked network itself does not change. On the other hand, the swelling (and consequently, the size) of the crosslinked network can be altered via addition of deionising or deprotonating resins, so that the appearance and charge of the ionic microgel can be fully controlled using external parameters.

The dangling ends of ionic microgels are key players also in their interactions: testing of the proposed interaction model suggested that an additional short-range component due to dangling end interactions is currently lacking. Regardless, our in-depth analysis of the structural data resulted in an interaction radius which was used to calculate the ‘true’ volume fraction of the ionic microgel suspensions. We have thus presented the first realistic phase diagram for ionic microgels, which shows a narrowing crystal region with increasing softness.

These results allow us to suggest an answer to the long standing question of the ‘missing’ exotic crystal phases predicted from this theoretical model. Loosely crosslinked microgels were shown to possess a high effective charge, which is instrumental in obtaining the predicted exotic crystalline phases. However, these particles get kinetically trapped before any crystal state can be reached due to their long dangling ends. In contrast, stiff microgels possess short dangling ends, but their steric repulsion is too high to drive the system towards interesting crystal phases.

We also note that the generalised packing fraction, based on the hydrodynamic radius, is sometimes used to describe the phases of ionic microgels. Yet, our analysis reveals that such an approach has inherent issues: compared to stiff microgels, the hydrodynamic size of soft microgels is relatively larger than its interaction radius. Phase diagrams based on the generalised packing fraction will therefore always deviate more strongly for soft microgels.

Finally, we investigated the liquid-solid arrest for two proteins interacting via complex interaction potentials. Lysozyme is known to form equilibrium clusters caused by its short range attractions and long range repulsion, but the existing studies on its glass transition were contradictory. We showcased a new evaporation-mediated technique, which allowed us to create liquid and solid lysozyme samples traversing the arrest. We can thus unambiguously confirm the existence of the cluster glass. The simple evaporation process is successful because we use it in combination with microrheology, for which minute amounts of sample are required. The combination of these approaches is a template, which can be easily applied for any investigation into dense dynamics of precious proteins. We thus open up new avenues into the arrest of biological proteins, which were previously experimentally inaccessible.
One of those proteins is \( \gamma_B \)-crystallin, an eye lens protein which is known to interact via an attractive interaction potential. Via the same approach as used for the lysozyme study, we found that \( \gamma_B \)-crystallin undergoes an arrest transition at quite low volume fraction, which is mediated by its attractive patches. These patches have been shown before to cause large transient cluster formation. The dependence of macroscopic viscosity on protein concentration differs from the corresponding behaviour found for lysozyme, and instead reflects a power law dependence predicted for attractive colloids.
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Introduction

1.1 Microscopy and image analysis

The confocal microscope is a very powerful tool for the investigation of phenomena and structures in the colloidal dispersions of interest. By using image analysis routines one can turn the obtained qualitative images of the structures into quantitative data on the particle motion or on the structural properties. The pioneering microscopy study of Perrin in 1920 on the diffusion of colloidal particles to verify Albert Einsteins theory on the Brownian motion in terms of atoms, is a very nice example of extracting physics from microscopy images. Today the advancement of the confocal microscopes and the detectors offers possibilities to do fast time and space resolved measurements of colloidal dispersions. Therefore, it is not surprising that the confocal microscope is abundantly used to study: diffusion, by measuring the mean square displacements; interactions, by determining the pair-correlation functions in dilute suspensions; phase transitions, by determining the local particle structures; and crystal or glassy structures formed by colloidal self-assembly, by tracking the particle positions in three dimensions (3D).

For the analysis numerous routines are available of which the most established method for particle tracking and analysis are the routines from Crocker and Grier (“Methods of Digital Video Microscopy for Colloidal Studies”, John C. Crocker and David G. Grier, J. Colloid Interface Sci. 179, 298, 1996) that has been cited already \( \sim 4000 \) times. These routines are written in Interactive Data Language (IDL) which is a vectorized, numerical and interactive programming language that can process a large amount of data (typical for image analysis). Most of today’s data treatment of confocal images is still done in IDL just like in this manual. Although, for those who prefer other methods the Crocker and Grier routines also have been made available
in other programs such as Matlab, Python, GDL (free version of IDL), LabView and C++.

During image acquisition and data treatment there are many things to take into account to make sure that the data treatment is successful. The main purpose of this manual is to instruct you how to get the best data possible using a Leica confocal microscope and how to analyse your data with the IDL routines available at https://github.com/MaximeBergman/IDL-wrappercodes. In the next chapters we will discuss in a detailed step-by-step overview the important points to consider during a confocal experiment and the particle tracking process in IDL. Figure 1.1 shows already an example of the process of finding and tracking bowl-shaped particles using the analysis routines we will describe in this manual.

![Raw image](image1.png) ![Particle coordinates](image2.png) ![Particle tracking](image3.png)

**Figure 1.1:** Example of analysis of confocal images of bowl-shaped particles and the particle tracking done with IDL.

### 1.2 Previous knowledge

In this tutorial we expect you already have some knowledge about the image analysis. We assume that you have read the following background information:

- the online tutorial of Crocker and Grier managed by Eric Weeks at http://www.physics.emory.edu/faculty/weeks/idl/tracking.html

Also, we recommend first reading through this complete tutorial before you start the analysis process.

1.3 Image analysis process step-by-step

The image analysis process that we will present here is more than just running the IDL routines provided by Crocker and Grier and includes the optimised acquisition of confocal datasets. The whole image analysis procedure can be described as a 4-step process:

- **Step 1: Get good experimental data.**
  Your starting point, the data, needs to be of the highest quality possible.

- **Step 2: Convert to .lif to .tif.**
  In the Leica LAS AF software the data is saved as a ’.lif’. This has to be converted to a tiffstack via ImageJ. This is necessary as the ’overhead’ info stored in ImageJ is used in our IDL routines!

- **Step 3a: Image analysis - optimisation of finding coordinates.**
  In this part you optimise the analysis parameters for the particle coordinate finding scripts for the first image of the image series. This part can be tricky but over time you will develop a feeling for it.

- **Step 3b: Image analysis - extract all coordinates.**
  Run feature finding procedure with optimised parameters for a a selection of images or full image serie(s).

- **Step 4: Analysis of the coordinates.**
  Once you have the particle coordinates of each image it is time to do further analysis, such as particle tracking to obtain the mean square displacement (MSD) or pair-correlations to obtain the radial distribution function ($g(r)$), and many other analyses.

In the following sections we will describe the important aspects of each of these steps in detail. To make things clearer, we have decided to divide the steps over two Chapters: Chapter 2. Confocal Measurements (Step 1 & 2) and Chapter 4. IDL Image analysis (Step 3 & 4). In between you will find Chapter 3. Introduction to IDL that will cover the basics of IDL.
2 Confocal measurements

Step 1: Get good experimental data

For quantitative image analysis, your starting point needs to be good - and thus step 1 is to get confocal images of the highest quality possible. It is important to realize that quantitative image analysis is very different from the qualitative analysis you do by eye. Therefore, there are several things to take into account to optimise the data you collect for the image analysis process.

First of all you need to achieve a good signal-to-noise ratio. There are several rules of thumb for making the images of the proper quality to make the image analysis process smooth. Secondly, you will need to think about what it is that you want to extract from the data. Are you interested in dynamics or structural properties? Because the goal changes what makes a good quality dataset for the image analysis. For instance, when you are trying to determine short time dynamics this requires images with a short time step that can be achieved with small image sizes. However, the same data is not very suitable for the analysis of the overall sample structure. In this case you want large overview images to also get information on the long-range correlations between particles. Lastly, it is very important in microscopy that you get proper statistics. In contrast to scattering methods you are only imaging a small part of your sample and therefore it is important to take the following into account. Below information is given on each of these three points.
Signal-to-noise:

- Visible particles. It is very important that the particles are distinguishable from the background noise. If you cannot distinguish the particles, then the software can’t either!

- 10 pixel diameter. The IDL routines work best when particles are ~ 10 pixels in diameter. For anisotropic particles a higher number is usually preferred.

- Use the whole dynamic range. Any given pixel has a grey scale value between 0 and 255. Using the whole dynamic range means you make sure you get pixels with value 0 all the way to pixels with value 255 (see also the Jenkins paper for an excellent explanation). This can be checked with the ‘Exposure (O)’ filter setting in the Leica LAS AF software. This shows you the range of grey values in your image, with overexposed pixels in blue. Try to get the full range by changing the dynamic gain. There is also an auto gain button on the confocal settings which can be used.

- Reduce noise. Or in other words get a good dark background. This can be checked with the ‘Exposure (U)’ filter setting. This shows you the range of grey values + underexposed pixels in green. Try get a good green background by changing the dynamic offset.

Measurement settings:

- Short time dynamics: Faster is better. Try to scan as fast as possible with still good signal-to-noise ratio. This can be achieved with low (1-4) line averaging, no frame-averaging, high zoom + small image size. Note that due to the way the analysis routines work square image sizes are preferred! For statistics take many images (~4000) but keep in mind that for 512x512 pixels x 4000 images the data file will be 1 GB(!) which not all computers can handle.

- Long time dynamics: This is of interest for dense systems but can also be useful for truly 2D systems. Take care to not make the time step between images to long. It should be chosen such that a particle does not move too far away from its position in the previous image. Otherwise tracking will not be possible. Line averaging and frame averaging of the images is advised for very long time steps and dense systems to reduce errors in the particle positions.
• Structural analysis: Larger and more is better. Try to take quite large field of views because particles at image edges can cause distortions in the radial distribution profiles. In a fluid it is advised to take a time series while for a crystal it is advised to take many large images at different positions and xyz-series.

• Measurement “in the bulk”: If you want to claim you are e.g. 5 \( \mu \text{m} \) away from the cover slip to exclude wall interactions, make sure to check the position of the cover slip for each separate measurement. The cover slip is not 100% smooth and variations in the \( z \)-position of the cover slip can be large.

Statistics:

• Never base any conclusions on a single image or on one image series.

• For a dilute sample in 2D, take at least 6\times4000 frames (xyt).

• For a concentrated sample in 3D, take at least 10 \( z \)-stacks (xyz).

Typical experiment

To give an idea of what kind of settings we usually employ in a confocal measurement we now describe the proper acquisition and analysis of a 2D xyt-series of confocal images that you can use as starting point.

List of settings:

• 100x oil immersion objective

• 8000Hz resonance scanner: on

• Bidirectional scanning: on with phase correction: 3.21.
  But check for other magnifications(!), seems to be slightly different

• pixel size: 512\times512

• Zoom: 8-10 or 15-20\( \mu \text{m} \) \( \times \) 15-20 \( \mu \text{m} \) image dimensions

• Airy unit: 1
• Microgel spheres: Line average: 2, frame average: 1
  Core-shell bowls: Line average: 4, frame average: 1

• After you obtained your data, save as *.lif.

Step 2: From .lif to .tif

Download ImageJ and Bioformats plugin

Before we can analyse the data we have to convert the obtained .lif file of the Leica LAS AF software into single .tif files for image series. The way to do this is by using ImageJ and the BioFormats plugin. This is a major upgrade from LAS AF which only allows you to save each image as a separate .tif and thus makes it very difficult to keep an overview of your data.

Another useful program to download is Irfanview. This is again a freely available program with which you can look quickly (much faster than with Windows photo viewer) through .tif files. In addition, Irfanview has very handy batch conversion tools, to change filenames quickly etc.

• ImageJ is a freely available image processing program developed at the National Institutes of Health and can be downloaded at: http://imagej.net/Downloads.

• The BioFormats plugin can be found at: https://www.openmicroscopy.org/site/support/bio-formats5.1/users/imagej/.

• Irfanview can be downloaded at: http://www.irfanview.com/

ImageJ and Bio-Formats procedure

With ImageJ and the Bio-Formats plugin you can open the .lif file directly and save the different images as .tif and the image series (xyt,xyz etc.) as tiff-stacks (a single .tif file with multiple frames). In addition, the Bio-Formats plugin allows many other data manipulations directly from the .lif file, such as splitting channels. One of the improvements of using this conversion routing it that overhead information - including dimensions, time step etc.- is stored in the .tif-file, which are directly extracted in the IDL routines used in this manual and save you time and effort by specifying it for
each different image series.

Figure 2.1 shows how to import files via the Bio-Formats plugin and the options menu where you can select different features. Here you should select Hyperstack (or Standard ImageJ) and for instance split channels if you have 2 colours in your images. Once you have selected the options, ImageJ will show you the images and series present in the .lif file, as shown in figure 2.2. Select the series of interest and click OK. This will open the files in different windows. Figure 2.2 also displays the size information of the image at the top, in this case the images are $15.5 \times 15.5 \, \mu m$.

![Figure 2.1: How to run the Bioformat plugin and the options menu. Hyperstack or Standard ImageJ and split channels are advised to be selected for image xyt- or xyz-series of the confocal.](image-url)
Figure 2.2: Selecting the series and produced files by ImageJ providing two image stacks for the two different detector channels and size information.
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3.1 Install IDL

Now that we have optimised the image quality it’s IDL time. For the routines to work properly you need to have IDL 8.4 installed and licensed. This is something to ask whomever is in charge of the IDL licenses.

3.2 Download image analysis routines

Download all three zip-packages with the standard image analysis routines from here: http://www.physics.emory.edu/faculty/weeks/idl/download.html. It is important that you unpack the files in a sensible directory, e.g. D:/Mydata/IDLprogs. Due to the way the routines were written there can be NO spaces in the folder names!

Next, download the wrapper codes from https://github.com/MaximeBergman/IDL-wrappercodes.

3.3 Starting IDL

IDL is started by clicking the item in the startup menu or the shortcut on the desktop or wherever you decided to place the program. When the programs starts up it will ask you to specify a working directory, to see how to handle this see Section 3.3.2. After this has been selected the IDL program will open.
3.3.1 IDL Workspace

The interface of IDL is divided into two parts; the console and the editor. In the console you can type direct commands and directly get a result. In the editor you can write scripts, or in IDL terminology procedures or functions, that consist of several commands that will be executed. Figure 3.1 shows a screen shot of the IDL interface where the console and the editor are indicated.

3.3.2 Change working directory

You have to change your working directory in IDL to make sure it will find the correct procedures during the image analysis process. Go to window and select preferences, see figure 3.2, left panel. A window will open, select IDL on the left. This will show you a number of settings including 'Initial working directory', see figure 3.2, right panel. This is the working directory every time you start up IDL. Change this to the folder where you have saved all the IDL procedures you downloaded before. Next, make sure that all the paths are loaded. This is done by selecting paths in the preferences window, as shown in Figure 3.3. Now all the procedures should be in your library and when called upon IDL should recognise the procedures.

3.4 IDL syntax

Before you start with running the routines we first explain the IDL programming language and the syntax that is used. This will allow you to understand what is hap-
pening during running the routines and will give you the tools to fix small problems that you might encounter during the runs. There are many more things one can do with IDL than we will detail here, but these are beyond the scope of this guide.

3.4.1 Programming language

As the name Interactive Data Language suggests the routines are written in a programming language. For those that are unfamiliar with this term: a programming language is a formal constructed language designed to communicate instructions to a machine, particularly a computer. Programming languages can be used to create programs to control the behaviour of a machine or to express algorithms. A programming
language’s surface form is known as its syntax. In the case of IDL the programming language is purely textual; it uses sequences of text including words, numbers, and punctuation, much like written natural language.

The syntax of IDL is based on Fortran and some from C. So for those familiar with these languages many things will be self-explanatory. For those that have no experience with programming here we will explain a few of the basics of IDL syntax.

3.4.2 Special characters

In IDL certain characters have special functions. Some of these seem simple, like the equation sign that prompts a evaluation of the expression on the right side and will store it in the left variable. In addition, there are other special signs that will cause a specific effect in IDL. Table 3.1 contains the most commonly used characters in the IDL procedures:

<table>
<thead>
<tr>
<th>Statement</th>
<th>Effect</th>
<th>example</th>
</tr>
</thead>
<tbody>
<tr>
<td>=</td>
<td>Evaluate the expression on the right hand side and store in the computer memory that can be accessed with the variable name.</td>
<td>x = 3</td>
</tr>
<tr>
<td>text</td>
<td>This will be seen as a variable that can be accessed by typing the command exactly (although capitals do not matter) *Certain words are reserved!</td>
<td>imagefile = 'C:\test.tif'</td>
</tr>
<tr>
<td>;</td>
<td>All text after is considered comment and not included in the IDL execution</td>
<td>this is a ;test</td>
</tr>
<tr>
<td>&quot; or &quot;</td>
<td>Characters between quotes are considered text. No difference between the quotes, but the second type allow a \ in the printed text</td>
<td>print, 'Hello, world'</td>
</tr>
</tbody>
</table>
| $         | Continue the command on the next line                                   | print, "That's mine"
          |                                                                         | print, 'Hello, $ world' |

3.4.3 Numbers

IDL distinguishes between two different number types: integers and floating numbers. The integer numbers are defined as numbers with no fractional part and a finite number of digits. In Table 3.2 the three different types of integers are defined, BYTE, INT and LONG. The difference between the numbers is how much space they will take up in the memory and how long the numbers can be. Floating numbers are num-
bers that have decimal numbers. There is only one way to store these in the memory, namely as a FLOAT and are practically unlimited in size, as shown in Table 3.3.

Table 3.2: Syntax of integer numbers and the values IDL can assign

<table>
<thead>
<tr>
<th>Notation</th>
<th>Statement</th>
<th>Number type</th>
</tr>
</thead>
<tbody>
<tr>
<td>BYTE</td>
<td>#B</td>
<td>8-bit integer</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8-bit binary numbers: $2^8 = 256$ numbers, range: 0-255</td>
</tr>
<tr>
<td>INT</td>
<td>#S</td>
<td>16-bit (2-byte) integer</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Range: -32768 to 32767</td>
</tr>
<tr>
<td>LONG</td>
<td>#L</td>
<td>32-bit (4-byte) integer</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Range: $-2^{31}$ to $2^{31}-1$</td>
</tr>
</tbody>
</table>

Table 3.3: Syntax of decimal numbers and the values IDL can assign

<table>
<thead>
<tr>
<th>Notation</th>
<th>Statement</th>
<th>Number type</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLOAT</td>
<td>#. #</td>
<td>Single precision floating-point number</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Seven to eight decimal digits, range: $\sim 3.4 \times 10^{16}$ to $\sim 3.4 \times 10^{18}$</td>
</tr>
</tbody>
</table>

The reason we specify this nature of IDL is very practical. IDL automatically interprets the values that are put into a script as one of these types. For instance, IDL automatically interprets the input: 

\[
x = 2
\]

as an INT and 

\[
x = 2.2
\]

as a FLOAT. Additionally, an INT will be turned into a LONG if needed. However, this automatic interpretation can give problems, especially with calculations. The main importance is that in the procedures that will be discussed later, you will be asked to provide certain values for calculations and it is important to keep in mind that a 1 can be used for iterations, but a 1.0 cannot. Vice versa, in calculations using a 1 might lead to rounded off values (integers only) so using 1.0 is best. Many of the typical errors seen during running of the routines are caused by incompatible number types. Another example is exceeding the maximum value of $32767$ for INT. IDL will simply continue counting starting at $-32768$ which will lead to strange results.

Note: Another thing that has to be remarked about IDL is that counting starts at 0. So the first image in an image series will be identified as 0.

3.4.4 (Reserved) variables

Essentially, you can define any variable name in IDL and you are only limited by your own imagination. Although for obvious reasons, one might want to keep variable names short and self-explanatory. Also important to note here is that IDL is case insensitive (and indentation insensitive). So the commands: “print,” “PRINT,” and
"PrInT," will all result in the same action. It is therefore also not crucial to remember capitals in the procedure names (like one has to do in Matlab for instance and this makes programming much easier!). There are however several variable names that are reserved for commands or functions in IDL. Table 3.4 shows the list of these words.

Table 3.4: List of IDL reserved words.

<table>
<thead>
<tr>
<th>procedure</th>
<th>function</th>
</tr>
</thead>
<tbody>
<tr>
<td>AND</td>
<td>GE</td>
</tr>
<tr>
<td>BEGIN</td>
<td>GOTO</td>
</tr>
<tr>
<td>BREAK</td>
<td>GT</td>
</tr>
<tr>
<td>CASE</td>
<td>IF</td>
</tr>
<tr>
<td>COMMON</td>
<td>INHERITS</td>
</tr>
<tr>
<td>COMPILE_OPT</td>
<td>LE</td>
</tr>
<tr>
<td>CONTINUE</td>
<td>LT</td>
</tr>
<tr>
<td>DO</td>
<td>MOD</td>
</tr>
<tr>
<td>ELSE</td>
<td>NE</td>
</tr>
<tr>
<td>ENDCASE</td>
<td>OF</td>
</tr>
<tr>
<td>ENDELSE</td>
<td>ON_IOERROR</td>
</tr>
<tr>
<td>ENDFOR</td>
<td>OR</td>
</tr>
<tr>
<td>ENDIF</td>
<td>PRO</td>
</tr>
<tr>
<td>ENDREP</td>
<td>REPEAT</td>
</tr>
<tr>
<td>ENDSWITCH</td>
<td>SWITCH</td>
</tr>
<tr>
<td>EQ</td>
<td>THEN</td>
</tr>
<tr>
<td>FOR</td>
<td>WHILE</td>
</tr>
<tr>
<td>FORWARD_FUNCTION</td>
<td>XOR</td>
</tr>
<tr>
<td>FUNCTION</td>
<td></td>
</tr>
</tbody>
</table>

3.4.5 Procedures and functions

IDL has hundreds of built-in procedures, functions and calculations that make it easy to display and analyse your data. Table 3.5 shows you some of the procedures and functions that are available and their names are quite self-explanatory. Note that the colour will tell you about the nature of the statement; dark blue: procedure, light blue: function, and bright blue: calculation on array. Of course there are many more options available but for those we refer you to the IDL help function. The scripts that are used for image analysis be used are mainly procedures that can be recognized by the .pro ending of the files.
Table 3.5: Examples of procedures and statements in IDL

<table>
<thead>
<tr>
<th>Command</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>print,</code></td>
<td>Prints the following statements</td>
</tr>
<tr>
<td><code>help,</code></td>
<td>Provides information on the following statements</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Function</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>plot,</code></td>
<td>Plots the following array</td>
</tr>
<tr>
<td><code>window,</code></td>
<td>Opens a window</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Calculation</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>max()</code></td>
<td>Determines the maximum of an array</td>
</tr>
<tr>
<td><code>mean()</code></td>
<td>Determines the mean of an array</td>
</tr>
</tbody>
</table>

3.4.6 IDL syntax in use

Here we show a few examples of how commands typed into IDL will be processed. We recommend you to try the commands yourself in the console window.

You can make IDL print a text:

```
IDL> print, 'Hello, world'
Hello, world
```

Do a calculation and print the result:

```
IDL> print, 3 + 5
8
```

Define a variable, check the variable and print the result:

```
IDL> x = 3 + 5
IDL> help, x
x类型为LONG = 8 (variable name, type and value)
IDL> print, x
8
```

In IDL one mainly uses arrays of numbers. Note that a single array is also called a vector. In this example we first define an integer array:

Do a calculation with the integer array, transforming it into a floating point array:
Plot one array versus the other:

The plot function will open a window and plot the result:

```
IDL> A = [1, 2, 3, 4, 5, 6]
IDL> help, A
A          INT       = Array[6]
IDL> print, A
     1   2   3   4   5   6
```

```
IDL> B = COS(A)
IDL> help, B
B          FLOAT     = Array[6]
IDL> print, B
0.540302   -0.416147 -0.989922 -0.653644  0.283662  0.960170
```

```
IDL> plot, A, B
```

3.5 Running IDL - basics

3.5.1 Editing procedures

The analysis routines of Crocker and Grier, and of Maxime and Janne-Mieke are provided as procedures and can be edited in the editor window. IDL distinguishes between two types of scripts, namely procedures and functions (as mentioned earlier). There is a slight difference but this is unimportant for now. In the editor they are defined by ‘pro’ or ‘function’ followed by the filename, different commands or statements and an ‘end’ statements as shown in figure 3.4. If one of these four items is missing or encountered too late or too soon an error message will be given by IDL during the run. Also, if the filename is not exactly the same as the name used to save
it on the hard disk, IDL will not be able to find the script, resulting in another error message.

![Figure 3.4: The way procedure and function are defined in a script in the IDL editor.](image)

### 3.5.2 Naming and saving procedures

It is important to note here that due to the way IDL handles variables and file names IDL will recognize two .pro files with the same name in different folders as the same. Therefore, never save scripts under the same name! If you call on one of these procedures IDL will search through its workspace and use the first file it finds and if these two scripts are different it will lead to different results. So make sure you do not store the same files at different places and not to rename scripts with previously used names!

Luckily, IDL is interactive and automatically provides a colour for the typed text, according to the type of file it is associated with. So typing the handle for a '.pro' file will turn it light blue and bold, because IDL has found a procedure named the same. This is also a handy feature to avoid using variable names that refer to a procedure or function.

### 3.5.3 Running procedures

To execute the statements written in a procedure you have to take two steps. 1. The procedure must be compiled, in this step IDL checks the code to see if there are no errors in the statements and saves the current version. 2. The procedure must be run, in this step all the statements are executed in a row.

The compilation step is necessary after each modification of the procedure. If you don't compile, IDL will use the last saved version from the hard disk that contains the old variables. You can tell by the asterisk after the procedure name in the editor that the script was modified after the last compilation and that you need to compile again. If a procedure calls on other procedures these will be automatically compiled.
by IDL before they are executed.

The compiling and running in IDL are relatively easy, just press the buttons as shown in Figure 3.5. In case you know something is wrong, you can stop the execution with the stop button. In case you prefer to type the commands in the console you should use the commands shown in the table in Figure 3.5.

Once a procedure is running it will produce output in the form of text in the console window, windows that are opened and in which data is plotted and files that are saved directly to the hard drive.

![Figure 3.5: (a) Buttons and (b) commands in IDL to compile, run and stop a procedure.](image)

### 3.5.4 Saving data

There are many commands available in the IDL language to write away data as .tiff, .jpg, .txt, etc. While most of these data types can be opened by other programs, the optimal file type for IDL is the .gdf file, which cannot be opened by other programs so readily. Therefore, often we create the output twice - once as a .gdf file and once as a .dat file in case we want to have a quick look.
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Step 3a: Image analysis - Optimisation of finding coordinates.

The process of image analysis consists of running several different procedures in a row. It is crucial that you optimise the result from each routine before you move to the next. In the following sections we will walk you through all the routines and the optimisation to be performed in each procedure.

- Before you start make sure that the proper working directory (folders where the .pro files are saved, as discussed above) is selected in IDL.
- Also remember that for simplicity here we describe the analysis of a 2D xyt-image series.

Overview of analysis procedures

The analysis we performed is based on the freely available procedures of Crocker and Grier. The analysis process of confocal images consists of several different steps. Although we assume you have gone through the explanation of the image analysis process online, we want to make sure that you understand the most important steps that are taken in the analysis process that can be performed using the codes of Crocker and Grier:

- Bandpass filter: improving the image quality. The noise in the images is reduced by averaging the neighbouring pixels and features of interest are enhanced by a top-hat filter. This should lead to well-defined and separated particles in the images.
• Feature finding: finding the particles. In this step features in the images are identified and by using selection criteria, you can select the particles of interest.

• Radial distribution $g(r)$ function: Determines the radial distribution of the feature coordinates. This requires the coordinate file as input. For stacks of images it can determine an average $g(r)$.

• Particle tracking: Link the coordinates found in each frame together to form trajectories. Requires the coordinate file of a series of images.

• Mean square displacement: Calculates the mean square displacement for a series of images in which the particles have been tracked. Requires the tracked file as input.

Although excellent explanations of the procedures and how to run them are available, the loose procedures require you to type many commands before the desired result is obtained. For this reason we have written several macro-procedures that call on the procedures of Crocker and Grier. These macros make it easier to compile, run and check the image analysis process as well as optimising the analysis parameters based on a more or less ‘click and go’ principle. This means you change parameters in the Janne-Mieke & Maxime procedures, and you do not change anything in the Crocker & Grier procedures. Figure 4.1 shows a flowchart of the macro-procedures we wrote and the order these have to be run in, as certain procedures require the output from others. Here we also specify which Crocker and Grier procedures are called upon in the macro-procedures and what the input and output of each of the macros is.

In the next sections we describe in detail for each of the procedures which parameters have to be changed in the IDL editor and what the effect of these parameters is on the image analysis.
Figure 4.1: Flowchart of the IDL analysis routines for a 2D confocal image series and the different procedures (dark blue) that should be used, which rely on the routines of Crocker and Grier (light blue) and the data that is used and produced (dark red).
Finding coordinates - findcoord_2d.pro

The first - and most important - of the image analysis procedures is findcoord_2d.pro. In this procedure both the bandpass filter and feature finding procedure are used. The input files are the image series you wish to analyse as a tiffstack (*.tif) made with ImageJ and the output will be the following:

- two coordinate files (*_crd.dat and *_crd.gdf) with the x- and y-coordinates in \( \mu \text{m} \) and image number of the identified particles among some other information.
- (Coordinates of the first image are saved as ‘*_fr0_o_crd.dat’ while any other image selection is saved as ‘*_fr##_##_crd.dat’, to avoid mixing up datasets. Here fr stands for frame, which refers to an image in the image series. We use this terminology in the procedure scripts.)
- an info file with the settings used (*_crd_info.dat)
- a file with the total number of particles (*_npt.dat)
- a file with the time step between images (*_tstep.dat)
- six windows that will display the data that is analysed, the particles that are found and certain aspects of the analysis.

The input parameters of findcoord_2d.pro that have to be optimised can be divided in two groups; (i) those that have to be adjusted for each series and (ii) those that could be adjusted if needed. The latter parameters function as additional selection parameters or for special cases such as inverted images etc. In Table 4.1 we go through each of the parameters of group (i) and in Table 4.2 for group (ii). In the Tables the function of the parameters is given together with suggestions on how to define the values for your image series and what things to consider before selecting the values.
Table 4.1: List of parameters that HAVE to be adjusted

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>imagefile</td>
<td>Defines the full image path plus file with extension between apostrophes. Example: 'E:/IDLruns/KSC2_gwt_tscan06.tif'. Note: Due to the way the procedures create filenames, the filenames cannot contain spaces.</td>
</tr>
<tr>
<td>outputname</td>
<td>Defines the full path with start of filename for the saved files without file extension. Example: 'E:/IDLruns/KSC3_gwt_tscan06'. File extension will be added later in the procedure automatically.</td>
</tr>
<tr>
<td>noise = 2</td>
<td>Parameter for smoothing the high frequency noise in the images by averaging intensities from surrounding pixels. Noise dictates the range of the averaging, e.g. a value of 2 will average over all the pixels within &lt;2 pixels around. A value of noise = 1 is advised for particles of 10 pixels in diameter. However, due to oversampling (smaller pixels than true confocal resolution) noise = 2 can also be used.</td>
</tr>
<tr>
<td>diam = 17</td>
<td>Size used for gaussian top-hat filter and should always be uneven. Here you fill in the approximate diameter of your particles in pixels. Best way to determine the particle size is by drawing 10 boxes around your particles in ImageJ and taking the average length of these. Diam should be ±2 pixels from the boxes average.</td>
</tr>
<tr>
<td>minarea = 100</td>
<td>Selection criteria for minimum area of integrated brightness that a found feature should posses, in the Crocker and Grier code this corresponds to the parameter masscut. This is needed to exclude noise that is identified as a feature. However, it is also used for distinguishing between out-of-focus and in-focus particles. At start of optimisation this value should be set relatively low minarea = 100-1000 to exclude noise features but include all particles and see which value would be the best.</td>
</tr>
<tr>
<td>ibegin = 0</td>
<td>First frame to use for analysis. Please note IDL starts counting at 0.</td>
</tr>
<tr>
<td>iend = 0</td>
<td>Last frame to use for analysis. In step 3a we advise you to start with iend = 0 or 1. In step 3b set it to the number of images you have. However, the findcoord_2d procedure is written such that if the number is too high (e.g. 10000) it will automatically reduce iend to the total number of images that are present in the tiffstack.</td>
</tr>
</tbody>
</table>
**Table 4.2: List of additional parameters that COULD to be adjusted**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>step = 1</strong></td>
<td>Defines step size between frames, usually not adjusted. Changing the value is only useful for specific image series if you want to check different times.</td>
</tr>
<tr>
<td><strong>lowlimit</strong></td>
<td>If you have a high background noise, you can use lowlimit to take only into account pixel intensities higher than the specified value. If your background has an intensity of 50 (check this with ImageJ), you set lowlimit = 50 and every pixel with intensity &lt; 50 gets reset to intensity=0.</td>
</tr>
<tr>
<td><strong>uplimit</strong></td>
<td></td>
</tr>
<tr>
<td><strong>maxecc = 0.1</strong></td>
<td>Eccentricity indicates how spherical your particles need to be, 0 = perfect spheres, 1 = line. Usually out-of-focus particles and noise are not spherical at all (eccentricity &gt; 0.5). Typical values are 0.1 for spheres and 0.7 for bowl-shaped particles. Please note that if all feature eccentricities in a frame are &gt; maxecc, nothing is thrown away.</td>
</tr>
<tr>
<td><strong>mindiam = 0</strong></td>
<td>Minimum and maximum diameter required to take a particle into account. Standard set to these values. You could use this to filter small noise and also to filter large objects. Often mindiam helps to remove features at the edge of the frame. Please note that if all feature diameters in a frame are &lt; mindiam, nothing is thrown away.</td>
</tr>
<tr>
<td><strong>maxdiam = 1000000</strong></td>
<td></td>
</tr>
<tr>
<td><strong>maxarea = 200000</strong></td>
<td>Maximum area of integrated brightness for a found feature. In case you want to exclude some large objects.</td>
</tr>
<tr>
<td><strong>invertimage = 'no'</strong></td>
<td>The procedure assumes a dark background and bright features. If you have a bright background and dark features, make this 'yes'.</td>
</tr>
<tr>
<td><strong>quiet = 'yes'</strong></td>
<td>In case you want to see printing of the data in IDL during the analysis, set to 'no'.</td>
</tr>
<tr>
<td><strong>corrx = 1.0</strong></td>
<td>Correction factors for x- and y-scale of the images. This has been added for the case that the confocal calibration is known to be off.</td>
</tr>
<tr>
<td><strong>corry = 1.0</strong></td>
<td></td>
</tr>
<tr>
<td><strong>saved = 'yes'</strong></td>
<td>If you want to save the bandpassed frames with the found coordinates in them. This directly visualises how well-chosen your parameters are, since you can determine for yourself if you think the software is finding the right particles.</td>
</tr>
<tr>
<td><strong>splitco = 'no'</strong></td>
<td>In case you want to save the coordinates of each frame separately.</td>
</tr>
<tr>
<td><strong>ballview = 'no'</strong></td>
<td>In case you want to save the coordinates to use in the program ballviewer, change to 'yes'. This is a easy viewer to look at FCC, HCP or BCC stacking in your crystals.</td>
</tr>
<tr>
<td><strong>clustercheck = 'no'</strong></td>
<td>If your sample contains clusters, you need to turn on the clustercheck routine, starting by putting clustercheck to 'yes'. The additional text in the findcoord_2d procedure will inform you about this.</td>
</tr>
<tr>
<td><strong>clustervalue = 1.25</strong></td>
<td></td>
</tr>
<tr>
<td><strong>throwclusters = 'no'</strong></td>
<td></td>
</tr>
<tr>
<td><strong>intcorr = 'no'</strong></td>
<td>If you have bleaching, you need to set to 'yes'. When dye bleaching occurs the interrogated brightness of your particles decreases. We build in a routine that will automatically decrease minarea with 5% for a the intcorr_step number of frames and will repeat the 5% step intcorr_rep times.</td>
</tr>
<tr>
<td><strong>intcorr_step = 100</strong></td>
<td></td>
</tr>
<tr>
<td><strong>intcorr_rep = 5</strong></td>
<td></td>
</tr>
</tbody>
</table>
Run and optimise parameters

The most important parameters you always need to adjust in *find Coord2d.pro* are noise, diam and minarea (see also Table 4.1). These play a role in the bandpass filter and the feature finding and have the following effects:

- **Noise.** If noise is set too low, your particles will still look jagged around the edges in the smoothed image. Too high and your particles become too smoothed out and particle edges are hard to define. This also means that your particle centre is less well defined, leading a decreased accuracy in the particle coordinates.

- **Diam.** If this value is set properly, spherical particles will appear round and slightly homogeneous. If this value is too high, the particles will start to be smeared and ‘stick’ together, while if this value is too low it can cause the software to create ‘donuts’ of your particles and it will find multiple features in one particle.

- **Minarea.** This is used to exclude noise and out-of-focus particles. This parameter only works well when the data is of proper quality. For instance overexposed particles result in particles with the same intensity in and out of focus and no selection can be made. It is important to make sure that particles have ranges of total area of integrated brightness. The minarea value is highly dependent on the image settings used during acquisition and needs to be checked for each image series.

After you have set all the parameters it is time to run the procedure by clicking compile followed by clicking run. During the run IDL will open three windows in which it will display the result of the analysis procedure. Figure 4.2 shows from left to right the original image, the bandpass filtered image + found features, and original image + found features.

- The first thing to check is the bandpass filter in window 2. The particles should look round and well-separated. If jagged edges are present the noise is set too low and when particles are not well separated then diam is too high. You have to find the balance between increased roundness of the particles and staying as close to the data as possible. Putting noise and diam both too high, will lead to a decreased accuracy of the particle coordinates as the images becomes to smeared. However, untreated data will also lead to a decreased accuracy due to noise and difficulty in identifying the particles.
• The second thing to check is that features that are identified correspond to real particles. The feature positions the procedure has found are identified by circles. The size of the circles is set to the feature diameter and helps to establish if this is chosen correctly. Adjust this if necessary. If too many particles are found the first step is to increase \texttt{minarea}. If no particles are found start by decreasing \texttt{minarea}.

![Image](image.png)

\textbf{Figure 4.2:} Output from IDL: from left to right original data, bandpassed data + found features and original data + found features

\textbf{Optimising \texttt{minarea}}

One of the most difficult parameters to tune is \texttt{minarea}, which unfortunately also has the biggest effect on the final feature selection. Our way of checking the selection of \texttt{minarea} is by running the image analysis first with \texttt{minarea} set quite low; in this case \texttt{minarea} = 1000. Next, we take a look at the second row of three windows IDL produces. Figure 4.3 shows the three windows with from left to right: sub-pixel accuracy, integrated area of brightness histogram, and integrated area of brightness versus radius plot, which we refer to as the particle cloud.

The particle cloud is also a good check for the quality of your data: good data produces a linear (horizontal) cloud of similar radius but different brightness, while bad data will produce a diagonal cloud that increases in intensity while increasing in brightness at the same time. \textbf{Note:} For diluted samples it might be needed to increase \texttt{iend} to analyse multiple images to get a proper particle cloud. The analysis shown in figure 4.3 is actually obtained from the first 10 images of a 4000 image series. Here the data is of good quality but due to some oversampling the particle cloud is not fully linear.

The method to refine and determine the best value of \texttt{minarea} is the following:
• Check the histogram of the sub-pixel accuracy in the x-coordinate because it tells you how good the resolution is in your images (i.e. Figure 4.3, top). If you find clear peaks around 0 and 1 this indicates that the sub-pixel resolution is not high and you might want to change some of the other parameters. It might also be related to the quality of your data. For particles with ~10 pixels in diameter sub-pixel accuracy should be achievable. Setting diam higher will lead to increased sub-pixel accuracy, but you should not stray too far from your original data. In that case, just accept you do not have sub-pixel accuracy and don’t try to resolve anything below 1 pixel.

• Check the particle cloud (Figure 4.3, bottom right). The features of interest will in general have the same radius and different intensities depending on their focal position. Features originating from noise and out-of-focus particles will have a lower brightness and radius and thus fall in the lower left part of the particle cloud. From the position of the cloud we can get a first estimate of a proper minarea and if needed also determine a mindiam value.

• Use the maximum of the histogram to determine at which brightness, I_{max}, the highest number of particles is found (Figure 4.3, bottom left). These particles are the ones in-focus. Of course some particles will be slightly less bright and we employ minarea = 0.7 - 0.8 × I_{max}, for selecting the in-focus particles and excluding the out-of-focus particles.

Fine-tuning minarea using g(r)

In the case of dilute samples selecting a proper minarea can be difficult even with the particle cloud and brightness histogram. This is problematic as these measurements are usually done to measure particle interactions and thus need to be very trustworthy. Another fine-tuning method that can be performed involves an examination of the
evolution of the radial distribution function, $g(r)$, for different minarea values. How exactly to run the $g(r)$ procedure is explained below, but we skip over that for now.

You will need to run your image analysis at increasing minarea (e.g. steps of 10000, or 5000), followed by the $g(r)$ procedure (make sure to change the output name to be able to compare the data later!). By reducing the number of out-of-focus particles the $g(r)$ peaks will become sharpened (Figure 4.4a). In addition, the first $g(r)$ peak will also shift slightly to higher $r$, as out-of-focus particles appear closer in the 2D projection. If your peak height decreases or your peak position does not stabilise with increasing minarea, finding an objective, quantitative $g(r)$ will very challenging (Figure 4.4b).

![Figure 4.4: Evolution of g(r) with increasing minarea (legend reflect minarea values) for good dataset (panel a) and challenging dataset (panel b)](image)

**Good data:** The minarea selection in the case of the good data in figure 4.4a is done as follows:

- Check the minarea = 0 curve. In this case there is a shoulder at $r < $ diameter of the particles. We see this shoulder disappear with increasing minarea. Therefore, we can conclude that the shoulder is caused by out-of-focus particles.

- With increasing minarea the first peak position shifts to larger $r$ until it stabilises. This is again an indication that out-of-focus particles are removed.
• However, at very high minarea the \(g(r)\) is becoming very noisy due to the low statistics and the peak will shoot up.

• The best minarea is high enough to remove the shoulder and have a stable \(g(r)\) peak position and that does not make the \(g(r)\) curve too noisy. This minarea should be comparable to the values you have found with the methods described above.

There is thus four different approaches to determining the correct minarea; these should all converge and lend some objectivity to your chosen value. If you want, you can also play around with the other parameters but using minarea to discard out-of-focus particles has shown to be the most efficient. For example, the maximum eccentricity can be set higher to allow more erratically shaped particles to be included. Also if needed, you can include either the cluster exclusion algorithm or the bleaching correction algorithm. If you do so, you will need to play around again with the relevant parameters in order to find the optimum settings.

**Challenging data:** A typical example of difficult data is shown in Figure 4.4b. Here we see that increasing the masscut does not improve the quality of the \(g(r)\). Instead, with increasing masscut, the peak height decreases, the shoulder remains and the peak position does not stabilise. Clearly it will be very challenging to find a convergent value for minarea. Because of the stringent settings, it is likely that you are throwing away out-of-focus particles, or slightly too eccentric particles, which are necessary due to low statistics. If your \(g(r)\) behaves like this, there are two options. The first is the least time-consuming: go back to the confocal and repeat the measurements with different settings and higher image quality. For instance, at high temperatures particles move faster, and it might be advisable to use a higher zoom so that particles can be tracked better. Perhaps faster scanning speed can also alleviate the problems, if it does not impact the resolution, i.e. reducing the image size from 512x512 pixels to 512x256 or 256x256 pixels. The second option is to play around with eccentricity, minimum diameter, bandpass filtering, etc. Because the data does not really converge, it can take a lot of time before you arrive at a \(g(r)\) that you are confident in. We therefore recommend taking the first option.
Step 3b: Image analysis - extract all coordinates

Once all the parameters have been optimised for the image series, run `findcoord_2d.pro` with these settings for the full image series by increasing `iend` and make sure to save the data in a proper location. However, sometimes this is the step where you realize that the selected parameters were not properly chosen and you should repeat the optimisation procedure of step 3a.

Figure 4.5 shows the brightness histogram and particle cloud for the full analysis of the 4000 images with `minarea` properly set, showing that a large part of the particles is now excluded.

![Figure 4.5: IDL output of full series analysis for brightness histogram and particle cloud where the minarea is properly set.](image-url)
Step 4: Analysis of the coordinates

Pair correlation function - gr_2d.pro

The pair correlation function or radial distribution function, \( g(r) \), is a probability density function for finding a particle at a certain distance \( r \) from a reference particle positioned at \( r = 0 \) and thus informs you about the structural ordering and interaction in the system studied. In practice the \( g(r) \) curve is extracted by calculating the number of particles within thin shells of thickness \( \Delta r \) around each particle. Figure 4.6 shows the schematic representation of a concentrated liquid of hard spheres with diameter \( \sigma \) together with the expected \( g(r) \) curves. Here several things can be observed:

For \( r < \sigma \), \( g(r) \to 0 \) because it is physically impossible for particles to overlap.

At \( r \approx \sigma \), a sharp peak is found originating from the first shell of particles that cannot inter-penetrate the centre particle.

At \( r \approx 2\sigma, 3\sigma, ... n\sigma \), peaks are observed that related to the other shells of particles around the centre particle, \( n \) depends on concentration and/or interactions between the particles.

At \( r \gg \sigma \), \( g(r) \to 1 \), as there are no interaction over such large distances in a liquid and the probability to find a particle at exactly this position is high.

Figure 4.6 shows a confocal image of a layer in a crystal with the corresponding the \( g(r) \) curve. In this case many sharp peaks are observed that are related to the hexagonal order in the layer. As a crystal possesses long-range order we still observed peaks in the \( g(r) \) curve for \( r \gg \gg \sigma \).

As input gr_2d.pro requires the coordinate file (*_crd.gdf) you have created with findcoord_2d.pro. The procedure will create a single averaged \( g(r) \) for all the coordinates from each of the images from the series. This will be saved as a *_gr.gdf and *_gr.dat file and saved in the same folder as the input data. The procedure will also open a window in which it will show the process of averaging the \( g(r) \) curve and in the end the final \( g(r) \). The quality of the \( g(r) \) depends on the accuracy of your coordinates but also on the statistics, especially at low concentration, you will need to take image series of many images, i.e. \( \sim 4000-10000 \) or even \( 20000 \), to get enough statistics.

The input parameters that have to be adjusted are:
• \( r_{\text{min}} = 0 \). Minimum \( r \) (in \( \mu \text{m} \)) of the \( g(r) \) curve. Usually set to 0.

• \( r_{\text{max}} = 5 \). Maximum \( r \) (in \( \mu \text{m} \)). Typically set to half of the size of your image because statistics at higher \( r \) are low. A good indication of a too large distance is when the \( g(r) \rightarrow 0 \) at large \( r \).

• \( \Delta r = 0.05 \). \( \Delta r \) (in \( \mu \text{m} \)). Typically set to 0.1 \( \times \) pixel size in \( \mu \text{m} \) or in the case of bad sub-pixel resolution you can use 0.5 \( \times \) pixel size. If this value is set unreasonably low, you will introduce artificial noise in the \( g(r) \) curve. If it is set too high, you lose information and smooth out the graph. It is also important for proper comparison between image series to use the same \( \Delta r \) (relative to pixel size), which of course also requires you to take the images with the same resolution.

Figure 4.7 shows the output window of the \( gr_2d \) for the previously discussed image series of a fluid.
Particle tracking - track_2d.pro

This section will describe how to use the particle tracking procedure track_2d.pro that will track the particles between the different images to create particle tracks. The procedure uses the coordinate file ‘*_crd.gdf’ you have created with findcoordinates_2d.pro. The output data will be saved in the same folder as the input data. The output for this procedure will produce a ‘*_tracked.gdf’ file and open two windows. Figure 4.8 shows the two windows with left: the found probability for a particles to move a distance Δr between successive images and right: identified particle tracks. The track_2d procedure has the following parameters:

- **maxdist = 0.7.** Maximum distance between particle coordinates in successive images to be considered the same particle and be tracked as the same. Simply stated, the distance a particle is ‘allowed’ to move between images. A good estimate is $\frac{3}{4}r$ of the first $g(r)$ peak. The value can be checked by looking at the left window. If the curve goes to 0 before it reaches the set maxdist, it is good. If it doesn’t go to 0 increase maxdist or if the probability shows a plateau decrease maxdist. If it is set too high, the procedure will ‘paste’ tracks together.

- **goodenough = 2.** Minimum track length any tracked particle needs to have in order to be taken into account. In this way very short track lengths are excluded.

- **memory = 0.** Number of images a particle can disappear but still be considered the same particle after returning at the same place. For a liquid it should be set to 0. For a crystal plane in which particles sometimes move out of focus it can be set high.
Correcting drift during imaging - *dedrift_2d.pro*

This is a procedure that should only be used when you notice during *track_2d.pto* that the particle tracks show slow drifting (collective motion) of the sample. This procedure allows you to correct the constant drift. The procedure determines the average displacement in $x$ and $y$ over the time-series and then corrects the $x$- and $y$-coordinates for each image. The procedure will produce a ‘*_tracked_corr.gdf’ file and open three windows, as shown in Figure 4.9. The windows show the original tracks, the drift in $x$ and $y$ per image together with a smoothed curve for each, and the corrected tracks.

In the procedure you can change only two parameters:

- **sm_size = 30.** The drift in $x$ and $y$ can be quite noisy per frame as the particles move due to the Brownian motion of the particles. If you would just take the average motion in each frame to dedrift your image stack you will introduce additional noise. Instead, as the drift usually is a slow continuous process, the correction value is determined by smoothing the drift in $x$ and $y$ over several frames, as determined by the `sm_size`.

- **good = 5.** Set this value to show only tracks with a length $> \text{good}$ in the two track windows. This is useful for image series with a large number of tracks in which the individual tracks overlaps making the assessment of the success of the dedrifting procedure difficult.
Figure 4.9: From left to right: particle tracks before (left) and after (middle) dedrifting, average motion in $x$- and $y$-direction plotted per frame + the smoothed function used to apply dedrifting (right).
Mean square displacement - msd_2d.pro

After particle tracking and possible correction for drifting, the mean square displacement can be calculated from the tracked trajectories. This section describes the procedure msd_2d.pro, which requires the tracked or corrected dataset ‘*_tracked.gdf’ or ‘*_tracked_corr.gdf’ and the time step ‘*_tstep.dat’ file as input. It will produce an output file ‘*_msd.dat’ and one window in which the calculated msd is plotted as shown in Figure 4.10.

It has the following input parameters:

- **dedrifted = 'no'**. Indicate whether you have used the dedrift_2d.pro procedure. If set to ‘yes’ it will use ‘*_tracked_corr.gdf’ and the output will be saved as ‘*_msd_corr.dat’.

- **maxframe = 20**. This is the maximum number of time steps to calculate, i.e. this depends on your average trajectory length. Usually you only have a few extremely long particle tracks. You can always set this very high and then decide your own cut off value later. The procedure will automatically stop calculating when it does not have enough statistics, this threshold is quite stringent.

- **;timestep = 0.036**. This parameter can be set to define the time step between frames in seconds. This should be turned on (by removing ;) in case the ‘*_tstep.dat’ file is missing. When findcoord_2d.pro was used this is automatically created from the overhead data stored in your tiffstack made using the Bio-Formats plugin and ImageJ.

![Figure 4.10: Mean square displacement for analysed fluid image series](image)
5  |  Troubleshooting

Many times during a compilation IDL will produce errors. Usually it will specify exactly in which line the error was found and you can click the error and you are immediately taken to the part of the script where the error is present. Often the error is a result from a mistake in your code several lines up. Typical mistakes are:

- **syntax error**: e.g., on line `im = bpass(aa,noise,diam)`. In this case, IDL does not recognise the Crocker & Grier subroutine `bpass` as a procedure. Cause: subroutines have not been added to the IDL library or wrong working directory.

- **No files matched specification**: There is an error in the filepath or filename you specified. Did you use spaces or make a typo?

- **Attempt to call undefined procedure**: You are trying to call a procedure that IDL cannot find. Possible causes: wrong working directory, procedure not in the IDL path, or a typo and you were not even trying to call any procedure.

- **Variable is undefined**: A variable that is called upon has not been defined by the user. This can be the result of a typo (most often), or wrong working directory/IDL path.

- **No features found! Attempt to subscript PNTS with <INT ( 1)> is out of range**: Typical error in `findcoordinates_2d.pro`. The procedure did not find any features because your selection criteria are too strict. Try again using ‘easier’ settings.

Sometimes the message **Illegal floating point operation: divide by zero** is displayed after the procedure is finished. In practice, this does not affect your analysis.
APPENDIX: IDL GUIDE FOR DUMMIES

The provided information above should allow you to execute the confocal image analysis procedures and to fix some of the problems that you will encounter. In addition, we have tried to intercept many of the problems that you can encounter by providing an additional error message in the console window that informs you what the problem is and how to fix it.
6  |  Further reading

This guide is aimed at providing the absolute basics in 2D image analysis. If you would like to learn more, we recommend the following resources:

- the online tutorial of Crocker and Grier managed by Weeks at http://www.physics.emory.edu/faculty/weeks/idl/tracking.html

- the online resources on particle tracking but also microrheology provided by Savin at http://web.mit.edu/savin/Public/.Tutorial_v1.2/

- the (first part of the) paper by Jenkins and Egelhaaf about how to get the best data from the confocal and how the image analysis in IDL works.
  

- the paper by Savin, Spicer and Doyle on the particle cloud and how to select in-focus particles.
  

- the paper by Savin and Doyle on how different types of experimental error will affect the resultant mean squared displacement.
  
• the (first part of the) paper by Mohanty et al. on how 2D $g(r)$s are affected by out-of-focus particles and why they should be discarded.

The effect of microscopic colloid interactions on the resultant macroscopic phase behaviour is a frequently studied topic in soft matter research, and lies at the heart of this thesis. Key structural and dynamic properties of colloidal model systems across liquid-solid transitions are tracked using optical imaging techniques.

The first studied system comprises of thermosensitive microgels. These are soft, crosslinked polymer networks of colloidal size, which have been used as model systems to investigate various phase transitions. They display a rich phase behaviour due to their soft potential and internal core-corona structure. Especially, their thermosensitivity allows us to use temperature as an external control to tune particle size, volume fraction and effective interaction potential in situ. However, a thorough understanding of the effective interactions between microgels is lacking, and constitutes a key research question in this thesis.

We therefore quantitatively compare experimental and numerical pair correlation functions \( g(r) \) across the phase diagram, obtained from confocal microscopy and simulations. We find that neutral, swollen microgel interactions are temperature-dependent, but also hinge on whether the core or corona of the microgel is explored.

This approach is repeated for ionic microgels with varying crosslinker density, where the introduction of acrylic acid complicates the resultant swelling behaviour. For this reason, we start by decoupling the core and corona swelling response to various charge regimes via light scattering experiments, and found that dangling polymer strands can extend up to several 100 nm outside of the network. Dangling ends had a pronounced effect on the interactions and phase behaviour of ionic microgels, but their contribution is missing within the current theoretical framework.

Finally, liquid-solid transitions in concentrated protein solutions are investigated. Two well studied globular proteins, lysozyme and \( \gamma \)-B-crystallin, were used as model systems with completely different interactions. No unambiguous experimental demonstration of the existence of an arrested glassy state had been published so far for either protein. A combination of two passive micro-rheology techniques now allowed us to confirm the formation of a glass phase at concentrations above a critical arrest concentration, and to obtain quantitative insight into the concentration dependence of the zero shear viscosity prior to arrest.