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ABSTRACT
In the last years, cloud computing received an increasing attention both from academia and industry. Most of the solutions proposed in the literature strive to limit the effect of uncertain and unpredictable behaviors that may occur in cloud environments, like for example flash crowds or hardware failures. However, managing uncertainty in a cloud environment is still an open problem. In such a panorama, the service provider is not able to define suitable Service Level Objectives (SLO) that are easy to measure, and control. In this work we analyze two of the critical problems that are encountered in cloud environments, but seldom discussed or addressed in the literature: (1) how to reduce the uncertainty providing suitable control interfaces at different levels of the computing infrastructure; (2) how to assess performance evaluation in order to get probabilistic guarantees for the SLOs. We here briefly describe the two problems and envision some possible control-theoretical solutions.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous; D.2.8 [Software Engineering]: Metrics—complexity measures, performance measures
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1. INTRODUCTION
The idea of using feedback control for managing complex computing systems functionalities has been very successful in the last two decades [1, 2]. However, as suggested also in [3], while low level functionalities, such as task scheduling or memory management, can be easily modeled without much uncertainty, the higher layers are affected by different sources of uncertainty. As a result, high level functionalities are typically more difficult to control, and in some cases heuristic techniques might perform better than control-theoretical approaches [4].

Such an uncertainty can be linked to two facts. First, most of the high level functionalities are “closer to the environment” where the computing system operates. This means that many external factors are directly affecting the performance of the considered functionality. For example, in the case of a load-balancer, its performance will be affected by the incoming traffic, the enqueued requests, and by the type of request; all these factors will affect the response time of the single request from the user perspective [5], possibly yielding bad performance, thus loss of customers. More important, these factors are just external, i.e., they cannot be affected by any component, but their effect can be limited.

Second, the uncertainty may not come from environment, but from “internal phenomena” of the computing infrastructure, i.e., from the lower layers of the system. For example, it is almost impossible to track an incoming request down to the thread that is in charge of serving it; and the adopted scheduling policy may affect the response time for the single request. Therefore, an internal behavior, i.e., something that in principle we can control, will introduce an uncertainty that cannot be easily compensated. Indeed, whereas the process of abstraction from the lower layers while designing new high functionalities is a desirable feature, the interfaces provided by the lower layers to the higher ones practically limit the controllability also of high level quantities, e.g., the response time of a request.

Providing the “right interfaces” towards the other layers becomes particularly relevant whenever control theory comes into play, since the “right measurements” or the “right actuators” to control the desired quantities must be available in order to obtain good performance. For example, most of the research conducted on task scheduling was assuming to modify some parameters of the existing scheduling algorithm [1, 2], instead of redesigning as a new controller the scheduler itself as done in [3]. In [4] the authors prove that this approach gives better results, thanks to the fact that the right interfaces for the scheduler have been exposed, and the controller is not acting on some quantities that will indirectly affect the scheduling policies, like for example the nice number. Similar remarks can be found in [5, 19].

Whatever is the source of uncertainty, either external or internal, it typically hinders the possibility of obtaining repeatable results, especially in cloud environments, which are somehow in the upper layers of the computing infrastructure. In cloud computing, the evaluation of different algorithms or policies is indeed a hard task due to non-repeatable
experiments. Many papers propose some novel and interesting techniques aimed at solving well known important problems in the context of cloud computing, e.g., admission control [20, 23], load balancing [11], auto-scaling [22, 24], etc., but up to date, most of them show their effectiveness against other approaches in few specific cases. This is due to the lack of standardized benchmarking, and to the difficulty in managing stochastic or uncertain behaviors.

On the other hand, the service providers need to guarantee certain Service Level Objectives (SLOs) to their customers. Sturm et al. [25] define some features that a SLO should fulfill. Among them, three of them reflect the discussion above, i.e., a SLO must be controllable, repeatable, and measurable. While the first is affected by internal phenomena, the last two properties, are affected both from internal and from external factors. In particular, the measurable part should include probabilistic guarantees on the obtainable performance, which, to the best of the author’s knowledge, is seldom carried out in most of the proposed techniques.

The rest of the paper is thus focusing on two main research challenges, sketching some possible ideas on how they might be addressed:

1. How can one guarantee controllability of a cloud system, and to which extent.
2. How can one provide SLOs that are repeatable, and measurable.

2. ADDRESSING CONTROLLABILITY

One of the large challenges for feedback computing in cloud applications is that most of the components were not designed having controllability, or “self-adaptivity”, in mind [16].

Since computing systems are moving toward dealing with continuously changing and unpredictable execution environments and user interactions, their design must allow for self-adaptation [26]. Controllability will require a paradigm shift in how computing systems at large are conceived, which has to come out with appropriate theories, design practices, and training to enable engineers creating software that is controllable by design. Such software would provide formally guaranteed self-adaptation capabilities off-the-box, overcoming the limitations of trying to control software not designed to be controlled.

2.1 Possible solutions

In order to address controllability issues, and, at the same time, to reduce the uncertainty present in the higher layers of the computing infrastructure, one should design an end-to-end integrated design of the computing hierarchy. In other words, one should modify, and possibly redesign all the layers of the computing infrastructure, accounting for control wherever is needed, and providing reasonable interfaces among the different layers. This must be done after having analyzed and decided which are the high level objectives that one wants to achieve.

In some sense, one can compare computing systems with power plants, and consider what has been done in the last decades [27, 28]. At the very beginning, most of the control systems were pretty rudimentary, and the overall plant was managed in a very inefficient way. However, the advances in control theory, and the availability of reliable physical models, enabled the possibility of automatizing many processes in power plants increasing their efficiency, and resilience [29].

As a consequence, starting from the lower layers of the plant – closer to the actual physical phenomenon that was to be controlled – control strategies for higher levels were designed aimed at coordinating and synchronizing the lower layers, and at the same time achieving higher efficiency, and increasing productivity. It is worth noticing that such a design paradigm permitted to reduce the uncertainty coming from the lower layers, also thanks to the adoption of robust control design techniques [30]. Hence, on top of these layers, high level functionalities of the plant were constructed with less difficulties, but keeping controllability of the plant in mind [31]. An interesting historical perspective on how control theory affected, and is still affecting different kind of industries can be found in [32].

On the other hand, computing systems were constructed on top of layers often based on heuristics, and, more important, that were not conceived having control in mind. As a consequence, obtaining reliable mathematical models of the lower layers is too difficult, and control capabilities are then limited. Sticking to the parallel example, it is interesting to notice how the uncertainty of the controlled variables in a power plant is decreasing while going towards the top layers of the hierarchy, while the exact opposite phenomenon can be observed in computing systems.

It is thus needed to define suitable control design patterns that can be used to design computing systems, and how they can be combined together. This is not an easy task since it will require to include in the design of cloud computing systems the integration of high level goals, functional and non-functional requirements, and to rethink and redesign how the different components interact and cooperate/compete together to achieve their own goals. The adoption of mathematical models of the computing phenomena would help in the development of control paradigms for computing systems.

There is some active research on these topics, especially in the software engineering community. They both consider top-down, e.g., [33], and bottom-up approaches, e.g., [34, 35], or a combination thereof in order to achieve better controllability of computing systems. Noteworthy, a holistic approach of a cloud computing system, and, more in general, of control-based computing infrastructure is definitely a large challenge [36].

Of course, much has been done over the last 30 years in computer science, and the challenge is not only how one can redesign the computing layers, but also how to deal with backward compatibility issues. Think, for example, to the introduction of IPv6 and all the backward compatibility problems that are still present with IPv4.

In any case, such a design could possibly benefit from the large experience that has been done in power systems, in order to address similar problems. One industrially relevant
example is the management of alarms \[37\]. In power plants, indeed, there is a large amount of alarms that need to be quickly managed, in order to avoid damages to the plant or to the environment. Similar problems can be encountered in cloud computing, where alarms typically indicate a flash crowd, a hardware failure, or a malfunctioning of certain component of the infrastructure \[24\]. All these things must be managed promptly, in order to avoid the system to collapse, to lose customers, or to provide the service with limited capacity for long time \[34\].

3. ADDRESSING REPEATABILITY AND MEASURABILITY

Whatever is the considered computing infrastructure, even in the case of a control-theoretical integrated solution as proposed in the previous section, some sources of uncertainty still remain: flash crowds, hardware or software failures, etc will always affect the performance of the computing infrastructure. Interestingly, in some cases, uncertainty is also deliberately “injected” in the computing system as “approximate computing” in order to get higher computing performance; approximate computing can be both at the hardware level \[38\]–\[40\], and at the software level \[41\]–\[43\]. Independently of the source of uncertainty, the service provider should be able to offer some guarantees (possibly probabilistic), about some quantities of interest, in order to define understandable, repeatable and measurable SLOs. It is clear that cloud computing has so many diverse sources of uncertainty, that properly defining SLOs becomes a really hard task. Deterministic measurements of SLOs are practically impossible to obtain in a cloud infrastructure, due to many stochastic phenomena affecting the system. This hinders the possibility to have “repeatable experiments”, at least in a strict sense.

The same problem comes when a new method is proposed in the literature and it should be evaluated against previous ones. As anticipated, the community has not agreed yet on a standard benchmark, or on standard procedures for carrying out such an evaluation. Thus, for example, determining what autoscaler is the best among the numerous ones proposed in the literature \[14\] is not so simple, and it depends on the specific stochastic realizations of different variables that were considered in the evaluation. This applies to virtually any functionality in a cloud environment, ranging from service admission control, to load balancing, up to VM placement \[36\]. Even though this is a well known issues, most of the work in the literature just limit the evaluation of the proposed methodologies to few experiments and providing no probabilistic bounds on the obtainable performance.

Therefore, the research question becomes: How can one properly define SLOs that can be measurable and repeatable in a cloud infrastructure?

3.1 Possible solutions

The only possibility to deal with the mentioned uncertain and stochastic behaviors is to adopt a probabilistic approach, as also suggested in \[45\]. However, in order to formally provide grounded probabilistic guarantees, one should follow these steps:

1. define an ideal (possibly deterministic) behavior for the SLO, \(y^*(\cdot)\), independent of the sources of uncertainty;
2. set a prescribed risk \(\epsilon\) that this ideal behavior is not met;
3. perform experiments over a sensible finite horizon \(T\) in order to evaluate which is the maximum distance \(\rho\) between the ideal behavior \(y^*(\cdot)\), and the measured performance \(y_m(\cdot)\) with a certain method \(m \in M\), where \(M\) is the set of all the possible methodologies. Notice that \(y_m(\cdot)\) is a stochastic quantity, since it is affected by all the uncertain and unexpected behaviors described so far.

Formally, one can formulate the performance evaluation problem as a chance constrained optimization problem (CCP), i.e.,

\[
CCP_m : \min_{\rho} \quad \rho \\
\text{subject to: } \mathbb{P}(d_T(y^*, y_m) \leq \rho) \geq 1 - \epsilon.
\]

for all the possible methodologies \(m \in M\), where \(d_T(\cdot, \cdot)\) computes the distance between the desired behavior of the system \(y^*(t)\), and the actual behavior \(y_m(t)\) over a finite horizon \(T\), and should be suitably chosen according to the specific application. The solution \(\rho_m^*\) for a given \(CCP_m\) is the maximum distance from the ideal behavior of the SLO for the considered method \(m\). Among all the possible methodologies in the set \(M\), then, one should choose the methodology with minimum \(\rho_m^*\).

Unfortunately, solving a generic CCP is an NP-hard problem \[45\]–\[47\]. However, randomized methods have been developed in the control community in order to obtain approximate solutions \(\rho_m^*\) to the CCP \[48\]–\[50\] with a very high confidence \[48\]–\[50\], and with a limited number of experiments.

From the service provider perspective, such an approach offers a way to define specific measurable quantities, and confidence intervals with probabilistic guarantees that can be used to properly define new SLO. In addition, it is also defining procedures to evaluate and formally assess the performance of different functionalities. According to this perspective, the repeatability would not be in terms of obtaining the very same quantitative results, but obtaining similar probabilistic properties for the considered functionality.

4. CONCLUSION

Cloud computing received a lot of attention in the last years. However, managing uncertainty in a cloud environment is still an open problem. On one side, this paper discussed the problem of using control theory to decrease the uncertainty in the higher levels of the computing infrastructure, ranging from the hardware level, scaling up to the cloud. On the other hand, service providers should be aware of such uncertainty while defining their SLOs, since it is mining the possibility of having measurable and repeatable performance. This was related to the performance evaluation of different methodologies, which is a problem that, to date, was not addressed in a general way in the cloud community, and that could benefit by some results present in the control one.


